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Abstract—We examine the relation between the emotions users
express on social networks and their perceived areas of interests,
based on a sample of Twitter users.

Our methodology relies on training machine learning models
to classify the emotions expressed in tweets, according to Ekman’s
six high-level emotions. We then used raters, sourced from Ama-
zon’s Mechanical Turk, to examine several Twitter profiles and to
determine whether the profile owner is interested in various areas,
including sports, movies, technology and computing, politics,
news, economics, science, arts, health and religion.

We find that the propensity of a user to express various
emotions correlates with their perceived degree of interest in
various areas. We present several models that use the emotional
distribution of a Twitter user, as reflected by their tweets, to
predict whether they are interested or disinterested in a topic or
to determine their degree of interest in a topic.

I. INTRODUCTION

Social networks, such as Facebook, Google+ and Twitter
are becoming increasingly important methods of communica-
tion and social interaction between people. Social media is
also a prominent economic domain [1], with social networks
becoming one of the most important advertising platforms [2],
[3], [4].

The huge numbers of people using such services and
the enormous volume of data readily available from such
networks make them a very compelling research target for so-
cial scientists and data-mining experts. Such researchers have
examined many issues using social network data, including
characterizing user attributes [5], [6], [7], the emotions and
sentiments users express [8], [9], [10], [11], and the language
they use to express themselves [12], [13], [14], [15].

Much of the revenue of social networking websites comes
from online advertising [16], [17], [18]. A key advantage of
online advertising over traditional forms of advertising is the
ability to target very specific audiences, or even personalizing
the advertising content based on the characteristics of the target
user [19], [20]. Similarly, many recommender systems attempt
to provide users with personalized recommendations on items
such as movies, books or music, based on a profile of the
user [21]. One approach is collaborative filtering, where the
system generates a recommendation based on items consumed
by users similar to the target user in terms of the items they
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have consumed in the past [22]. Earlier work already discusses
method of building a “fingerprint” of a user in collaborative
filtering systems based on the items they have previously
consumed, typically using a dimensionality reduction or matrix
factorization approach [23], [24], [25], [26]. 1

Such dimensionality reduction techniques and fingerprint-
ing methods offer a succinct way to represent a person so as
to provide them good recommendations. However, they have
a key disadvantage: the way they represent the preferences of
an individual has no clear and easily interpretable meaning.
Many marketing or advertising managers are interested in
a characterization of a user that is easily understandable to
humans, including features such as their demographic traits,
social characterization or hobbies.

Clearly, an important piece of information regarding a
consumer for which we are trying to personalize advertis-
ing content is their interest areas [33], [34], [35], [36]. For
example, a person interested in technology is likely to be
a better advertising target for a company selling computer
gadgets than a person who has no interest in technology.
Unfortunately, information regarding the interests of a user is
not always readily available, so it needs to be inferred from
other information regarding the consumer. One possible source
of information which can form the basis for such inference are
the emotions projected by a user of an online social network.

Our contribution: We investigate the relation between
the emotions expressed by users in online social networks and
their areas of interest.

We use a sample of target users from Twitter, and apply
machine learning modules to classify their tweets according
to the emotions expressed in them. We use the opinions of
users sourced from Amazon’s Mechanical Turk to tag these
target users with their areas of interest. We then correlate the
distribution over the emotions expressed by a user and their
perceived areas of interest.

Our results indicate that there are indeed correlations
between the emotions expressed by a user and their areas of
interest. We show how to use these correlations to build a
machine learning model that can predict the interests of a user
given the emotions they express in their social network profile.

1Some such earlier work also describes various ways to reduce the space and
time complexity of such fingerprints, at the expense of their recommendation
quality [27], [28], [29], [30], [31], [32].



Finally, we discuss some of the implications of our work to
online advertising.

II. RELATED WORK

We briefly discuss some related work dealing with emotion
analysis in texts and social media, and personal analytics based
on online social network information.

Emotion detection in social media

Our analysis is based on the expression of emotions in
social media. Similarly to sentiments, emotions are affective
states, and are states of consciousness where a person experi-
ences internal sensations.

Analysis of emotions has been applied to various forms of
short texts, including instant messaging, emails and blogs [37],
[38], [39], [40]. Recent work has also examined emotions in
social media [41], [42], [43].

We use the emotion classification system proposed by
Ekman [44], which captures six high-level emotions: joy, sad-
ness, surprise, anger, fear and disgust. Researchers have used
supervised machine learning methods to classify the emotions
expressed in several forms of texts using this framework [45],
[46], [47], [43].

Online Social Network Analytics

Earlier work investigated using information from social
media to infer user properties, such as gender [48], [49], [50],
[51], [52], [10], age [53], [54], ethnicity [55], personality [6],
[9] 2 and even political and sexual preferences [56], [7].

Some such methods use not only the information from the
target’s profile and posted texts, but also use information about
the network structure (such as their neighbors in the social
graph) [61], [62], [63], [64].

In contrast to such earlier work, we examine the interest
areas of the target user, rather than their demographic traits,
and we focus on the relation between these interests and the
emotions expressed by these users.

III. DATA

We begin by describing the data used in our study, includ-
ing our sample of Twitter users, and the annotations regarding
the users’ expressed emotions and areas of interest.

A. Twitter User Sample

Our study is based on a set of Twitter users, sampled at
random from the Twitter data feed.

As Twitter contains many accounts that belong to celebri-
ties or commercial entities, rather than real users, we have first
made sure that our targets were standard users. To achieve this,
we have hired workers from the Amazon’s Mechanical Turk
platform to examine each potential target, and let us know
whether the account belongs to a normal user or whether it is

2Personality also correlates with other “digital footprints”, such as browsing
and website preferences or product purchase behavior [57], [58], [59], [60]
but the prediction accuracy is generally higher when using data from online
social networks.

a fake account, an account of a commercial entity, an account
of a celebrity or some other non-standard user.

Each potential target account was evaluated by at least three
crowdsourced reviewers, and was only selected to participate in
our set of target users if all reviewers tagged the account as an
account belonging to a normal user. Following this screening,
we were left with a target account set of |U t| = 891 users.
We have extracted the Tweets of all the users U t, amounting
to |T t| = 2, 644, 940 tweets.

B. Emotion Annotations

In order to study the relation between expressed emotions
and areas of interest we need to tag each tweet of each of
our sampled users with a tag capturing the emotion expressed
in the tweet. As we are using Ekman’s emotion framework,
each tweet can be tagged by one of Ekman’s six high level
emotions: joy, sadness, surprise, anger, fear and disgust.

One possible way of obtaining emotion annotation is asking
crowdsourced workers to examine each tweet and tag it with
the emotion contained in it. However, this is extremely costly,
due to the large number of tweets in our data. We thus use an
alternative approach, and train a machine learning model using
a distant supervision technique based on hashtags. Hashtags
allow a Twitter user to enter a “keyword” associated with their
tweet, expressing and idea or issue the tweet relates to. Many
users use hashtags to express their emotion (for example “I just
got fired from my job! #sad”), and such emotion hashtagged
tweets can be leveraged to construct a dataset for training
machine learning models. Similarly, many users use emoticons,
such as “:-)” or “:-(”, to express their feelings, so we can use
emoticons in a similar way to hashtags.

We construct an emotion annotation dataset, which is sim-
ilar to existing emotion tag datasets that rely on hashtags [45],
[43]. We first build a list of emotion hashtags. We start
with the hashtags of the Ekman’s six emotions (i.e. #joy,
#surprise and so on). We then expand the list with synonyms
and derivations of these emotions. To do this, we compile a
synonym list using WordNet-Affect, Google Synonyms and
Roget’s Thesaurus. The expanded list contains, for example,
#miserable (relating to sadness) or #afraid (relating to fear). In
total the expanded emotion hashtags list contains 360 emotion
hashtag and emoticons.

After compiling the emotion hashtags list, we sample
random tweets from Twitter’s 1% feed, and select those that
contain one of the emotional hashtags. Each such tweet forms a
labeled datapoint, with the tweet, consisting of the list of words
comprising the tweet, and the emotional label (the emotion the
hashtag refers to). This results in an tweet-emotion dataset,
consisting of over 50,000 datapoints (tweet-emotion pairs).

The machine learning model we use to tag tweets with
emotions is a log-linear model. The model is trained on our
tweet-emotion dataset, using the scikit-learn toolkit [65].3 We
have chosen a logistic-regression model and not alternatives
such as support vector machines or various forms of neural
networks as it can be quickly trained, and as earlier work on
predictive analytics in social media [66] shows it has a good
performance.

3Available on http://scikit-learn.org/



Given a tweet t ∈ T t, we denote by E(t) the dominant
emotion expressed in the tweet. A logistic regression classifier
takes a tweet t as input and outputs a probability distribution
over the possible emotions (a result of a softmax operator). We
denote by P(E(t) = e | t) the probability that the expressed
emotion is e given the tweet t. The predicted dominant emotion
of the tweet is the emotion maximizing this probability:

ΦE(t) = argmaxeP(E(t) = e | t) (1)

The features used as inputs for the emotion classifier are:

• LEXICAL FEATURES: Binary unigram bag-of-word
features (the classification quality did not improve
when using n-grams of higher orders, or count based
features such as normalized frequency counts rather
than binary features).

• HASHTAG EMOTION LEXICON FEATURES: the scores
for unigram features of the Hashtag Emotion Lexicon
(see details regarding these features in [43]).

• STYLE BASED FEATURES: The existence of elongated
words (such as Yeeeeeeees, awaaaaaaaaay; fully capi-
talized words (such as PLEASE, AMAZING); emotions
(of various forms, including both positive and negative
ones), Mixed or repeating punctuation marks (such as
??!, !!!); the number of hashtags.

• NEGATION FEATURES: transporting a unigram feature
to a modified one to words appearing between a
negation and a clause-level punctuation mark [67].

• PART OF SPEECH FEATURES: part-of-speech tags ob-
tained using from the Twitter Part-Of-Speech tagger.4

The quality of emotion identification varies slightly be-
tween the different emotions. Using a 10 fold cross-validation,
we obtained the following F1 scores: disgust 0.92, anger 0.8,
joy 0.79, fear 0.77, surprise 0.64, sadness 0.62 (an improved
performance for all emotions over recently developed emotion
classifiers [45], [43].

The trained emotion classifier ΦE(t) can take a previously
unobserved tweet, and tag it with the emotion expressed in the
tweet. As this is a logistic regression, we actually obtain the
probability of the tweet belonging to each of the six emotion
classes. When required to generate a single tag, we can simply
return the most probable emotion given the tweet (Equation 1).

Interest Areas Annotations

Our analysis of the relation between the emotions a Twitter
user expresses and their areas of interest requires annotating
each target user in our Twitter sample U t with their areas
of interest. We have selected the following possible areas of
interest: sports, movies, technology computing, politics, news,
economics, science, arts, health and religion. We denote the
set of potential interests as I .

The degree to which a target user is interested in each of
these areas was determined using raters crowdsourced from
Amazon’s Mechanical Turk. Each target was examined by at
least three different raters. The average number of raters per

4http://www.ark.cs.cmu.edu/TweetNLP/

target was 3.49, with a standard deviation of 0.783. Each rater
had to examine the profile, and rank the degree of interest
of the target in each of our interest areas, on a 5-level scale:
completely uninterested, somewhat uninterested, neutral (no
strong indication regarding interest or disinterest in profile),
somewhat interested, very interested. Annotators received a
constant payment for each profile they examined. To avoid
annotators providing random answers, we have included gold-
set multiple choice questions (such as “what is 2+2?”), and
annotators were excluded if they failed these questions. 5

We denote the set of annotators by A. We refer to all the
interest ratings given by a single annotator to a single target
user as an interest rating row. In total, our dataset contains
r = 3, 442 interest annotation rows, given by 691 distinct
annotators.

IV. METHODOLOGY

We now describe our methodology. Our goal is to deter-
mine whether it is possible to predict a social network user’s
areas of interest from the emotions they express in the social
network. Clearly, any single tweet made by a user may express
a different emotion (or even multiple emotions), resulting in a
very highly dimensional data. One possibility for simplifying
the space is to aggregate the emotional tags across all the
tweets generated by a target user.

A. User Emotion Scores

One method for aggregating emotions into a single score
per emotion is simply characterizing a user by the proportion
of their tweets containing a specific emotion.

Our emotion classifier is based on logistic regression, so
it actually outputs a probability distribution over the pos-
sible emotions. Given a tweet i, we denote the probabil-
ities assigned to each emotion expressed in the tweet as
pjoyi , psurprisei , . . . , pdisgusti .

Denote the set of emotions as E =
{joy, sadness, surprise, anger, fear, disgust}. We define
the dominant emotion expressed in a tweet i as the mode
of the emotion distribution returned by our classifier, i.e. the
emotion:

arg max
e∈E

pei

Denote the set of tweets of a given user u ∈ U t as Tu. The
proportion score of an emotion e ∈ E for a user u, denoted by
qeu, is simply the proportion of u’s tweets where the dominant
emotion is e.

Another alternative to aggregate the emotions expressed
in a user tweet is by using the probabilities assigned by our
classifier (rather than only the mode of the distribution). The
distribution score of an emotion e ∈ E for a user u, denoted
by seu, is the average probability assigned by our emotional
classifier to that emotion across all of u’s tweets:

seu =
1

|Tu|
·
∑
i∈Tu

pei

5Alternative designs may reward participants based on their performance, or
using a contest between annotators [68], [69], [70], but have a more elaborate
structure. As interest areas are a somewhat subjective judgment, we chose not
to employ such more intricate designs.
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Fig. 1: Mean emotion proportion scores for Ekman’s six basic
emotions

Thus, the proportion score assigns a single point to the
dominant emotion in a tweet and zero points to the remaining
emotions, while the distribution score distributes a single point
between the different emotions, according to the probability as-
signed by our emotional classifier. Both scores are normalized
by the number of user tweets, so they fall in the range [0, 1].

Figure 1 shows the emotion proportion scores for Ekman’s
six basic emotions, averaged across all users in our data. It
shows that on average, users express some emotions much
more than others. The most prevalent emotion was joy, fol-
lowed by surprise. Negative emotions were more rare, with
disgust being the least expressed emotions - only 6% of the
tweets express disgust.

Figure 1 only presents the mean proportion scores for the
various emotions. Our goal is predicting user interest using
their relative propensity of expressing various emotions. This
goal can only be achieved if users differ in their emotion
scores. We have thus also examined the distribution of emotion
scores across users.

Figure 2 presents a histogram of the emotion scores across
users (the x-axis is the proportion emotion score bin, and the
y-axis is the proportion of users in our dataset exhibiting this
emotion score).

Figure 2 shows a large variability in emotion scores across
users, especially for the more prevalent emotions. Interestingly,
the histograms are quite different from a normal distribution.
For example, the distribution of joy has a long right tale,
indicating that quite a few users express joy very often. In
contrast, the sadness distribution has a long left tale, indicating
there are quite a few users who express very little sadness, but
having a user who expresses a very large proportion of sad
tweets is rare (despite this being a relatively common emotion).

B. User Interest Score

Each sample Twitter user u ∈ U tin our dataset was exam-
ined by several annotators sourced from Amazon’s Mechanical
Turk. Denote the set of annotators who examined a target user
u as Au. For each interest area i ∈ I , each annotators a ∈ Au

assigns an interest score, ria,u reflecting the degree to which a
believes u is interested in i.

The possible interest scores for ria,u are {0, 1, 2, 3, 4}
(where 0 stands for “completely uninterested”, 1 stands for
“somewhat uninterested” and so on in our 5-level scale, ending
with 4 which stands for “very interested”).

The interest level score for a given target user u ∈ U t for
the interest area i ∈ I is simply the average interest score
assigned by the raters to that user and interest: 6

kiu =
1

|Au|
·
∑
a∈Au

ria,u

Figure 3 presents a histogram of the user interest scores
across all users in our dataset. It shows that some topics present
a high variability across users in their interest in the topics,
while others are more uniform. For example, there are many
users who are either very interested or very disinterested in
sports, whereas most users seem to have a moderate degree of
interest in travel an leisure.

Further, some topics attract, on average, more user interest
than others. For example, very few users are very interested in
business and economics, whereas a large portion of the users
are at least moderately interested in movies and television.

C. Interested and Disinterested Users

We may sort the users according to their degree of per-
ceived interest in an area. For example, we can sort the
users by their degree of interest in sports, ksportsu , from the
user perceived to be the most interested in sport to the user
perceived to be the least interested in sports. We partition this
sorted list of users into five parts (each containing 20%) of the
users; We refer to the first part as “users who are interested
in the area”, and the last part as “users who are disinterested
in the area”; the three middle parts are users who are neither
very interested in the area nor very disinterested in it.

While we may refer to a subset of users as users who
are “interested in sports” or “users who are disinterested in
sports”, it is important to remember that this is not based on
an objective measure (such as the amount of time they spend
browsing sports related websites), or on self-reports by these
users. Rather, these are the results of impressions these users
leave on our set of crowdsourced annotators, i.e. they are based
on perceptions about this users.

D. Relating Emotions and Interest Areas

We use several tools to study the relation between the
emotions expressed by users and their interest areas. First, we
apply statistical tests to determine whether there is indeed a
statistically significant relation between a user’s propensity to
express a certain emotion and their degree of interest in various
areas. To achieve this, we rely on the Mann-Whiteney U test.

After testing for statistical significance of each emotion in
isolation, we attempt to generate a prediction regarding a user’s

6We note that more sophisticated methods, such as Bayesian methods or
probabilistic graphical models, can aggregate the opinions of multiple raters
while taking into account different performance levels of the annotators [71],
[72], [73], [74]. Nonetheless, methods such as majority vote or average scores
have been show to still achieve high performance in many tasks [75], [76].
We chose the method of average scores for its simplicity.



0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0

0
.0
2
5

0
.0
5

0
.0
7
5

0
.1

0
.1
2
5

0
.1
5

0
.1
7
5

0
.2

0
.2
2
5

0
.2
5

0
.2
7
5

0
.3

0
.3
2
5

0
.3
5

0
.3
7
5

0
.4

0
.4
2
5

0
.4
5

0
.4
7
5

0
.5

(a) anger

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

0

0
.0
2
5

0
.0
5

0
.0
7
5

0
.1

0
.1
2
5

0
.1
5

0
.1
7
5

0
.2

0
.2
2
5

0
.2
5

0
.2
7
5

0
.3

0
.3
2
5

0
.3
5

0
.3
7
5

0
.4

0
.4
2
5

0
.4
5

0
.4
7
5

0
.5

(b) disgust

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0

0
.0
2
5

0
.0
5

0
.0
7
5

0
.1

0
.1
2
5

0
.1
5

0
.1
7
5

0
.2

0
.2
2
5

0
.2
5

0
.2
7
5

0
.3

0
.3
2
5

0
.3
5

0
.3
7
5

0
.4

0
.4
2
5

0
.4
5

0
.4
7
5

0
.5

(c) fear

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0

0
.0
2
5

0
.0
5

0
.0
7
5

0
.1

0
.1
2
5

0
.1
5

0
.1
7
5

0
.2

0
.2
2
5

0
.2
5

0
.2
7
5

0
.3

0
.3
2
5

0
.3
5

0
.3
7
5

0
.4

0
.4
2
5

0
.4
5

0
.4
7
5

0
.5

(d) joy

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5

0

0
.0
2
5

0
.0
5

0
.0
7
5

0
.1

0
.1
2
5

0
.1
5

0
.1
7
5

0
.2

0
.2
2
5

0
.2
5

0
.2
7
5

0
.3

0
.3
2
5

0
.3
5

0
.3
7
5

0
.4

0
.4
2
5

0
.4
5

0
.4
7
5

0
.5

(e) sadness

0

0.1

0.2

0.3

0.4

0.5

0.6

0

0
.0
2
5

0
.0
5

0
.0
7
5

0
.1

0
.1
2
5

0
.1
5

0
.1
7
5

0
.2

0
.2
2
5

0
.2
5

0
.2
7
5

0
.3

0
.3
2
5

0
.3
5

0
.3
7
5

0
.4

0
.4
2
5

0
.4
5

0
.4
7
5

0
.5

(f) surprise

Fig. 2: Histogram of the emotion scores across different users

areas of interest, based on the emotions they express. More
concretely, we build a logistic-regression model which takes a
user’s emotion scores for each of Ekman’s six emotions (either
the proportion score or the distribution score), and determine
whether that user is interested or disinterested in some area
of interest. We then evaluate the quality of these prediction
model, by examining the area under the ROC curve (AuC).

V. RESULTS

We begin by checking whether users who are interested in
an area tend to express emotions that are different than those
not interested in an area. For each interest area i and each
emotion e, we first examined the Pearson correlation between
the interest scores of a user in the area i and their propensity
to display a certain emotion (as measured by that emotion’s
distribution score). As we have several raters for each user, we
have averaged the scores given by the different rates for that
user. The Pearson correlations are given in Table I.

Table I shows that the propensity of expressing various
emotions is correlated with many user interests. For example,
users who are interested in sports tend to express less anger
and more fear and surprise; users interested in arts express
more joy and less disgust; those interested in religion express
more joy and less surprise.

Noting the many correlations above, we checked whether
it is possible to separate people who are interested in a topic
from those disinterested in it by examining their propensity to
display certain emotions. Given a specific interest i (such as
“Sports” or “Movies and Television”), we compare two disjoint
user populations: Hi, those interested in the area, consisting
of the 20% of the user with highest perceived interest in i,
and Li, those disinterested in the area, consisting of the 20%

of the users with lowest perceived interest in i. We note that
Hi ∪ Li only contain 40% of the entire user population.

Given a specific emotion, e ∈ E, we can check whether
people interested in i express the emotion e more (or less) than
those disinterested in e. More precisely, we test whether Hi and
Li have significantly different emotional scores with regard to
e (either the proportion score or the distribution score), using
a Mann-Whiteney U test. The p-values for all emotions and
interests are given in Table II.

Table II shows that for all our studied interest areas,
there are at least three emotions (and usually more) where
users who are interested in an area display a significantly
different propensity (≤ 0.05) to display an emotion than those
disinterested in the area.

However, statistically significant differences between
groups (those interested in an area and those disinterested
in it) could still occur even if the differences in emotional
scores between the groups is not very large. To check the
effect size, we examine the differences in emotional scores
between those groups. For every emotion e and every interest
i, we examine Hi and Li (those interested and disinterested in
i), and compute the difference in the mean emotional scores
for e between the groups. We denote this emotional difference
value as δi,e.

A high value of δi,e indicates that people interested in i tend
to express the emotion e much more than those disinterested in
it, while negative values of δi,e indicate that those disinterested
in i express e more than those interested in i (with values close
to zero indicating that both groups express e roughly the same).
Table III presents the emotional difference values.

Table III shows that different interest areas are correlated
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Fig. 3: Histogram of user interest scores, for each of the interest areas, across different users

Anger Disgust Fear Joy Sadness Surprise
Sports -0.1491 -0.0183 0.2259 -0.1001 -0.1205 0.2039
Movies and Television -0.104 -0.0922 -0.192 -0.0012 0.1151 0.1723
Technology, Computing and Internet 0.0176 -0.1808 0.0384 0.0683 -0.1444 0.0983
Politics, Society and News 0.0082 -0.0859 0.3194 0.1124 -0.3411 -0.0896
Business, Economics and Finance -0.0275 -0.1715 0.2249 0.1575 -0.3263 -0.0286
Arts, Painting and Dance -0.0879 -0.1583 -0.1619 0.2003 -0.0516 -0.0227
Science and Environment -0.0272 -0.1891 0.1395 0.1808 -0.2579 -0.0584
Health and Medicine -0.0719 -0.1234 0.0462 0.1938 -0.1819 -0.0948
Religion and Spiritualism -0.1101 -0.1 0.0736 0.2265 -0.156 -0.2091
Travel and Leisure -0.1258 -0.1742 -0.1375 0.2038 -0.0351 -0.0424
Fashion 0.005 0.0607 -0.3076 0.0269 0.2216 -0.0448

TABLE I: Pearson correlations between users’ interest scores and propensity to express various emotions (emotion distribution
score). The greatest values of every row and column are embolden.

with different emotional differences. For some interests, there
are large differences between those interested in the topic and
those disinterested in it in their propensity to express some
emotions. For instance, those interested in politics express
much more fear but much less sadness than those disinterested
in it; those interested in fashion express less fear and more
sadness than those disinterested in it; those interested in travel
and leisure express more joy and less disgust than those
disinterested in it; users interested in business express more joy
and fear and less sadness and disgust than those disinterested
in business.

Perhaps unsurprisingly, the results in Table III are quite
similar to Table I. However, we note that Table I is based on
the Pearson correlations between interests and emotions for the
entire user population, whereas Table III is only based on the
users who are very interested or very disinterested in various
topics.

Our results so far indicates that it should be possible to
predict whether a user is likely to be very interested or very
disinterested in an area, based solely on their propensity to
display various emotions. We now discuss such predictive
models and their accuracy.



First, we tried to build a model to separate users very
interested in a topic from those very disinterested in it. For
each interest area i ∈ I , we train a classification model, which
attempts to predict whether a target user u is a user who is
very interested in the topic i, so u ∈ Hi, or whether u is
very disinterested in i, so u ∈ Li, based solely on the user’s
propensity to express each of Eackman’s six basic emotions.
This is a classification model M c

i , which takes as input the
six emotion distribution scores, sjoyu , ssadnessu , . . . , sdisgustu . It
outputs a binary label: 0 if u is predicted to be in Li and 1
if u is predicted to be in Hi. The training and test data for
the model includes only users from Li ∪Hi (i.e. we removed
users with moderate degrees of interest in i). We evaluated the
performance of the models using 10-fold cross validation.

Figure 5 presents the prediction quality for the classifica-
tion models M c

i , as measured by the Area Under the ROC
Curve. It shows that for all the studied interest areas we
studied, it is possible to determine whether a person is very
interested or very disinterested in the topic based only on their
propensity to express various emotions. The best predictions
were achieved for sports, fashion and politics (with a high AuC
of roughly 80%), and the worst were achieved for religion,
movies and health (with AuC slightly above 60%).

The M c
i only allow deciding whether a user is very

interested or very disinterested in a topic. However, to what
degree can we predict the degree of interest of a user in a topic
on a fine grained scale, based on the emotions they express?

For each interest area i ∈ I , we built a regression model,
which attempts to predict a target user’s u degree of interest
in the topic i, based on their propensity to express each of
Eackman’s six basic emotions. This is a regression model Mr

i ,
again taking as input the six emotion distribution scores, and
outputting a prediction for kiu - user u’s degree of interest in
i. Each such model was trained as a linear regression model,
using the population of all out Twitter users, and evaluated
using 10-fold cross validation.

Figure 5 presents the prediction quality for the regression
models Mr

i , as measured in their R2 values.

The best predictions were achieved for sports, politics and
business (with a R2 of roughly 0.35), and the worst were
achieved for health, travel and arts (with R2 of roughly 0.2).
These results indicate that while it is possible to predict a user’s
degree of interest in all studied areas using their expressed
emotions, though the quality of the predictions varies across
interests.

VI. CONCLUSIONS

All users express all the basic emotions on social media,
but the relative quantity of each emotion differs across people.
We examined the relation between user interests and the
emotions their express in social media. Our results show
several interesting correlations between a user’s interest areas
and their propensity to express certain emotions. Further, our
results show that using the proportions of emotions a user
expresses in social media it is possible to determine whether
they are interested or disinterested in various topics.

Our results have several direct applications in online adver-
tising. First, our models can be used to predict user interests so

as to personalize advertising content delivered to users. Clearly,
there are other methods to predict user interests. For example,
one may try to directly mine the words in a user’s post to
determine their interest. However, we note that emotions are
expressed on a very wide variety of environments, making
our methodology quite general. Further, even following very
few posts by a user we can begin to track their emotional
pattern, whereas it may a while for users to directly discuss
their interests.

Another application of our approach is social and psycho-
logical research. Our models allow making prediction regard-
ing user interests and their expressed emotions. These models
can be used to analyze self-disclosure processes, in both offline
and online environments. It stands to reason that users would
be reluctant to disclose their emotional state to new people,
but discussing general interests seem to require less intimacy.
Our models can be used to track the issues discussed by two
people, and thus to shed light about how people decide to
disclose information about themselves.

We note that despite the promising results, our research
does have several limitations. First, our interest scores are
based on the evaluation of user profiles by strangers recruited
via crowdsourcing. As such, these scores may inaccurately
reflect the true interest of users. Similarly, our method for
determining emotional scores is based on a machine learning
model, which may not be completely accurate. Finally, this is
an observational study, so we cannot make causal inference.
In particular, it is unclear whether people who are interested
in a certain topic tend to adopt a specific emotional pattern, or
whether people who experience various emotions tend to be
attracted to some areas of interest.

Additionally, despite the good performance of our pre-
dictive models, we note that for several interests there still
remains a significant portion of unexplained variance in the
degree of interest. In other words, there are some cases where
users who are interested in different topics exhibit similar
patterns in the emotions they express. Nonetheless, our results
illustrate that emotions form a useful characterization of a
user, which captures much information about their preferences
and interests. It is possible to represent each person in a low-
dimensional emotional spectrum, reflecting the relative degree
to which they express each emotion, in a way that retains much
of the important information regarding the interests of these
users. This representation is easily understandable by people,
it characterizes users as “angry”, “easily surprised”, “sad” or
“joyful”.

Our research leaves several questions open for future work.

First, our results focus on Ekman’s six basic emotions.
Other models offer a more fine-grained list of emotions, or
alternative hierarchy of emotions. Would it be possible to
improve the predictive performance of user interests using such
alternative representations?

Second, our study uses Twitter data. Can similar results
be obtained for other social networks? For example, would it
be possible to use emotions expressed non-verbally in Flickr
images (as perceived by viewers) to determine the interests of
the profile owner.

Finally, what other dimensions of user information can be



Anger Disgust Fear Joy Sadness Surprise
Sports ≤ 0.001 ≤ 0.001 ≤ 0.01 ≤ 0.001 ≤ 0.001
Movies and Television ≤ 0.01 ≤ 0.001 ≤ 0.001
Technology, Computing and Internet ≤ 0.001 ≤ 0.05 ≤ 0.01 ≤ 0.05
Politics, Society and News ≤ 0.001 ≤ 0.001 ≤ 0.01 ≤ 0.001
Business, Economics and Finance ≤ 0.001 ≤ 0.001 ≤ 0.01 ≤ 0.001
Arts, Painting and Dance ≤ 0.05 ≤ 0.001 ≤ 0.001 ≤ 0.001
Science and Environment ≤ 0.001 ≤ 0.01 ≤ 0.001 ≤ 0.001
Health and Medicine ≤ 0.01 ≤ 0.001 ≤ 0.05 ≤ 0.01
Religion and Spiritualism ≤ 0.001 ≤ 0.001 ≤ 0.001 ≤ 0.05 ≤ 0.001
Travel and Leisure ≤ 0.001 ≤ 0.001 ≤ 0.001 ≤ 0.001
Fashion ≤ 0.05 ≤ 0.001 ≤ 0.001 ≤ 0.05

TABLE II: Statistically significant differences between people interested in a topic and disinterested in the topic, in terms of their
propensity to express emotions (captured by the emotional distribution scores). Values shown are p-values from a Mann-Whiteney
U test (with missing value indicating no statistically significant effect: p > 0.05).

Anger Disgust Fear Joy Sadness Surprise
Sports -41.999 -7.756 58.824 -31.569 -26.514 61.646
Movies and Television -34.414 -23.183 -53.72 -7.757 36.672 58.755
Technology, Computing and Internet -0.255 -47.978 1.559 18.273 -29.358 26.637
Politics, Society and News -1.535 -33.465 79.082 36.429 -90.748 -22.129
Business, Economics and Finance -7.532 -40.692 55.453 38.68 -81.124 -6.516
Arts, Painting and Dance -20.585 -35.798 -50.59 54.899 -13.104 -7.754
Science and Environment -13.49 -42.784 33.008 45.043 -62.25 -14.054
Health and Medicine -16.945 -28.569 11.122 47.254 -38.786 -30.752
Religion and Spiritualism -32.103 -27.354 8.001 58.285 -33.086 -48.125
Travel and Leisure -27.008 -39.866 -33.703 49.421 -8.808 -12.969
Fashion -1.233 14.58 -88.412 10.962 60.505 -12.21

TABLE III: Emotional difference values δi,e (multiplied by 100 for easy comparison). The greatest values of every row and
column are embolden.

used to predict their interests? For example, can information
about a user’s demographic traits or personality be used to
predict their interests?
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