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Chapter 1. What's new

New features, capabilities, and coverage are available in the latest release.

« Forinformation about the agent version in each release or refresh, see “Change history” on page 54.

« For detailed system requirements, see the Software Product Compatibility Reports for IBM Cloud
Application Performance Management - Agents V8.1. Expand the Report filters twisty, click Edit, select
the agents and data collectors that you want to view, and then click Apply. The detailed information
such as operating systems, prerequisites, and supported software is displayed for you.

September 2020
Expanded platform support for agents
CentOS 7 x86-64
- Hadoop agent
CentOS 8 x86-64

« Db2 agent
« Hadoop agent

Ubuntu 16.04 x86-64
» Hadoop agent
Ubuntu 18.04.3 x86-64
» Hadoop agent
Ubuntu 18.04 zLinux
- Web Logic agent
« Oracle Database agent
Ubuntu 20.04 x86-64
« Hadoop agent
Ubuntu 20.04 zLinux
- Db2 agent
 Oracle Database agent
« Web Logic agent
SUSE Linux Enterprise Server 15
« MySQL agent
Agent enhancements

Cassandra agent
Agent is now able to collect data for new node that is added to existing Cassandra cluster.

Db2° agent
« Added diagnostic information for failed SQL queries.
« Resolved the issue of crashing on pLinux LE platform.
 Resolved the issue of attachment failure due to password store limitation.
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Hadoop agent

- Added support for monitoring of Journal Nodes and ZKFC on HDP 3.1.5 platform and Cloudera
5.4.3 Hadoop platforms.

« Added support for monitoring of Ambari services such as Infra Solr and Spark 2.

« Added support for monitoring of Cloudera Manager Services like:
HDFS,Hive,Hue,Impala,Kafka,Oozie,Sentry,Solr,Spark,YARN and ZooKeeper.

- Added support for monitoring of Hortonworks HDP 3.1.5.

Microsoft Active Directory agent
Added three new attribute groups that are supported on Windows Server 2008 and later versions:

« User Group Computer Management

It shows count of changes made in user, group and computer accounts such as addition,
deletion and modification.

« Enabled Disabled User
It shows count of enabled and disabled users.
« Logon Failure Count Per Error Code

It shows count of failed logon attempts such as bad user name and password, disabled and
expired account.

Microsoft IIS agent
 Added following new attribute groups:
— ASP _NET System Counter
— HTTP method requests per second
— Worker Process Requests
« Added following new group widgets:

ASP.Net Applications - Request Statistics
Requests/sec - By HTTP Method
Internal Server Error (history)

Internal Server Error (history)

Worker Process Requests - Last 15 mins

Microsoft SharePoint Server agent
Added new attribute group Document Library.

NetApp Storage agent

» Added support for Windows Server 2019 Datacenter and Windows Server 2019 Standard.

- Implemented retry count enhancement that limits the number of connection attempts in the
event of connection failure. Connection attempts can be configured via the environment variable
KNU_DATA_PROVIDER_CONNECTION_RETRY_COUNT.

« Added a new configuration field KNU_API_SERVICES_PORT to agent configuration panel of
OCUM API Services tab.

 Fixed the issue when API Services configuration is unavailable. Agent is able to fetch the storage
objects Disks, Storage-VMs and Qtrees without API Services configuration.

VMware VI agent

» Added support for Windows Server 2019 Datacenter and Windows Server 2019 Standard.

- Implemented retry count enhancement that limits the number of connection attempts in the
event of connection failure. Connection attempts can be configured via the environment variable
KVM_DATA_PROVIDER_CONNECTION_RETRY_COUNT.
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- Added new attribute Snapshot_Age in the VM_Snapshots group.
« Added new attribute Creation_Timestamp that supersedes Creation_Time.

June 2020

Expanded platform support for agents
The following agents and platforms are now supported:

Ubuntu 20.04 LTS
« Linux for System x:

— Cassandra agent
- Linux® OS agent
— RabbitMQ agent
e Linux for System z:
— Linux OS agent
Cent 0S 7.6,8.0,and 8.1

« DataPower® agent

« Oracle Database agent

* VMware VI agent

« WebSphere® Applications agent

Agent Builder enhancements
You can now create custom agents that can run on the IBM Cloud Pak for Multicloud Management.

You can also reconfigure existing custom agents to run on the Cloud Pak for Multicloud Management.
For example, if you previously created a custom agent to run on IBM Tivoli Monitoring or IBM Cloud
Application Performance Management, you can now reconfigure this agent and connect it to the Cloud
Pak for Multicloud Management. For more information, see “Preparing the agent for Cloud Pak for
Multicloud Management” on page 1345.

Agent enhancements

Cisco UCS agent
Added support for Windows Server 2019 Datacenter and Windows Server 2019 Standard.

Hadoop agent

- Label of widget Block Capacity is changed from Block Capacity to Number of Blocks.
 Added support for monitoring of Cloudera CDH 6.3.2 and 5.16

Internet Service Monitoring

 Added support for profileUpgrade tool for Windows platform.

- Two standalone utilities Properties Migration and Profile Migration have been made available for
migrating Monitor properties and Internet Services profiles respectively from Legacy versions of
the Internet Service Monitoring agent, such as 2.4 and ITM, to APM version of the agent. These
utilities are supported with ISM agent version 8.1.4.0.12 onwards. For more information on
these utilities, refer to “Migration support” on page 442.

Liberty data collector
Added monitoring support for Liberty 19 and 20.

Linux KVM agent

« Added support for Ovirt Java SDK 4.3. From 8.1.4.0.12 onward, the agent will support RHVM
4.0. Versions older than RHVM 4.0 are not supported from 8.1.4.0.12.

- Data provider is optimized to decrease the overall CPU consumption on Ovirt engine.
- Live snapshot support attribute is deprecated in the Hosts attribute group.
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- Alimit is added on the number of retries the agent attempts to connect to the data source
(RHVM or Hyper-V) if connection fails. The default number for retry attempt is 6. This value can
be changed by setting the following variable in the agent instance specific environment file:
KV1_DATA_PROVIDER_CONNECTION_RETRY_COUNT

Microsoft .NET agent
Added the CLR Remote Monitoring group widget.

Microsoft Active Directory agent
Added the new widget Group Membership for changes of users.

Microsoft Cluster Server agent
Added the following new widgets to the Overview page:

« Quorum Configuration

- CPU Performance

« Cluster Availability

Added the following new widget to the Cluster Node details page:

- Disk Read and Disk Write

Added the following attributes to the existing widget Resource Groups:
e Current RG Node

 Previous RG Node

« RG Node Changed

Microsoft Exchange Server agent
Added the following new widgets:

- Server Health Status
- Email Statistics
Microsoft Hyper-V Server agent
Enabled the help content for the following attributes and attribute groups on dashboard:
» Server Memory Available
« Server Maximum Processor utilization
« Virtual Machine Disk Details
 Processor Load Details
« Disk Details
- Virtual Machines Processor Load
« Network Virtual Switch Details

Microsoft IIS agent
Added three new attribute groups:

« ASP.NET Application Statistics
« Website Inventory
« Website Response Information

Microsoft Office 365 agent
Added support for the following service communication APIs:

- GetServices

« GetCurrentStatus
» GetHistoricalStatus
- GetMessages
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Microsoft SharePoint Server agent
Added four new attribute groups:

» Crawl History details

« Active Crawls details

« Web Application information

- Status of Database Connection
MySQL agent

Improved the logging mechanism for incorrect agent configuration.
SAP agent

« Added support of Master Control Panel to handle various configurations of SAP agent at the
server,

 Added support for conversion of data received from SAP system to UTF8 format.
« Added support for Solution Manager 7.2 SPS 11.

SAP NetWeaver Java™ Stack agent
Added support for SAP Netweaver 7.5 Application server Java SPS 018.

Skype for Business Server agent
Added the following new widgets to the Overview page:

- IM CCCP Processing

« User Services Conference Notification
 SIP Authentication

 Server Details

 Skype Topology

Sterling File Gateway agent
Added support for Windows Server 2019 Datacenter and Windows Server 2019 Standard.

Sterling Connect Direct agent
Added support for Windows Server 2019 Datacenter and Windows Server 2019 Standard.

Tomcat agent
Enhanced JMX connection implementation that improves the agent performance in terms of
threads or memory.

VMware
Added support for CentOS 7 and CentOS 8.

March 2020
Agent enhancements

Expanded platform support for agents
Added Cent 0S 7.6, 8.0, and 8.1 support for the following agents:

e HTTP Server agent
« JBoss agent
e Linux OS agent
 PostgreSQL agent
Internet Service Monitoring
« Added support for SLES 15 on x86-64 (64 bit) platform.

« Enhanced the configuration panel to have Active and Description fields for every monitor
element listed in profile edit dialog box.
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- Added Activate and Deactivate buttons on profile edit grid, so that user can activate or
deactivate multiple monitor elements at a time

- Enhanced Delete functionality in the profile edit dialog box for user to delete multiple monitor
elements at a time.
Microsoft Active Directory agent
Added New widget for Last Logon Information of privilege users.

Microsoft Exchange Server agent
Added widget for DLPPolicyTips and show Data Loss Prevention Policies and Policy tips in
Attribute details tab.

Microsoft IIS agent
Added new attribute group called Web Application. For more information about prerequisites
for this attribute group, see “Prerequisite to install Web Application Attribute Group” on page 515

Microsoft SQL Server agent
Added tolerance support for SQL Server 2019

RabbitMQ agent

« Added support to HTTPS protocol.
- Added configuration panel parameters Protocoland Path to truststore.

Documentation enhancement
Added HTTP Server monitoring solution overview architecture. For more information, see “Overview
of HTTP Server monitoring” on page 265.

December 2019
New Agent
MariaDB agent

The Monitoring Agent for MariaDB offers a central point of management for your MariaDB
environment or application. The software provides a comprehensive means for gathering the
information required to detect problems early and to prevent them. Information is standardized
across the system. You can monitor multiple servers from a single console. By using the
Monitoring Agent for MariaDB you can easily collect and analyze MariaDB specific information.

- For information about configuring the agent after installation, see “Configuring MariaDB
monitoring” on page 485.

- For information about the dashboards, thresholds, and attributes, see the MariaDB agent
Reference.

Expanded platform support for agents
The following agents and platforms are now supported:
Solaris X86-64

» Oracle Database agent
« WebLogic agent
Agent enhancements

Cassandra agent
Added two new attributes called Agent Hostname and Agent Instance Name inthe Cluster
Details, Node Statistics, and Keyspace Details attribute groups.

Db2 agent
Added support to monitor Current Running SQL.

IBM Integration Bus agent
Added two new group widgets, TCPIP Client Connectionsand TCPIP Server
Connectionsinthe Integration Server Status - Detail page.
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Internet Service Monitoring
- Added two new configuration panel variables:

— Active: To select a state for profile element as active or inactive.

— sniServerName: Indicates the name of host/server for which a certificate from SNI enabled
web server is required.

« Default settings under Data Validation Tab for HTTP,HTTPS and DNS monitors are now
editable

- Agent now supports & character in page field for HTTP and HTTPS monitors
« Agent now support Danish characters in regex field of HTTP and HTTPS monitors

Note: Set the locale to da_DK on Linux platform before agent installation to use this feature
Microsoft Active Directory agent

« Added a new widget called KCC detailsinthe Status Overview page.
 Added following new attribute groups in the Attribute Details tab:

— Directory Services

Kerberos Consistency Checker

Kerberos Key Distribution Center
Name Service Provider

Exchange Directory Service
« Added New widget for Last Logon Information of privilege users.

Microsoft .NET agent
Added a new attribute called Request Name in the Database Call Details attribute group.
This attribute displays the name of the request that fires the database query.

Microsoft Exchange Server agent

« Added a new widget called Transport SMTP Recive inthe Status Overview page.
- Added following new attribute groups in the Attribute Details tab:
— MS Exchange AB
— MS Exchange ADAccess Processes
— MS Exchange ADAccess Caches
— MS Exchange ADAccess Domain Controllers
— MS Exchange ADAccess Forest Discovery
 Added the following in Attribute details tab.
— Policyholders widget
— Data Loss Prevention Policies
— Policy tips
Microsoft SQL Server agent
Added tolerance support for SQL Server 2019.

Microsoft Hyper-V Server agent
Added support for Windows Server 2019.

Microsoft IIS agent
- Added new group widgets:

— System-Main Memory Statistics
— IIS Server- Assigned Memory Usage
— IIS Server- Assigned CPU Usage
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— Worker Process Details
— .Net Memory Management

« On each application pool name in Worker Process Details group widget a page is created
that shows the historical trend of Requests processed per second, Elapsed time, Requests in
Queue, Memory and CPU Utilization.

« On each application pool name in .Net Memory Management group widget a pop-up is added
that shows the historical trend of percent time in GC.

Microsoft SharePoint Server agent

- Added a new attribute group called Trace_Log that provides the high severity logs information.

« Added two new group widgets called Trace Log DetailsandlLast 1 Hour Trace Log
Count in the Overview page to display the details of recent 100 trace log events and last 1 hour
count of unexpected, monitor-able and high level trace logs.

MySQL agent
The agent collects data consistently after server restarts.

NetApp Storage agent
The agent now shows exact list of Qtress that are mapped to Volume.

PostgreSQL agent
The agent now supports PostgreSQL Server version 12.

Response Time Monitoring agent

« A new configuration parameter KTSAARIPTOUSERID is added. It allows you to save Client IP
address in User Name property in AAR raw data. By default, it is set as NO. To change the
setting, you need to restart the Response Time Monitoring agent.

— KT5AARIPTOUSERID=NO: If the value is NO, the Response Time Monitoring agent agent will
save username of transaction to userID property of AAR.

— KT5AARIPTOUSERID=VYES: If the value is YES, the Response Time Monitoring agent will save
Source IP address of transaction to userID property of AAR.

- The Response Time Monitoring agent now supports specifying KTSAARIPTOUSERID value in
silent configuration.

« The title of existing group widget Worst By User - Top 5ischangedtoWorst By User -
Top 20. The group widget is changed to display top 20 users with highest percentage of
transaction failures over the selected period.

VMware

« Agent now supports fetching of the IP address or Host name of vCenter from vSphere API call,
instead of showing Configured Address asitis from configuration panel. User can activate
this feature by setting the flag in agent environment to Y. For example,
KVM_RETRIEVE_HOSTNAME_FROM_API=Y.

Retry count now can be given a limit to restrict the connection attempts with data source. For
example, KVM_DATA_PROVIDER_CONNECTION_RETRY_COUNT=1000, adding this variable in
agent environment file would put a lock on connection retry count in case of connection failure
with vCenter. 1000 indicates agent would try till 2000 subsequent unsuccessful connection
attempts and then would bring down the data provider process with a log message NO MORE
ATTEMPTS OF CONNECTION;STOPPING THE DATA COLLECTION, TO RESUME
MONITORING PLEASE RESTART THE AGENT. TO HAVE MORE ATTEMPT OF
CONNECTIONS, RESET THE VALUE OF THE VARIABLE
KVM_DATA_PROVIDER_CONNECTION_RETRY_COUNT. Default value to retry connection
attempts is 6, user can set the desired threshold as per the requirement.

Agent supports configuring of Instance specific heap size to efficiently utilize the allocated
memory on the system. For example, KVYM_CUSTOM_JVM_ARGS= -Xmx512m, by setting this
variable in instance’s environment file would mean that instance is configured to use 512 MB of
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heap memory. The size can be changed based on the total count of vCenter objects an instance
is monitoring.

September 2019

Expanded platform support for agents
The following agents and platforms are now supported:

Solaris X86-64
- Db2 agent
e SAP agent
« Sybase agent
e UNIX OS agent
« WebSphere Applications agent
« WebSphere MQ agent
- IBM Integration Bus agent
RHEL on x86-64 (64 bit)
 Internet Service Monitoring agent
» Microsoft SQL Server agent
« Sybase agent
RHEL on POWER Little Endian (ppc64le)
- RabbitMQ agent
Agent enhancements
Db2 agent
« The agent now supports Db2 server version 11.5.
Hadoop agent

« A new configuration parameter Unique Clustexr Name which is a unique name for Hadoop
Cluster indicating its version and flavor is added in the configuration panel.

« The Hadoop agent now shows display item for the thresholds created on Ambari Services.

« The Hadoop agent now supports monitoring of Streaming Analytics Manager service in Hadoop
cluster.

« The Hadoop agent now supports monitoring of Schema Registry service in Hadoop cluster.
HTTP Server agent

« The agent now supports Oracle HTTP server on Solaris Sparc.
Internet Service Monitoring

« The agent now supports IBM Tivoli® Netcool/OMNIbus.

- The agent is enhanced to delete profiles from the existing profiles and rename the existing
profiles.

MongoDB agent
« The agent now supports MongoDB database version 4.x.
MySQL agent
« FQDN attribute is added for Application Availability in the Help section.
- Fixed Tooltip display for IP Address Agent Configuration parameter.
« The following new attributes are added for monitoring in IBM Cloud App Management.
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— Database Size Information
— Error Information

— Count of Db Instance Lock
— User's connection details
— Process list details

— Events Information

PostgreSQL agent

« Two new situations called Deadlocks_Count_Crit and Deadlocks_Count_Warn are added
to monitor number of deadlocks in a database, which will help you to address the exact issue for
the deadlocks.

- One new attribute group called Deadlocks_Info is added to check the deadlock details.
Sybase agent

« FQDN attribute is added for Application Availability in the Help section.
Synthetic Playback agent

» Firefox V68.0 ESR is now supported.

« System proxy, PAC proxy, and no proxy configurations are now supported.
Tomcat agent

» The agent is enhanced with metrics and UI views for monitoring Heap/Non-heap memory pool
usage for JVM.

« The agent is enhanced with metrics and UI views for monitoring threads, and class loading
information for JVM.

- The agent UI now displays FQDN on Server Information view.
UNIX OS agent

« The agent is now updated with the custom scripting feature. Shell scripts, PERL scripts and
other types of scripts can be used.

VMware VI agent

« A new configuration field named KEY_STORE_PASSWORD is added. It allows user to configure
the agent with new key-store password set for the agent JRE.

June 2019

Expanded platform support for agents
The following agents and platforms are now supported:

Red Hat Enterprise Linux (RHEL) 8
The following agents and data collectors now support RHEL 8. Before installing agents on RHEL 8,
be sure to read the “Specific operating systems” on page 130 section of “Preinstallation on Linux
systems” on page 129.

RHEL 8 on x86-64 (64 bit)

- Cassandra agent

- Cisco UCS agent

« DataPower agent
- DataStage® agent
- Db2 agent

« Hadoop agent

e HTTP Server agent
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Integration Agent for Netcool®’/OMNIbus
Internet Service Monitoring agent
J2SE data collector

Linux KVM agent

Linux OS agent

MongoDB agent

MQ Appliance agent

MySQL agent

NetApp Storage agent

Node.js data collector

PHP agent

Python data collector
PostgreSQL agent

RabbitMQ agent

Response Time Monitoring Agent
Ruby agent

SAP agent

SAP HANA Database agent

SAP NetWeaver Java Stack agent
Sterling Connect Direct agent
Sterling File Gateway agent
Sybase agent

Tomcat agent

VMware VI agent

WebSphere Applications agent
WebSphere MQ agent

RHEL 8 on System z

Db2 agent

Linux OS agent

Node.js data collector

Python data collector

Response Time Monitoring Agent
WebSphere Applications agent
WebSphere MQ agent

RHEL 8 on POWER Little Endian (ppc64le)

Db2 agent

Hadoop agent

J2SE data collector

Linux OS agent

MySQL agent

Node.js data collector

SAP NetWeaver Java Stack agent
WebSphere Applications agent
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« WebSphere MQ agent
Solaris Sparc 10 and 11
« JBoss agent
 Oracle Database agent
« WebLogic agent
Windows Server 2019
« WebSphere Applications agent
Agent enhancements
Hadoop agent

« The Hadoop agent now supports monitoring of HDF 3.3 (with HDP 3.1.0) Ambari service Big SQL
6.0.

« The Hadoop agent now supports SUSE Linux Enterprise Server (SLES) 15 on x86-64 platform.

HMC Base agent
The HMC Base agent supports HMC V9.1.

Integration Agent for Netcool/OMNIbus
The agent has been updated to support the Red Hat Enterprise Linux (RHEL) 8 and SUSE Linux
Enterprise Server (SLES) 15

Internet Service Monitoring agent
The agent now has Service Assurance Agent monitor, which monitors Cisco Service Assurance
Agent probes.

Microsoft IIS agent
The agent is enhanced with tolerance provision to the Windows 2019 server. This enhancement
displays the FTP site data for agent that is installed on Windows 2019 server.

MongoDB agent
The agent now supports Red Hat Enterprise Linux (RHEL) 8 on x86-64 (64 bit) platform.

Python data collector ifix02
The data collector now supports Django 1.10 and higher.

SAP agent
The SAP agent now supports the following platforms:
» Red Hat Enterprise Linux (RHEL) 8 on x86-64 (64 bit)
« SAP NetWeaver Application Server 7.52 (SAP Basis 752)
SAP HANA Database agent
The SAP HANA Database agent is enhanced with the following features:

« Hostname is added in the :HDB Subnode node of SAP HANA Database agent for its unique
identification.

- The agent now supports scale out architecture.

« Red Hat Enterprise Linux (RHEL) 8 on x86-64 (64 bit) and Linux ppcé4le platforms.

« SUSE Linux Enterprise Server (SLES) 15 on x86-64 (64 bit) platform.

- A new attribute Trimmed Host is added under System Database attribute group.
SAP NetWeaver Java Stack agent

The SAP NetWeaver Java Stack agent supports the following platforms:

« Red Hat Enterprise Linux (RHEL) 8 on x86-64 (64 bit)

« SUSE Linux Enterprise Server (SLES) 15 on x86-64 (64 bit)

« Windows Server 2019 DE and SE
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Windows Server 2016 DE and SE

Synthetic Playback agent

» Supports .side script recorded by Selenium IDE 3.2.X, 3.3.X, or 3.5.X
» Supports playback by Firefox ESR 60.5.1

e Supports thewait, £low control, and 1inkText locatoxr type Selenium IDE commands

Skype for Business Server agent

The Skype for Business Server agent is enhanced with the following features:

« The agent now supports Skype for Business Server 2019.

« Two new group widgets such as Database-Throttled Requests(DBStore) and
Database-Throttled Requests(SHAREDDBStozre) are added on the Overview page that
displays number of requests throttled by the Skype for Business Server due to high latency of

the database queue for DBstore and shared DBstore.

Prerequisite scanner

The IGNORE_PRECHECK_WARNING command is now available as an alternative to the
SKIP_PRECHECK command. For more information, see “Bypassing the prerequisite scanner” on page

146.

Documentation enhancement

A page is created to help you quickly find out the version information and change history for each

agent and data collector. See “Change history” on page 54.

March 2019
Expanded platform support for agents

The following agents and platforms are now supported:

Windows Server 2019

Cassandra agent

DataStage agent

Db2 agent

Hadoop agent

Internet Service Monitoring
Microsoft Active Directory agent
Microsoft Cluster Server agent
Microsoft IIS agent

Microsoft Exchange Server agent
Microsoft SQL Server agent
MySQL agent

PostgreSQL agent

RabbitMQ agent

SAP agent

SAP HANA Database agent
Sybase agent

Tomcat agent

Windows OS agent
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Solaris SPARC 10 and 11
- Db2 agent
e HTTP Server
- MySQL agent
« SAP agent
« Sybase agent
« UNIX OS agent
« WebSphere Applications agent
Monitoring Agent for Cassandra
The Cassandra agent is enhanced with the following features:
- Added support for Windows Server 2019 Operating System.
« Added detailed logging for troubleshooting.
Monitoring Agent for Db2
The Db2 agent is enhanced with the following features:
« The Db2 agent now supports Windows Server 2019.
« The Db2 agent now supports Solaris SPARC 10/11 platforms.
Monitoring Agent for Hadoop
The Hadoop agent is enhanced with following features:

« Added support to monitor the SSL enabled Hadoop BigInsights®, Hortonworks and Cloudera
clusters.

« Added support to test the connection to SSL enabled Hadoop cluster.

» Added support of Windows Server 2019 Operating System (Datacenter and Standard Editions).
« Added support for monitoring Hadoop offering: Cloudera 6.1.1 (CDH 6.1.1).

 Added support for monitoring Hadoop offering: Hortonworks 3.1.0 (HDP 3.1.0).

Monitoring Agent for IBM Integration Bus
The IBM Integration Bus agent is enhanced with the following feature:

« Added tolerance support to monitor IBM App Connect Enterprise V11. For more information, see
“Configuring the IBM Integration Bus agent” on page 274.

Monitoring Agent for Microsoft Internet Information Services
The Microsoft IIS agent now supports Windows Server 2019 Operating System.

Monitoring Agent for InfoSphere® DataStage

The DataStage agent is enhanced with the following features:

« Added support for Windows Server 2019 Operating System.

- Added query timeout to data collection queries for better performance of the agent.
Monitoring Agent for Microsoft Active Directory

The Microsoft Active Directory agent is enhanced with the following features:

« Added support for Windows Server 2019.

« Added new attribute group AD_Services_Status that provides services state that are related to
Active Directory Server.
Based on the services state, it determines the Server Status of Active Directory.

« Added new situation AD_Server_Status that monitors Active Directory Server Status.
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« Added new attribute group Root_Directory_sexrver that provides active version and monitored
OS name.

Monitoring Agent for Microsoft Cluster Server
The Microsoft Cluster Server agent is enhanced with the following features:

- Added support for Windows Server 2019 Operating System.
» Added the CLUSTER_SERVICE_VERSION attribute.

Monitoring Agent for Microsoft Exchange Server
The Microsoft Exchange Server agent is enhanced with the following features:

 Added support for MS Exchange Server 2019.

« Added new attribute group MSExchange MAPIoverHTTP that provides information about MAPI
over HTTP protocol statistics.

Monitoring Agent for Internet Services
The Internet Service Monitoring agent is enhanced with following features:
« Added support for LDAP, NTP, NNTP, SOAP, SNMP, SIP, RTSP, RPING, RADIUS and TFTP monitors.
« Added support for Windows 2008 R2 server OS and Windows server 2019.
Monitoring Agent for Microsoft SQL Server
The Microsoft SQL Server agent now supports Windows Server 2019.
Monitoring Agent for MySQL
The Monitoring Agent for MySQL is enhanced with the following features:
» Added support for Windows Server 2019.
« Added support for Solaris SPARC 10/11 platforms.

« Added capability to set additional properties to the agent initiated JDBC connection with the MySQL
server.

Monitoring Agent for PostgreSQL

The PostgreSQL agent now supports Windows Server 2019 Operating System.
Monitoring Agent for RabbitMQ

The RabbitMQ agent now supports Windows Server 2019 Operating System.
Monitoring Agent for Skype for Business Server

The Skype for Business Server agent is enhanced with the following features:

« Added support for Windows Server 2019 Operating System.

- Added a new attribute group called KQL_Sexver to display the Skype for Business Server product
related information.

« Added a new situation called Skype_Server_Down to monitor the Skype for Business Server
status based on the server front-end and IM conferencing services status.

Monitoring Agent for SAP Applications
The SAP agent is enhanced with following features:

« Added case sensitive password feature for application user being used between SAP agent and SAP
server.

« Added support for Windows Server 2019 Operating System (Datacenter and Standard Editions).
- Added support to see the Long Running Jobs present in SAP System for more than 24 hours.

« Improved performance of /IBMMON/ITM_MAIALRT_INX function Module.

« Added support for Solaris v10 and v11 SPARC Operating Systems.
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« Added trim feature to SAP host name in order to match the Managed System Name’s maximum 32
characters limit.

Monitoring Agent for SAP HANA Database
The SAP HANA Database agent is enhanced with following features:

« Added support to discover the tenant databases when the tenant db name and HANA system SID
are same.

» Added support for Windows Server 2019 Operating System (Datacenter and Standard Editions).
Monitoring Agent for Sybase Server
The Sybase agent is enhanced with the following features:

« Added support for Windows Server 2019.
« Added support for Solaris SPARC 10/11 platforms.
- Enhanced Sybase query for better concurrency and reduced locking.

Monitoring Agent for Tomcat
The Tomcat agent now supports Windows Server 2019 Operating System (Datacenter and Standard
Editions).

Monitoring Agent for UNIX OS
The UNIX OS agent is enhanced with the following feature:

 Added support for Solaris SPARC 10 and 11.

Monitoring Agent for VMware VI
The VMware VI agent has been refreshed to ignore the unavailable(-1) values while displaying the
trend of average on the graph for all multi-line charts.

Monitoring Agent for WebSphere Applications
The WebSphere Applications agent is enhanced with the following features:

- Added support for Solaris SPARC 10 and 11.

« Added support for monitoring WebSphere® Extreme Scale. You can configure monitoring for an
Extreme Scale zone, or several zones, under the node for any server belonging to the zone or zones.
You can drill down to view information for different servers, map sets, and partitions within the zone
or zones. For more information, see “Configuring the WebSphere Applications agent to monitor
WebSphere Extreme Scale” on page 902.

Monitoring Agent for WebSphere MQ
The WebSphere MQ agent is enhanced with the following features:

« Added support for SLES 15 xLinux.

« Added support to collect statistics for the queue manager and display the collected data. For more
information, see “Enabling queue statistics monitoring for the queue manager of IBM MQ” on page
922.

Data collector enhancements

J2SE data collector
The J2SE data collector is enhanced with the following features:

 Added support for OpenJDK 9, 10, and 11 versions.
+ Added support of Windows Server 2019 Operating System (Datacenter and Standard Editions).

» Added feature to auto-discover the J2SE application specific classes and methods for
Transaction Tracking and Diagnostic Data monitoring.

Selenium IDE 3.2.X and 3.3.X for synthetic scripts

If your subscription includes the IBM Website Monitoring on Cloud add-on, Selenium IDE versions
3.2X and 3.3.X are now supported; scripts and test suites are saved in . side format rather than
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the .html format used by older versions of Selenium IDE. If you have existing . html scripts, you can
still use them. In some instances, you might want to edit the . html scripts or re-record them in the

new

.side format.

For more information, see these subtopics of “Managing synthetic transactions and events with
Website Monitoring” on page 1006: “Recording synthetic scripts” on page 1007, “Structuring complex

scripts” on page 1009, and “Updating scripts from earlier Selenium IDE versions” on page 1010.

December 2018
New agent

Monitoring Agent for IBM Cloud
The Monitoring Agent for IBM Cloud collects virtual machine inventory and metrics from your IBM
Cloud (Softlayer) account. Use the IBM Cloud agent to track how many virtual devices you have
configured and running in IBM Cloud. You can see what resources are allocated to each virtual
device in the detailed dashboard page, which also shows information like the data center a device
is located in, the operating system, and the projected public network bandwidth for the month.

Agent enhancements

Monitoring Agent for Cassandra
The Cassandra agent is enhanced with the following features:

Added a new threshold named Cassandra_Cluster_Down that monitors the state of the
monitored instance.

Added support for Ubuntu 18.04 operating system.
Added support for SUSE Linux Enterprise Server 15 platform.

Monitoring Agent for Db2
The Db2 agent is enhanced with the following features:

The Db2 agent now supports HADR Monitoring Capabilities for multiple standbys.

The Db2 agent now supports new value Stopped for Database Status attribute.
The Stopped status indicates that the database is not active and having zero active connections
while it is healthy and ready to accept new connections.

Added the new widget Db2 Server Information to display Db2 Server details.

Added the new page HADR Status - Local Databases to display the information about
partner databases in the following new widgets:

— HADR Databases Details is the table widget which displays important attribute values for
partner database.

— Log Gap (Histozxy) isthe graph widget which displays log gap trend vs time.
— Standby Flag Statusis the table widget which displays standby flag status values.

Added the new predefined threshold UDB_HADR_Aux_Standby_Disconnect to monitor
secondary standby databases in HADR environment.

The Top 5 database memory usage widget is updated to show the correct value.
The Db2 agent now supports the following platforms:

— Ubuntu zLinux 18.04

— SUSE Linux Enterprise Server 15 on x86-64 (64 bit)

— SUSE Linux Enterprise Server 15 for zLinux

— SUSE Linux Enterprise Server 15 for Power® Linux Little Endian

Monitoring Agent for InfoSphere DataStage
The InfoSphere DataStage agent is enhanced with the following features:

Added capability to disable data collection for selected attribute groups.
Optimized data collection for Job Runs attribute group.
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» Added support for SUSE Linux Enterprise Server 15 platform.

Monitoring Agent for Internet Services
Internet Service Monitoring Agent now supports Windows 64-bit and Linux 64-bit platforms.

Monitoring Agent for Microsoft .NET
The .NET agent is enhanced with the following features:

« The .NET agent now tracks the failed requests. The status of these requests is shown as failed
under the Latest Requests group widget of the Middleware Transaction Details page. Also, the
Latest Errors group widget lists the recent failed requests along with the status code and error
description.

- The .NET agent also monitors the user data available through ASP . NET Identity and ASP.NET
sessions. The user data is displayed in the Users Top—5 group widget of the Middleware
Transaction Details page.

Monitoring Agent for MongoDB

MongoDB agent now supports SUSE Linux Enterprise Server 15 platform.
Monitoring Agent for NetApp Storage

The NetApp Storage agent is enhanced with the following features:

« A new Search box is added on the Event Details page that filters the event data based on the
search criteria.

« A new Details page is added for LUNs.

« The user is now able to check the details of related devise mapped to each storage object on the
Details page.

Monitoring Agent for OpenStack
Support was added for monitoring virtual machine instances, such as the usage of the virtual
machine instance CPU, memory, disk, and network interface controller.

Monitoring Agent for PostgreSQL

» Support added for SUSE Linux Enterprise Server 15

« Optimized data collection for CPU and Memory attribute groups
Monitoring Agent for RabbitMQ

Support added for SUSE Linux Enterprise Server 15
Monitoring Agent for SAP Applications

SAP agent now supports the following platforms:

« SUSE Linux Enterprise Server 15 platform

« SAP NW RFC SDK 7.50

Monitoring Agent for Skype for Business Server
The Skype for Business Server is enhanced with the following features:

« Synthetic Transaction Commands in Synthetic Transaction Module are now executable by
already configured Test Users. To avail this feature, disable the Use Agent Configuration
Values in Agent configuration panel and provide value of Pool FQDN for which Synthetic
Commands are to be executed. Make sure the Test User is configured through
NewCsHealthMonitoringConfiguration command for Identity provided in Pool FQDN field of
Agent Configuration Panel.

« Users can now disable Synthetic Commands. To disable any particular command from
execution, provide false against that command name in
LyncSyntheticTrans.exe.config file present at location <CANDLE_HOME>\tmaitmé for
32-bit version and <CANDLE_HOME>\TMAITM6 _x64 64-bit version.

Monitoring Agent for Tomcat

« New attribute group Cluster is added. It contains information of properties of a cluster.
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« New widget Cluster Information is added. This widget displays information of attribute group
Cluster. It will not display any data if the agent is monitoring a non-cluster Tomcat setup.

« Configuration panel variable Tomcat Server Port is added. This variable represents the port on

which Tomcat server is running. Default value of the variable is 8080.

Monitoring Agent for VMware VI

« Component page has been enhanced to show the IP Address or Hostname of configured

WebSphere Infrastructure Manager agent
The WebSphere Infrastructure Manager agent now supports AIX®.

vCenter and its connectivity with the agent.

WebSphere MQ agent
The WebSphere MQ agent is now supported on IBM WebSphere MQ 9.1.

Data collector enhancements
J2SE data collector

The J2SE data collector is enhanced with the following features:

Added support for SUSE Linux Enterprise Server 11 for Power Linux Big Endian (64 bit).

Added support for Power Linux Big Endian (pLinux BE) (64 bit).
Added support for Power Linux Little Endian (pLinux LE) (64 bit).
Added configuration module and Jetty server monitoring.

Expanded platform support for agents

The following agents and platforms are now supported:

SUSE Linux Enterprise Server 15 platform

Cassandra agent
DataPower agent
DataStage agent

Db2 agent

HTTP Server

IBM Integration Bus agent
Linux OS agent

MongoDB agent
OpenStack agent
PostgreSQL agent
Monitoring Agent for RabbitMQ
SAP agent

WebSphere MQ agent

Power Linux

J2SE data collector

Ubuntu 18.04

Cassandra agent

IBM Integration Bus agent
OpenStack agent

Linux OS agent

RabbitMQ agent
WebSphere MQ agent
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Power 9 Support
Power 9 is now supported for all agents.

What's new for the October 2018 refresh of V8.1.4

Integration with Cloud Event Management
Cloud Event Management provides real-time incident management across your services, applications,
and infrastructure. Now, with the integration between Cloud Event Management and IBM Cloud
Application Performance Management, all the events that are generated in Cloud APM are sent to
Cloud Event Management.

September 2018

New agent available

Monitoring Agent for MQ Appliance
The MQ Appliance agent provides monitoring information that is specific to the MQ appliance level on
MQ Appliances, for example, CPU, memory, storage, sensors, and queue managers summary
information.

Agent enhancements

Monitoring Agent for Db2
The Db2 agent now supports Power Linux Big Endian operating system.

Monitoring Agent for Hadoop

« The Hadoop agent now monitors the status of two more services: SmartSense and Druid.
« The Hadoop agent now supports Hortonworks Data Platform (HDP) 3.0.0.

Internet Service Monitoring agent Agent
Edit functionality for Internet Service Monitoring agent Agent is enhanced. All the monitors which
have configurable parameters can be edited.

Monitoring Agent for MySQL
The MySQL agent now supports monitoring MySQL v8.0.11.

Monitoring Agent for NetApp Storage
The NetApp Storage agent is enhanced with the following features:

- A new widget called Overall Events Summary is added on the NetApp Storage Instance page. It
displays the cumulative count of events. You can view all the events that occurred across the
environment, irrespective of severity or object by clicking the status bar represented as Total
Events.

Also, an Event Status column is added in every objects table, which shows event status
prioritized based on time and then the level of severity.

The NetApp Storage Instance page now displays Events Summary table rather than a chart.

« The Aggregate Details page is updated to display the related devices that are associated with
the selected aggregate.

Monitoring Agent for SAP Applications
Support added for SAP NW RFC SDK 750.

Monitoring Agent for SAP HANA Database
Two new features are added:

« SAP HANA Database can be monitored in stand by mode.
« SAP HANA Database agent supports the Big Endian platform for Power System.

Monitoring Agent for VMware VI

« Monitoring of HostVFlashManagerx is now supported

« The ESX Server Dashboard now shows the count of virtual machines that are in their Critical,
Warning and Normal status with respect to CPU utilization.
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New Platform: Linux on POWER
There is a new platform available. The following agents are now supported on Linux on POWER:

- Db2 agent

- IBM Integration Bus agent

- Linux OS agent

« SAP HANA Database agent

« WebSphere MQ agent

« WebSphere Applications agent

July 2018
New agents available
Monitoring Agent for Sybase Server

The Sybase agent offers a central point of management for distributed databases. It collects the
required information for database and system administrators to examine the performance of the
Sybase server system, detect problems early and prevent them.

Agent enhancements
Monitoring Agent for Hadoop

 Support added for monitoring Hadoop services such as, Mahout, Atlas, and Falcon.
« Support added for monitoring Hadoop offering: Cloudera CDH 5.13.
 Support added for monitoring Hadoop offering: Hortonworks HDP 2.6.4.

Monitoring Agent for HMC Base
HMC V8 R8.7.0 is now supported.

Monitoring Agent for HTTP Server
Support for the 64-bit Apache HTTP Server on Windows was added.

Monitoring Agent for Microsoft .NET
The Monitoring Agent for Microsoft .NET is enhanced as follows:

« The IIS Response Time module now monitors the subtransaction and render time breakdown
through JavaScript injection for ASP.NET web forms (.aspx pages) and ASP.NET MVC razor
views, which satisfy following conditions:

— The page meets the W3C HTML standards.

— Response headers contain Content-Type: text/html, application/
xml,application/json.

— Response content includes the <head> element.

« The .NET agent uploads the deep dive data to Diagnostic Query Engine (DQE) service on the APM
server. The DQE service deep dive dashboard quickly loads and displays the data.

« The new threshold NET_Slow_IIS_Request_Crit is added that triggers when the Slow Top
10 widget has requests with response time greater than 500 milliseconds.

» The selective filtering tool is updated with the search box to search an application pool from the
list of application pools.

« The ProcListCaller utility is added to provide the list of processes that have loaded the .NET
Agent CLR profiler (CorProflLog.d1l).

Monitoring Agent for Microsoft SQL Server

« The Microsoft SQL Server agent now supports multiple collations in ERRORLOG parsing based on
collation settings in kogexrxrConfig. ini file. When the kogExrrConfig. ini file does not
contain any valid collation settings, you will be able to see only the default English error
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message with severity level more than the default severity level, if any. The default severity level
is 17. All the collations exist in the koqExrrConfig. ini file will be considered while parsing the
ERRORLOG file. So only the collations that are in use should be added in the
koqErrConfig.ini file. The ERRORLOG parsing is case sensitive, you must ensure the
collation keyword values in the kogExrConfig. ini file are exactly the same as the keyword
values found in ERRORLOG file or in the reference kogErrConfigSample.ini file. Note that
the changes made in the kogExrrConfig. ini file is not preserved during agent upgrade, you
must make a backup before agent upgrade.

The agent also provides the utility tool koqVerifyPermissions.exe to check if an existing
SQL Server user has sufficient permissions to monitor the Microsoft SQL Server. If an existing
SQL Server user does not have sufficient permissions, you can use the utility tool
permissions.cmd as an alternative to grant the minimum permissions to an existing SQL
Server user for data collection.

Monitoring Agent for NetApp Storage

The Monitoring Agent for NetApp Storage is enhanced as follows:

The new Component page is added to display the details of agent connection state whether the
data provider is up or down, along with IP address of monitored data sources. The individual
status bar represents the number of nodes, aggregates, volumes, and disks that are in critical,
normal, warning, or unknown state.

The new NetApp Storage Instance page is added to highlight key properties of clusters,
aggregates, volumes, disks, and vServers. It also displays the Events Summary chart with count
of events that are occurred on each available storage entity or object across the environment.
For example, if there are 12 volumes that are configured and each volume has two events with
severity as Critical, then the Event Summary chart depicts the total count of events that are
occurred on all the volumes available in an environment. In this case, the chart shows a bar with
24 critical events against the volume as an entity plotted on the X-axis.

The Node Details page is updated to show network port details.

The Volume Detail page is updated to display details of the associated snap mirrors and LUNs
count for each selected volume.

The vServers Details page is updated to display information about network logical interfaces.

Monitoring Agent for Tomcat
Tomcat V9.0.5 server is now supported.

Monitoring Agent for WebSphere MQ

Remote monitoring is supported. Two configuration parameters are added for the agent to be able
to collect monitoring data for a remote queue manager. However, these configuration parameters
do not have any effect on a local queue manager. If you want to configure the agent to monitor a
local queue manager, you can press Enter to skip specifying these parameters.

For more information about agent configuration, see “Configuring the WebSphere MQ agent” on
page 915.
EIF slot customization enhancement

You can now add multiple attribute values and literal values to the EIF slot. Instead of, say, a Disk
free percent is Disk_Free_Percent message for a threshold that tests for low available disk
space, you could have Disk free percent is Disk_Free_Pexrcent and inodes free
percent is Inodes_Free_Pexcent. The forwarded message might look like this: Disk free
percent is 13 and inodes free percent is 9. For more information, see “Customizing an
event to forward to an EIF receiver” on page 972.
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April 2018
New agent available
Monitoring Agent for AWS Elastic Load Balancer

The Amazon ELB agent provides you with a central point of monitoring for the health, availability,
and performance of your AWS Elastic Load Balancers. The agent displays a comprehensive set of
metrics for each load balancer type-application, network and classic-to help you make informed
decisions about your AWS Elastic Load Balancer environment.

Agent enhancements

Response Time Monitoring Agent
The IBM HTTP Server Response Time module now supports IBM HTTP Server version 7, 8, and 9
on Windows.

Monitoring Agent for Node.js
By default, user sensitive information, such as cookies, HTTP request contexts, and database
request contexts are no longer collected by the Node.js data collector. You can change this default
behavior by specifying the new environment variable, SECURITY_OFF.

Monitoring Agent for Amazon EC2
The component name now reflects the agent name.

Extended data retention support is added.

Monitoring Agent for WebLogic
Transaction tracking and deep-dive diagnostics are enabled on AIX. Previously these features
were only enabled on Linux and Windows.

The Request Summary drill-down for servlets that are implemented with annotations for
transaction tracking and deep-dive diagnostics is enhanced.

Monitoring Agent for Skype for Business Server
Support for Windows Server 2016.

Monitoring Agent for Sterling File Gateway
Agent fetches events for failed file transfer as a default behavior. You can change this default
behavior by specifying the appropriate value for the new environment variable
KFG_ALL_FGEVENTS.

Monitoring Agent for Sterling Connect Direct
The agent logging feature is improved. For more information, see Troubleshooting section.

Data collector enhancements

Node.js data collector
By default, user sensitive information, such as cookies, HTTP request contexts, and database
request contexts, are no longer collected by the Node.js data collector. You can change this
default behavior by specifying the new environment variable, SECURITY_OFF.

Remember: To get this enhancement, you must download and apply the IBM Cloud Application
Performance Management Node.js data collector interim fix 1 from IBM Fix Central. For more
information, see Interim Fix 1 Readme File.

J2SE data collector
Support was added for auto-discovery of entry point class (main class) and alias name of the J2SE
application.

Transaction tracking and deep-dive diagnostics can be enabled and disabled locally by using
configuration scripts.

Documentation enhancements
See Agent version in Cloud APM releases.

The Agent and data collector capabilities in each offering table is simplified to improve readability. For
more information, see “Capabilities” on page 56.
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February 2018
New agent available
Monitoring Agent for Azure Compute

The Azure Compute agent provides you with a central point of monitoring for the health,
availability, and performance of your Azure Compute instances. The agent displays a
comprehensive set of metrics to help you make informed decisions about your Azure Compute
environment. These metrics include CPU usage, network usage, and disk performance.

Monitoring Agent for Sterling Connect Direct

You can use the Sterling Connect Direct agent to monitor health and performance of Sterling
Connect Direct server. It monitors Sterling Connect Direct server’s features, such as file transfer
activities, scheduled processes, hold and wait queue processes. The agent supports remote
monitoring and it is multi-instance.

Monitoring Agent for Sterling File Gateway

The Sterling File Gateway agent monitors the Sterling File Gateway application, which is used for
transferring files between internal and external partners by using different protocols, different file
naming conventions, and different file formats. It also supports the remote monitoring feature.

Agent enhancements

Monitoring Agent for DataPower
Transaction tracking between the WebSphere MQ agent and DataPower agent is supported.

Monitoring Agent for Db2
Support was added for remote monitoring.

Monitoring Agent for Hadoop
Support was added for monitoring the status of Hadoop services, such as HBase, MapReduce?2,
Tez, and Ranger.

Support was added for monitoring Hadoop offering: Cloudera CDH 5.12.

Monitoring Agent for InfoSphere DataStage
Support was added for MS SQL as metadata repository.

Support was added for Windows operating system.

Monitoring Agent for Tomcat
Transaction tracking and deep-dive support for PLinux by upgrading the agent framework with the
8.1.4.0-IBM-APM-SERVER-IF0001 patch.

Monitoring Agent for SAP Applications
Enhancement to CCMS feature: automation of idx file deletion. This automation works only when
the SAP system is restarted.

Monitoring Agent for Microsoft .NET
Support was added for end user transactions by using IIS Response Time module.

Monitoring Agent for Skype for Business Server
The name of the agent is changed from Monitoring Agent for Microsoft Lync Server to Monitoring
Agent for Skype for Business Server.

Monitoring Agent for Linux KVM
Support was added for RHEV-M 4.x.

Monitoring Agent for Linux OS
Memory upload interval is changed to 1 minute.

The IP address associated with the network interface is displayed on the Linux OS dashboard and
System Information widget.

Monitoring Agent for UNIX 0S
Memory upload interval is changed to 1 minute.
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Data collector enhancements

J2SE data collector
Support was added for Spring Boot Applications.

Availability Monitoring enhancements
With the Availability Monitoring add-on, you can now create whitelists and blacklists to specify URLs
that your tests can and cannot access. Your whitelist and blacklist control which dependencies and
resources contribute to the response times of your tested web applications, such as third-part
metrics. Filter URLs by scheme, domain, or file type by using wildcard characters.

December 2017
New agent available
Monitoring Agent for InfoSphere DataStage

You can use the DataStage agent to monitor the health and performance of the DataStage server
resources, such as engine services, engine systems, job activity, job run status, and details of job
runs. This agent supports remote monitoring.

Agent enhancements
Monitoring Agent for Hadoop

Support was added for monitoring a Hadoop cluster that is secured with the Kerberos SPNEGO-
based authentication, which uses Active Directory Key Distribution Center (KDC).

Support was added for testing connection to hosts of a Hadoop cluster that is secured with
Kerberos SPENGO-based authentication, which uses MIT or Active Directory as Key Distribution
Center (KDC).

Support was added for monitoring the following Hadoop offerings: Cloudera CDH 5.10 and CDH
5.11.

Support was added for monitoring the status of Hadoop services, such as Flume, Kafka, Titan,
Spark, Knox, Pig, Slider, and Solr.

Monitoring Agent for HTTP Server
Support for the Windows 32-bit IBM HTTP Server and Apache HTTP Server was added.

Support for Linux for System z® was added (Transaction tracking is not supported).
Support for Oracle HTTP server on Linux for System x was added.

Monitoring Agent for IBM Integration Bus
Support for Linux for Power Systems (Little Endian) was added.

Monitoring Agent for Microsoft .NET
Monitoring support for ODP.NET was added.

Method trace details were added for HttpWebRequest.GetResponse() method.
Monitoring Agent for Microsoft SQL Server

Tolerance support for SQL Server 2017 was added.

Support for Always On feature for the SQL Server developers edition was added.

Monitoring Agent for MySQL
Tolerance support for the information schema tables being migrated to performance schema was
added.

Support was added for deprecated tables of information schema through performance schema.

Monitoring Agent for Microsoft Internet Information Services
Support was added for FTP websites monitoring.

Monitoring Agent for MongoDB
Support was added for remote monitoring.
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Support for monitoring In-Memory storage engine was added.
Monitoring Agent for OpenStack

Support for OpenStack authentication V3 API was added.
Monitoring Agent for Oracle Database

Agent version is changed to 8.0.

The configuration parameter Oracle JDBC jar file was added and the configuration

parameters Oracle Home Directory and Oracle Instant Client Installation
Directory were removed.

Monitoring Agent for PostgreSQL
Support was added for remote monitoring.

Monitoring Agent for SAP Applications
Support for SNC communication was added.
New threshold for SAP system down was added.
Monitoring Agent for SAP NetWeaver Java Stack
The capability to restore the SAP NetWeaver Application Server instance was added.
Monitoring Agent for Tomcat
Support was added for Linux for Power Systems (Little Endian) (Resource monitoring only).
Monitoring Agent for VMware VI
Network Summary and Disk Count were added on the ESX Server overview page.
Events group widget was added on Cluster summary page.
Monitoring Agent for WebSphere Applications
Transaction tracking support for Linux for Power Systems (Little Endian) and for Linux for System z
was added.

Remember: To get transaction tracking support on Linux for Power Systems (Little Endian) and
Linux for System z, complete the following steps:

1. Download the agent installation image.

2. Install the WebSphere Applications agent.

3. Download the WebSphere Applications agent interim fix 2 from Fix Central.

4. Follow the readme file of the interim fix to apply the fix.

Monitoring Agent for WebSphere MQ
The MQ Service Status group widget was added to provide your MQ service details.
Support for Linux for Power Systems (Little Endian) was added.
Data collector enhancements

Liberty data collector

The managed system name (MSN) registered by the Liberty data collector is changed to reflect the
host name and Liberty server name. The new MSN for this data collector is

BI:servername_hostname_md5:BLP, where md5 is the local application GUID based on MD5.
The length of servername_hostname_md5 is 25 characters.

Remember: To get this enhancement, you must download and apply the IBM Cloud Application
Performance Management Liberty data collector Interim Fix 1 from Fix Central.
J2SE data collector
Transaction tracking support for J2SE applications was added.
Documentation enhancements

The information about default ports that are used by agents and data collectors is provided to
facilitate you to prepare the environment. See “Default ports used by agents and data collectors” on
page 85.
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The information about managed system names (MSN) of Cloud APM agents is provided. Instructions
about how to change the hostname string in the MSN are also provided. See “Managed system
names” on page 168.

The information about running agent as a non-admin user or permissions that are required to run the
agent by non-admin user is provided in the configuration topics for the following agents:

« Microsoft .NET agent

- Microsoft Active Directory agent
 Microsoft Exchange Server agent
« Skype for Business Server agent

Microsoft SharePoint Server agent
 Microsoft SQL Server agent
« Tomcat agent

August 2017
IBM Cloud Application Performance Management, Availability Monitoring

The Availability Monitoring add-on provides enhanced synthetic monitoring of your web applications
from multiple points of presence around the world. Create synthetic tests that mimic user behavior at
regular intervals. Run your tests from public points of presence, or download and deploy your own
custom points of presence on local or private servers. Use the Availability Monitoring dashboard to
monitor application availability, performance, and alerts by using graphs, breakdown tables, and map
views. Use waterfall analysis to identify when performance and availability issues occur, and find the
reasons for those issues.

IBM API Connect® monitoring
Cloud APM agents and data collectors now support the monitoring of the IBM API Connect
environment. You can deploy corresponding agents and data collectors to gain visibility of the health
and performance of the components in your environment. Transaction tracking data is also available
in addition to resource monitoring and deep-dive diagnostics data, which allows you to view topology
information about your IBM API Connect environment. For more information, see “Scenario:
Monitoring IBM API Connect” on page 90.

0S support

Linux for System z
Added Linux for System z support for the following monitoring agents: Linux OS, WebSphere
Application, Db2, WebSphere MQ, IBM Integration Bus, Tomcat, and Response Time Monitoring.

Linux for Power Systems (Little Endian)
Added Linux for Power Systems (Little Endian) support for the following monitoring agents: Linux
0S, WebSphere Application, and Db2.

Linux for System x
Added Linux on System x to support the Liberty data collector.

IBM i OS agent support
Data for the IBM i OS agent can now be displayed in the Cloud APM console. This agent is an IBM
Tivoli Monitoring V6 agent and remains as a V6 agent for the V8.1.4 release. You can use the Hybrid
Gateway to retrieve the agent data and send it to the Cloud APM server. As a result, you can view
monitoring data and events for this agent in the Cloud APM console. For more information about the
IBM i OS agent, see “Supported Tivoli Monitoring and OMEGAMON agents” on page 934..

New agents available
Monitoring Agent for OpenStack

You can use the OpenStack agent to monitor the health and performance of your OpenStack
applications and view information such as information about API endpoints, SSH server
connection, processes, and hypervisors.
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New and enhanced data collectors available
You can use the data collectors to monitor the health and performance of the following applications
on IBM Cloud, on premises, or both:

J2SE data collector
You can use the J2SE data collector to monitor the health and performance of Java applications
and view diagnostics data, such as response time, throughput, request context, and method trace
of requests.

Liberty data collector
The Liberty data collector monitors both the Liberty profile in IBM Cloud environment and the
local Liberty profile on Linux for System x.

Node.js data collector
The Node.js data collector monitors both IBM Cloud and on-premises applications. You can view
both resource and diagnostics monitoring data, such as resource utilization, throughput, and
detailed information about requests and methods.

Python data collector
The Python data collector monitors IBM Cloud applications. You can view both resource and
diagnostics monitoring data, such as resource utilization, throughput, and detailed information
about requests and methods.

The Python agent is removed from the agent installation package in Cloud APM V8.1.4. You can
use only the Python data collector to monitor your Python applications.

Ruby data collector
The Ruby data collector monitors only IBM Cloud applications. You can view both resource and
diagnostics monitoring data, such as resource utilization, throughput, and detailed information
about requests and methods.

Agent enhancements
Monitoring Agent for Amazon EC2

« The agent can handle null end dates for scheduled events correctly.

 Support for a forward proxy between the Amazon EC2 agent and Amazon Web Services was
added.

Monitoring Agent for Citrix Virtual Desktop Infrastructure

« Monitoring of Windows events and PowerShell metrics even when the agent is installed on a
Linux system was added.

- The VDA Sessions page, which is accessible through the VDA Machine Details page was added.
« The Machine Metrics widget was added to the VDA Machine Details page.

« The Desktop Delivery Controller (DDC) configuration was enhanced to enable the agent to
handle DDC fail-over in a distributed environment.

Monitoring Agent for Db2
« Support for Linux for System z was added.
Monitoring Agent for Hadoop

 Support for monitoring the following Hadoop offerings was added: Hortonworks HDP 2.6 and
Cloudera CDH 5.9, 5.10, and 5.11

 Support for monitoring the status of Hadoop services, such as are ZooKeeper, Sqoop, Hive,
HDFS, YARN, Ambari Metrics, and Oozie was added.

» Support was added for monitoring a Hadoop cluster that is secured with the Kerberos SPNEGO-
based authentication, which uses only MIT Kerberos V5 Key Distribution Center (KDC).

Monitoring Agent for IBM Integration Bus

Support was added for Linux for System z (Transaction tracking is not supported).
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Monitoring Agent for JBoss

- The transaction tracking and deep-dive diagnostics configuration process was simplified for the
JBoss agent in the Advanced Agents offering.

« Two dashboard widgets were added to the Garbage Collection Detail page. One widget shows
the amount of heap memory that is freed since the last garbage collection, and the other widget
shows the historical Eden/Survivor/Tenured (Old Gen) heap memory pool sizes.

Monitoring Agent for Linux OS
Support for Linux for Power Systems (Little Endian) was added.
Monitoring Agent for Skype for Business Server

« The Lync Usage Summary group widget was added to the Lync Server Overview dashboard to
view the front-end registration status and the quality of poor calls.

- A dashboard to display the details of the Microsoft Lync Server usage was added.

Monitoring Agent for SAP NetWeaver Java Stack
The following enhancements were added to the dashboard of the SAP NetWeaver Java Stack
agent:

 Data sets, group widgets, and pages were added to collect and view the transaction tracking and
diagnostics data.
 Support for installing and configuring the agent on Windows 2016 systems was added.

« The Top 5 Slowest Requests by Response Time group widget is added to the SAP NW Java
Instance dashboard to provide information about the top 5 requests that are made by the user
to the application with the high response time.

- Diagnostic information about the requests that are displayed in the Top 5 Slowest Requests by
Response Time group widget can be seen in the Request Instances page by clicking the
Request. Support for displaying the diagnostic information about the requests in the Top 5
Slowest Requests by Response Time group widget was added.

« The Top 5 User Sessions by Response Time group widget is removed.
Monitoring Agent for MongoDB

Support was added for monitoring the MongoDB cluster or replication setup when the primary
node fails.

Monitoring Agent for MySQL
Data sets and a configuration parameter were added to remotely monitor MySQL resources.
Monitoring Agent for NetApp Storage

- The Component page is updated to display the summarized information of clusters and
Vservers.

- The NetApp Storage Instance page is updated to display information about clusters.

Monitoring Agent for Node.js
The following enhancements were added to the Node.js agent to leverage Node Application
Metrics (Appmetrics):

» New dashboard and group widgets to view garbage collection details
« New dashboard and group widgets to view event loop details
Monitoring Agent for PostgreSQL
« Support for installing and configuring the agent on Windows systems.
 Support for monitoring PostgreSQL V9.6.
- The Status Overview page was updated so status is not critical when the buffer hit rate is zero.
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Monitoring Agent for SAP HANA Database

The License Expiry Days attribute and the HANA_License_Expiry_Crit_SYS and
HANA_License_Expiry_Warn_SYS thresholds were added to monitor the number of days that are
remaining before license expiration.

Monitoring Agent for Tomcat

» Support was added for Linux for System z

« Data sets, dashboards, and group widgets for transaction tracking and deep-dive diagnostics
were added.

Monitoring Agent for VMware VI

The ESX Server group widget in the Server Summary dashboard was updated to show the SSH
status.

Monitoring Agent for WebLogic

Transaction tracking and deep-dive diagnostics were added to the agent in the Advanced Agents
offering.

Monitoring Agent for WebSphere Applications

Support for Linux for System z was added (Transaction tracking is not supported).
Monitoring Agent for WebSphere MQ

Support for Linux for System z was added (Transaction tracking is not supported).

Channel and queue long-term history data is supported. After the queue manager is configured to
collect channel or queue statistics data, you can configure the agent to enable channel or queue
long-term history data collection. Although there are no predefined dashboards or widgets to
display the collected long-term history data, you can the Attribute Details tab to query the
collected data in your custom tables.

Response Time Monitoring Agent
» Support for the Windows 32-bit IBM HTTP Server and Apache HTTP Server is added.

 Support for configuring user tracking for applications on the Agent Configuration page was
added.

« Support for configuring session tracking for applications on the Agent Configuration page was
added.

Enhanced visualization
Custom Views

You can use the IBM Cloud Application Business Insights Universal View to create customized
pages for the applications that you are monitoring. In the Custom Views tab, you can use an
existing template or create customized templates for your page. You can choose from different
chart and metric options to create widgets to monitor data according to your requirement.

By using the Universal View, you can create dashboards to monitor data from various agents. You
can export the customized page data to a Raw Data file.

For more information, see “Custom views” on page 1086.

Calendar for comparing a previous day's data
When you are viewing line charts that show historical data, a calendar opens after you choose the
time selector option to compare the time range from a previous day. The days that are unavailable
for comparison are crossed out. For more information, see “Adjusting and comparing metrics over
time” on page 1067.
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Agent Builder enhancements

When you create an agent to monitor data from a Java Database Connectivity (JDBC) database, you
can modify the enumeration values that are set for Error, Missing data, and No value to avoid overlap
with legitimate values in the database.

You can set the Time Stamping Authority for JAR files in the Agent Builder Preferences window. If the
default Time Stamping Authority signing certificate expires, by setting a new authority, you can
continue to verify JAR files.

Enhanced integration

Customizable EIF Slots for events
When you have event forwarding configured, you can customize the base EIF slot message and
create custom EIF slots for events sent to a receiver such as Netcool/OMNIbus. The Threshold
Editor has a new Forward EIF Event? field and EIF Slot Customization button for customizing
how events are mapped to forwarded events. For more information, see “Customizing an event to
forward to an EIF receiver” on page 972.

Multiple Hybrid Gateways
In previous releases, you were able to install the Hybrid Gateway on a single IBM Tivoli Monitoring
domain, which has one hub Tivoli Enterprise Monitoring Server. You can now install a Hybrid
Gateway on multiple Tivoli Monitoring domains. The Hybrid Gateway category in the Cloud APM
console Advanced Configuration page has been moved to its own Hybrid Gateway Manager
page. Here you can create and edit Hybrid Gateway profiles for monitoring managed systems from

multiple Tivoli Monitoring domains, one profile for each domain. For more information, see
“Hybrid Gateway” on page 933.

Enhanced scalability

An increase in the maximum number of managed systems that you can monitor from Cloud APM from
4,000 managed systems to 10,000 managed systems.

Previous releases

For information about new features, capabilities, and coverage in previous releases, see the following
What's new topics:

« “What's new: April 2017” on page 32
« “What's new: September 2016” on page 38
« What's new: April 2016
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What's new: April 2017

New features, capabilities, and coverage became available in the April 2017 release of Cloud APM.

New Application Performance Management Developer Center
The APM Developer Center is a central location from which you can access resources for the APM
products: blogs, videos, documentation, support, events, IBM Marketplace, and other resources. The

Cloud APM console @ Help menu has a convenient link to the Application Performance Management
Developer Center.

Product rebranding and simplification

IBM Performance Management on Cloud was rebranded to IBM Cloud Application Performance
Management. The component names have also changed. For example, Cloud APM console and Cloud
APM server were called the Performance Management console and Performance Management server
in earlier releases.

IBM Performance Management on Cloud subscription offerings have been consolidated and renamed:

Offering name October 2016 release and Offering name March 2017 and later
earlier
Monitoring on Cloud Cloud APM, Base

Application Performance Management Advanced | Cloud APM, Advanced
on Cloud

Some product extensions have been consolidated and renamed:

Extension name October 2016 release and Extension name March 2017 and later
earlier
Base Extension Pack Base Extension Pack
(Hadoop agent) (adds the new Cassandra agent and Microsoft
Office 365 agent)
Advanced Extension Pack Advanced Extension Pack
(SAP HANA Database agent and SAP NetWeaver | (adds the new RabbitMQ agent)
Java Stack agent)
0S support

Windows 2016 operating systems
Added support for Windows 2016 operating systems. For more information, see the Software
Product Compatibility Report (SPCR) for all agents: http://ibm.biz/agents-pm-systemreqs
Find your operating system in the Windows section of the report and click the component icon for
a list of supported agents.

New extension pack available
IBM Cloud Application Performance Management z Systems® Extension Pack

The z Systems Extension Pack enables support for your IBM OMEGAMON® agents in your Cloud
APM offering. OMEGAMON agent data is sent to the Cloud APM server by the Hybrid Gateway. The
Hybrid Gateway retrieves the OMEGAMON agent data and events from the IBM Tivoli Monitoring
infrastructure that the OMEGAMON agents are connected to. As a result, you can view monitoring
data and events for your OMEGAMON agents in the Cloud APM console.

The Cloud APM z Systems Extension Pack is available if you have either of the Cloud APM
offerings.

To integrate this extension pack with Cloud APM, complete the steps in “Integrating with
OMEGAMON” on page 944.
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New agents and data collectors available
Monitoring Agent for Cassandra

You can use the Cassandra agent to monitor the health and performance of the Cassandra cluster
resources, such as the nodes, keyspaces, and column families.

Monitoring Agent for Microsoft Office 365

You can use the Microsoft Office 365 agent to monitor the health and performance of the Office
365 resources, such as the Office 365 subscribed services, Office 365 portal, mailbox users,
SharePoint sites, and OneDrive storage.

Monitoring Agent for NetApp Storage

You can use the NetApp Storage agent to monitor the health, availability, and performance of the
NetApp storage systems by using the NetApp OnCommand Unified Manager (OCUM). The
monitoring agent performs the following tasks:

- Identifies poorly performing storage system objects
 Performs discovery and monitoring by using the OCUM server at the focal point
Monitoring Agent for RabbitMQ

You can use the RabbitMQ agent to monitor the health and performance of the RabbitMQ cluster
resources, such as the nodes, queues, and channels of the cluster.

Data collectors for Bluemix® applications

You can use the data collectors for Bluemix applications to monitor the health and performance of
the following types of your applications on Bluemix:

- Liberty applications
» Node.js applications
« Python applications
« Ruby applications

You can view both resource and diagnostics monitoring data, such as resource utilization,
throughput, and detailed information about requests and methods.

Monitoring Agent for Siebel

You can use the Siebel agent to monitor the health and performance of Siebel resources including
Siebel statistics, user sessions, components, tasks, application server, Siebel Gateway Name
Server, process CPU and memory usage, and log event monitoring.

Agent enhancements

Monitoring Agent for Amazon EC2
The following enhancements are added to the Amazon EC2 agent:

« Replace Instance ID with tag name when a tag name is available
- Allow data to be filtered and grouped based on tag name

Monitoring Agent for Db2
The following enhancements are added in the Hadoop agent:

« Linux on Power Little Endian (pLinux LE) is supported

» Added a script file to grant privileges to a Db2 user to view data for all the attributes of the Db2
agent for a monitored instance

Monitoring Agent for Hadoop
The following enhancements are added in the Hadoop agent:

« Added support to install and configure the agent on Windows 2016 and AIX 7.2 systems
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- Added support for monitoring the following Hadoop offerings: Hortonworks HDP 2.5, Cloudera
CDH 5.6, 5.7, and 5.8, and IBM Biglnsights 4.2

« Added the test connection button to verify connection to the Hadoop daemons that you specify
when you configure the agent

- Improved the agent configuration process to reduce the configuration time and complexity. The
configuration is simplified because the following prerequisite and configuration tasks are not
required:

— Installing the plug-in on each node of the Hadoop cluster

Configuring and updating the hadoop-metrics2.properties file

Restarting the Hadoop daemons after configuring the hadoop-metrics2.properties file

Configuring all the DataNodes and NodeManagers in the cluster

Restarting the agent when additional nodes are added to the cluster

Monitoring Agent for JBoss
The following enhancements are added to the JBoss agent:

- Added transaction tracking and deep dive monitoring in the Advanced Agents offering
« Added a dashboard page to monitor datasource metrics

« Added support for monitoring the following JBoss offerings: WildFly 8.x/9.x/10.x, JBoss EAP
7.x, JBoss AS 7.x

« Added support for running the agent on the Windows operating system

Monitoring Agent for Linux KVM
The following enhancements are added to the dashboard of the Linux KVM agent:

- Updated the Hosts group widget in the Hosts, Clusters, and Storage page to display the Max
Scheduling Memory (GB) and the Live Snapshot KPIs

« Added the Storage Details page to display details about the disks and disk snapshots in the
storage pool

« Add the Network Transmitted/Received Data (GB) group widget in the Host Detail page to
display historical information of the total data (in GB) that is transmitted and received over the
network

Monitoring Agent for Linux OS
The following enhancement is added to the Linux OS agent:

« Linux on Power Little Endian (pLinux LE) is supported

Monitoring Agent for Microsoft Exchange Server
The following enhancements are added in the dashboard of the Microsoft Exchange Server agent:

« Added the inbound time and outbound time attributes in the Reachability data set
- Added pages and group widgets to display reachability details
« Added an eventing threshold for reachability

« Added support to install and configure the agent on Exchange Server 2016 and Windows Server
2016 system

Monitoring Agent for Microsoft Internet Information Services
The following enhancement is added to the Microsoft IIS agent :

- Added support to install and configure the agent on the Microsoft Windows Server 2016 system

Monitoring Agent for Microsoft Active Directory
The following enhancements are added in the Microsoft Active Directory agent:

« Added the group widgets and pages to display the details of Group Policy Object, Netlogon,
Local Security Authority, and LDAP details

« Added the following data sets that you can view in the Attribute details tab:
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— Services Data Set

— Replication

— File Replication Service

— Moved or Deleted Org. Unit

— LDAP Attributes

— Security Accounts Manager

- DFS

— Address Book

— Event Log

— Password Setting Objects
« Added the data sets for ADFS, ADFS Proxy, and Asynchronous Thread Queue
« Added the group widgets and pages to display details of ADFS and ADFS Proxy
- Added support to install and configure the agent on Windows Server 2016 systems

Monitoring Agent for Microsoft .NET
The following enhancements are added in the dashboard of the Microsoft .NET agent:

« Updated the MS .NET Status group widget on the Component page to display the response times
of database calls, status of .NET processes with high thread count, and Just in Time (JIT)
compilation failures

« Added data sets, pages, and group widgets to show JIT compilation details, database call
details, GC handles and pinned objects collection for a selected .NET process, thread contention
rate, and thread queue length

« Added eventing thresholds for JIT failures, .NET request failures, slow commands, garbage
collection, and the active threads in .NET processes

Monitoring Agent for Microsoft SQL Server
The following enhancements are added to the dashboard of the Microsoft SQL Server agent:

« Added the Expensive Queries group widget in the Server Performance - Detail page to view the
top 10 cached query plans according to the performance statistics of the Microsoft SQL Server

« Added support for monitoring the Microsoft SQL Server 2016

« Added support to install and configure the Microsoft SQL Server agent on the Microsoft Windows
Server 2016 system

« Added the new COLL_ERRORLOG_RECYCLE_WAIT environment variable to set the time interval
(in seconds) for which the agent waits before collecting data of the MS SQL Error Event Detail
attribute group

Monitoring Agent for MongoDB
The following enhancements are added to the dashboard of the MongoDB agent:

« Updated the Component page to display the number of MongoDB instances and their status
« Added pages to display details of the MMAPv1 and the WiredTiger storage engines

« Added the Input Output Information page to display cursor details and historical data for the
gueued operations, active connections, data flow, and the data access of the selected host

« Added pages to display details of the locks of version 2.x and version 3.x, or later

- Added the Replication Details page to display details of the replication member, oplog, and
historical data of the replication lag and the space that is used by the oplog

Monitoring Agent for Node.js
The following enhancements are added to the Node.js agent to leverage Node Application Metrics
(Appmetrics):

« Added new dashboard and group widgets to view garbage collection details
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« Added new dashboard and group widgets to view event loop details

Monitoring Agent for PostgreSQL
The following enhancements are added to the PostgreSQL agent:

- Added support to install and configure the agent on Windows systems
 Added support for monitoring the PostgreSQL V9.6
« Updated the Status Overview page so that status is not critical when the buffer hit rate is zero

Monitoring Agent for SAP NetWeaver Java Stack
The following enhancements are added to the SAP NetWeaver Java Stack agent:

- Added data sets, group widgets, and pages to collect and view the transaction tracking and
diagnostics data

« Added support to install and configure the agent on Windows 2016 systems

Monitoring Agent for Synthetic Playback
The following enhancement is added to the Synthetic Playback agent:

- The Synthetic Playback agent includes a new filtering feature for synthetic transactions. In the
Synthetic Script Manager, configure blacklists and whitelists for your synthetic transactions that
exclude or include requests to specified URLs and domains. Use blacklists and whitelists to filter
out or include dependencies that affect the response times for your application, such as third-
party metrics.

Monitoring Agent for Tomcat
The following enhancement is added to the Tomcat agent:

- Added support to install and configure the Tomcat agent on Windows and SUSE Linux Enterprise
12 systems

Monitoring Agent for WebSphere Applications
The following enhancements are added to the WebSphere Applications agent:

« Linux on Power Little Endian (pLinux LE) is supported. (Transaction tracking is not supported on
pLinux LE systems.)

Added support for IBM WebSphere Application Server traditional V9.

« Added the Memory Analysis dashboard to help you diagnose possible memory leaks by checking
the heap usage information for each heap dump. The diagnostics mode must be enabled for this
dashboard to contain data.

Added support to use the Application Health Status data set to create event thresholds for
application status monitoring. The data collection for this usage is disabled by default. You must
modify the data collector properties file to enable it before you create event thresholds.

Simplified the manual configuration of data collector. For WebSphere Applications Server, you
only need to add some JVM arguments and variables for the application server on the
WebSphere administrative console. For Liberty, you only need to modify three files for the
server.

Response Time Monitoring Agent
The following enhancements are added to the Response Time Monitoring agent:
 Added support for configuring user tracking for applications in the Agent Configuration page.
- Added support for configuring session tracking for applications in the Agent Configuration
page.
Cloud APM console enhancements

Various improvements were made to the agent installation and configuration interfaces, as well as the
following console enhancements:

« Technology preview: A new Custom Views tab is available for your Application Dashboard pages.
You can create a variety of views for reporting metrics from a managed resource and apply functions
such as average and count. After you open a saved page, you can refresh the page with data from a
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different resource, and download the page metrics as a PDF or CSV file. For more information, see
“Custom views” on page 1086.
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Agent Builder enhancements
Support is improved for building Cloud APM summary dashboards for Agent Builder agents. You must
use single-row data sets to provide data for summary dashboards. You can provide such data sets
from entire log files and from any sets of data that can be filtered to a single row.

What's new: September 2016

New features, capabilities, and coverage became available in the September 2016 release of
Performance Management on Cloud.

New agents available

Monitoring Agent for Amazon EC2
You can use the Amazon EC2 agent to monitor the health, availability, and performance of your
Amazon Elastic Compute Cloud (EC2) Instance resources. You can monitor the following
resources:

« CPU utilization

» Elastic Block Store (EBS) utilization

« Network utilization

« Amazon Web Services (AWS) maintenance updates
- Disk performance

This agent is in the Infrastructure Extension Pack and is available for the following offerings: IBM
Monitoring, IBM Application Performance Management, and IBM Application Performance
Management Advanced.

Monitoring Agent for SAP NetWeaver Java Stack
You can use the SAP NetWeaver Java Stack agent to monitor the health, availability, and
performance of your SAP NetWeaver Java Stack Cluster and Instance resources. You can use the
agent to monitor the cluster resources, such as heap dumps, JVM Instance, response time of the
user sessions, transaction details, system information, and license details. You can use the agent
to monitor the instance resources, such as CPU utilization, disk utilization, memory utilization,
database collection, garbage collection, heap dumps, failed application, web container, and
session information. This agent is in the Advanced Extension Pack and available if you have one of
the following offerings: IBM Application Performance Management and IBM Application
Performance Management Advanced.

Agent enhancements

Monitoring Agent for Citrix Virtual Desktop Infrastructure
Added the ability to retrieve Windows Event Log Events for Virtual Delivery Agent (VDA) and
Desktop Delivery Controller (DDC) machines.

Monitoring Agent for Linux KVM
Dashboards are available for the agent to monitor the deployment of your Linux Kernel-based
virtual machines. The dashboards provide the following monitoring capabilities:

« The summary dashboard shows the overall status of the hosts based on the CPU and memory
utilization of your Linux Kernel-based virtual machines environment or application.

« The Host Detail dashboard shows details about the selected host.

« The Hosts, Clusters, and Storage dashboard shows details about the monitored virtual
machines.

« The Virtual Machine Details dashboard shows details about the virtual machine that you select
on the Host Detail page.

Monitoring Agent for Linux OS

Docker V1.8.0 or later is supported. New attribute groups and widgets were added to enable the
Linux OS agent to deliver docker monitoring capabilities.

38 IBM Cloud Application Performance Management: User's Guide



Monitoring Agent for Oracle Database
The Oracle Database agent dashboard includes the following new features on the Instance Details
page:
« Atable that displays information about the lock contention on the selected instance.
- Atable that displays information about the Oracle Real Application Clusters GCS and GES.

« Atable that displays details of the Automatic Storage Management (ASM) disk groups that are
attached to the selected instance.

« Aview that shows detailed information per tablespace, which is visible if you click Bottom 5
Free Table Space.

A table that displays the historical details of the foreground and background processes that are
attached to the selected instance. You can click the entity in the table and view a detailed table
of all processes for that instance.

A table that displays the Top 5 Worst SQL queries (by run time) on the selected instance. You
can click in the table and view a detailed table of the top 50 worst SQL queries for that instance.

Monitoring Agent for Synthetic Playback
The Synthetic Playback agent includes a new security feature. You can prevent passwords that are
stored in synthetic scripts from displaying in the Synthetic Script Manager.

Monitoring Agent for VMware VI
With the addition of the agent decoupling feature, you can view and select the agent node and its
subnodes in the same view.

When you select the VMware Virtual Infrastructure component in the Select Component window,
the Component Editor displays a tree structure of the agent node with all its subnodes.

- If you expand the tree and select the agent node, all subnodes are automatically selected. You
can also expand the tree and individually select the subnodes that you want to monitor.

- If you select the agent node when the tree is collapsed, all subnodes are automatically
excluded.

When you select the ESX Server component in the Select Component window, along with
subnodes, stand-alone ESX Servers are also displayed in the Component Editor. With the
subnodes, you can select stand-alone ESX Servers for monitoring.

After the application is created, the APM UI dashboard displays a tree structure of the agent
instance as parent and its nodes as children.

Response Time Monitoring Agent

You can customize the locations that are applied to specific IP addresses or address ranges in the
End User Transaction dashboards for your particular environment. Use the Geolocation tab in the
Agent Configuration to customize location values.

Cloud APM console enhancements

- Various improvements were made to the agent installation and configuration interfaces.

- A Dashboard Log option was added to the Actions menu to review the list of agent dashboards that
were updated since the last server restart. For more information, see “All My Applications -
Application Performance Dashboard” on page 1055.

- The Application Performance Dashboard page for the selected application is streamlined for
improved viewing. A count of critical and warning severity events is displayed on the Events tab title
and replaces the Event Severity Summary bar chart. For applications with topology views enabled,
the Aggregate Application Topology view has a toggle button for switching to the Current
Component Status bar chart. For more information, see “Status Overview” on page 1058.

« In earlier releases, the Application Performance Dashboard Attribute Details tab was available only
for component instances. The Attribute Details tab is available for creating historical tables of
Response Time Monitoring agent and Synthetic Playback agent transaction instances. For visually
impaired users, the ability to create historical tables provides an alternative to line charts, which
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assistive technologies such as screen-reader software cannot interpret. For more information, see
“Viewing and managing custom charts and tables” on page 1068.

API

You can use APIs to create scripts for automating the onboarding of your Performance Management
environment. For more information, see “Exploring the APIs” on page 1049.

What's new: April 2016

New features, capabilities, and coverage became available in the April 2016 release of Performance
Management on Cloud.

IBM Marketplace

IBM Performance Management on Cloud offerings are available from IBM Marketplace. Sign up for a
free trial or subscription account. For more information, see “Downloading your agents and data
collectors” on page 105.

New agents available

Monitoring Agent for Citrix Virtual Desktop Infrastructure
You can use the Citrix VDI agent to monitor the health, availability, and performance of Citrix
XenDesktop or XenApp resources such as sites, machines, applications, desktops, sessions, and
users. This agent is in the Infrastructure Extension Pack and is available for the following
offerings: IBM Monitoring, IBM Application Performance Management, and IBM Application
Performance Management Advanced.

Monitoring Agent for Skype for Business Server
You can use the Skype for Business Server agent to monitor the health, availability, and
performance of the Microsoft Lync Server resources such as database, mediation server, synthetic
transactions, instant messaging, CDR service write operations, and SIP peers.

Monitoring Agent for WebLogic

You can use the WebLogic agent to monitor the health, availability, and performance of WebLogic
server resources such as Java virtual machines (JVMs), Java messaging service (JMS), and Java
Database Connectivity (JDBC).

Integration enhancements

Agent coexistence
Agent coexistence is supported. You can install IBM Performance Management agents on the
same computer where IBM Tivoli Monitoring agents are installed. However, both agents cannot be

installed in the same directory. See “Cloud APM agent and Tivoli Monitoring agent coexistence” on
page 930.

IBM Alert Notification

Alert Notification includes a mobile app that offers a subset of Alert Notification functions on i0S
and Android devices.

IBM integration stack monitoring
You can monitor the IBM integration stack to see transaction tracking information for the IBM MQ,
IBM Integration Bus, and DataPower appliance middleware products and the services they expose
and troubleshoot if any problems arise. See “Scenario: Monitoring the IBM integration stack” on page
99.

Agent enhancements

Monitoring Agent for Db2
Commands were added for granting privileges to the default user (for Windows systems) and
instance owner user (for Linux and AIX systems) for viewing the data for some of the Db2 agent
attributes.

Monitoring Agent for Hadoop
The Hadoop agent is supported on Linux, Windows, and AIX operating systems.

Monitoring Agent for HMC Base
Monitoring capabilities are provided for virtual I/O and for hardware events.
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Monitoring Agent for IBM Integration Bus

The library path of the latest version of IBM MQ (WebSphere MQ) can be automatically discovered
during agent configuration on Linux and AIX systems.

Monitoring Agent for Microsoft Cluster Server
The Microsoft Cluster Server agent gets automatically configured after it is installed.

Monitoring Agent for Microsoft Exchange Server
Some additional services were added in the Exchange Services tab of the agent configuration
window for determining the Exchange Server status.

Monitoring Agent for Microsoft Hyper-V Server
Removed the agent configuration panel. The agent configuration is not required.

Monitoring Agent for SAP HANA Database
The Cache Information Details group widget was added in the SAP HANA Database Details
dashboard to provide information about the percentage of used memory, percentage of available
memory, and hit ratio of the cache for the monitored database.

Monitoring Agent for Synthetic Playback
The Synthetic Playback agent includes the following features:

You can install and configure the Synthetic Playback agent to monitor the performance and
availability of private, internal-facing applications on the Application Performance Dashboard, in
addition to public, external-facing applications.

Use the Synthetic Script Manager to generate a simple script to test the availability and
performance of your applications.

Configure simultaneous or staggered playback of synthetic transactions at different locations.
Monitor your monthly playback usage in the Synthetic Script Manager.

View HTTP metrics and availability ratios in Synthetic Playback agent reports.

View two new reports: Trend of Transactions and Trend of Subtransactions.

Organize your synthetic transactions into a resource group and apply thresholds to all
transactions in that resource group.

View synthetic transaction data in the My Transactions window in the Application Performance
Dashboard without needing to create an application that contains associated synthetic
transactions.

Download synthetic scripts from Synthetic Script Manager.

Monitoring Agent for VMware VI
The VMware VI agent dashboard is enhanced to include the following new features:

The number of triggered alarms in the critical or warning state are also displayed on the
Component page.

A new table on the Cluster Summary page provides information about the proactive and failure
alarms. You can click the triggered entity in the table and view the detail page of that triggered
entity.

A new table on the Cluster Detail page displays details of the ESX servers that belong to the
selected cluster. You can click the ESX server and view the detail page of that ESX server.

The Datastore table on the Cluster Detail page shows the over-commitment metric of the
datastore.

The Virtual Machines table on VM Detail page displays more performance metrics such as
memory size, NICs, and disks. You can click these metrics and view their detail pages.

New widgets and pages are added to display important performance metrics of the memory,
disks, and network for the selected virtual machine.

A new table on the ESX Server Detail page displays the network performance of the server
network.
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« The Datastore table on the VM Detail page and the ESX Server Detail page displays the latency
metric of the datastore.

« A new table on the Datastore Detail page displays information about the virtual machine that is
associated with the datastore. You can click the virtual machine in the table and view the Virtual
Machine Detail page.

« The title of the % Memory (History) chart on the VM detail page was changed to Guest
Memory(History).

Monitoring Agent for WebSphere Applications
The In-flight Requests Summary dashboard provides the capability to identify the request
instances that are currently slow or hung. You can perform a soft cancel operation on an in-flight
request by selecting the request and then clicking Cancel Thread in the In-flight Request widget
on this dashboard.

All predefined eventing thresholds were refined to provide a better user experience. The
enhancements and updates involve the condition that triggers an alert, the sampling interval, and
the severity of the threshold.

The user interface of the Monitoring Agent for WebSphere Applications is accessible to users with
physical disabilities.

The configuration process was refined based on customer feedback and technical review to
provide a better user experience.

Monitoring Agent for WebSphere MQ
Some changes were made to the predefined eventing thresholds:

« All predefined thresholds have a prefix of MQ_ instead of MQSeries_ as in previous versions.

« Two thresholds, MQ_Channel_Initiator_Crit and MQ_Queue_Manager_Crit, were added to
trigger critical alerts for the channel initiator server status and queue manager status.

» The trigger condition of the MQ_Queue_Depth_High event was changed from static 80% to the
high depth value of the queue.

The name of the Queue not being Read - Top 5 widget was changed to Queue in Use not being
Read - Top 5. This widget provides a list of top five queues that have messages and are connected
by one or more applications to put messages on the queue, but are not being read by any
application.

The library path of the latest version of IBM MQ (WebSphere MQ) can be automatically discovered
during agent configuration. You can keep the WMQLIBPATH parameter empty in the silent
response file or accept the default value when you configure the agent interactively.

0S agents
The OS agents contain a new functionality to monitor application log files. The functionality
includes the capability to configure log file monitoring based on regular expressions.

For compatibility, the OS agent consumes the following information and formats:

« Configuration information and the format file that was used by the IBM Tivoli Monitoring 6.x Log
File Agent

- Configuration information and format strings that were used by the Tivoli Event Console Log File
Adapter

These format strings allow the agent to filter the log data according to patterns in the format file
and submit only the relevant data to an event consumer. The OS Agent sends data to the
Performance Management server or through the Event Integration Facility (EIF) to any EIF
receiver, such as the OMNIbus EIF probe.

Response Time Monitoring Agent

End User Transactions dashboards include user and device information, which was previously
displayed in the Authenticated Users and Mobile Devices Users dashboards in the Users group.
User, session, and device information are sorted by location (country, state, and city) based on the
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IP address of the user. Use the new and updated dashboards to understand user volumes and
whether issues are isolated to specific sets of users.

Customize the locations that are applied to specific IP addresses or address ranges in the End
User Transaction dashboards for your particular environment. Use the Geolocation tab in the
Agent Configuration to customize location values.

Transaction Tracking

The Transaction Summary page includes a Service Dependencies topology, which shows the
selected resource node, such as an IBM Integration Bus, and the services that it depends on. The
Transaction Details page includes a Transaction Dependencies topology that shows a transaction
node for each component instance, and an uninstrumented node for each dependent service at
the transaction level, for example, IBM Integration Bus and its service transactions. The
Transaction Details page also highlights the users of the selected application who are
experiencing the slowest response times, and the hosts with the highest volume of transactions.

General agent enhancements

The following general agent installation and configuration enhancements were made:

- The agent installation script performs a permissions check before the installation starts. If you
do not have adequate permission, a message is displayed.

- The agent status command checks the status between the agent and the Performance
Management console.

- Agents that are supported on Windows systems have a GUI utility that you can use to perform
agent configuration and check the connection status.

« You can use a new command to remove an agent instance without uninstalling the agent.

Performance Management server enhancements

Performance Management user authentication is managed through an IBMid OpenID Connect
provider.

Performance Management console enhancements

API

The Performance Management console appearance was updated to align with the IBM Bluemix user
interface. For example, view the differences between a summary box in the All My Applications
dashboard from V8.1.2 and now:

T
Q Q

Components Evints

A new option was added to the Advanced Configuration page so advanced users can easily enable or
disable all predefined thresholds across all system groups. See “Background information” on page
958.

A new option was added to the Advanced Configuration page to control the Application Performance
Dashboard automatic refresh rate. For more information, see “UI Integration” on page 1050.

Various improvements were made to the agent installation and configuration interfaces.

Improvements to the accessibility of the Performance Management console. For information about
the accessibility features of the user interface, see “Accessibility features” on page 1473.

You can use APIs to create scripts for automating the onboarding of your Performance Management
environment. For more information, see “Exploring the APIs” on page 1049.

Agent Builder enhancement
Agent Builder includes enhanced data set filtering. You can use filtering to create data sets that return
a single row based on multi-row data sets including the Availability data set. Use this feature to
provide information in summary dashboards.
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Chapter 2. PDF documentation

The PDF documents are available for topics in this IBM Knowledge Center collection and for agent
references.

IBM Knowledge Center in PDF format
In addition to this User's Guide, you can download the IBM Agent Builder User's Guide.

Agent Reference PDFs

The References provide information about dashboards, eventing thresholds, and data sets. Data sets
contain attributes, which are the metrics that are reported by the agent and that make up the key
performance indicators (KPIs). For the Reference PDF for each agent, see Agent metrics/Reference PDFs.
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Chapter 3. Product overview

IBM Cloud Application Performance Management (Cloud APM) is a comprehensive solution that helps you

manage the performance and availability of applications that are deployed on premises (private), in a

public cloud, or as a hybrid combination. This solution provides you with visibility, control, and
automation of your applications, ensuring optimal performance and efficient use of resources.

By using this solution, you manage your data center, cloud infrastructure, and workloads with cognitive

intelligence. You can reduce and prevent outages and slowdowns around the clock in a hybrid application

world as Cloud APM assists you in moving from identifying performance issues to isolating where the
problem is occurring and diagnosing issues before your business is impacted.

Use the key features, which vary by offering, to work with data that is collected by the Cloud APM agents
and data collectors. More features are available through integration with other products and components.

Architecture overview

IBM Cloud Application Performance Management uses agents and data collectors to collect data on the

monitored hosts. Agents and data collectors pass the data to the Cloud APM server, which collates it into

the Cloud APM console. The Cloud APM server is hosted in the IBM cloud.

IBM Cloud Application Performance Management
Integrated produds  integrates with other products and components to
and components broaden your perspective with enhanced anahtics,

diagnostics, reporting, and event handling.

Users log into the server from a

web browser. The server delivers

metrics and events fram the

agents to the dashboards.
Clouc APM ' Cloud APM ' Cloud APM
console +— Senver  — console

T

Agents and data collectors establish HTTPS communications
with the server and send resource monitaring data samples
every minute. Transaction tracking data, event, and
deep dive data are also sent through this interface.

Managed system Managedsystem Managed system
Cloud APM Claud AP C loud AP
agent agent agent
Data callectar Data callector Data caollectar

Data collection

Agents and data collectors monitor systems, subsystems, or applications and collect data. An agent or a
data collector interacts with a single resource (for example, a system or application) and, in most cases, is

on the same computer or virtual machine where the system or application is running. For example, the

Linux OS agent collects performance indicators for the operating system on the Linux host and the

WebSphere Applications agent monitors the performance indicators of WebSphere application servers.

Also, some agents track transactions between different resources.

You can set up thresholds on key performance indicators (KPIs). If an indicator changes to go over or

under the threshold, the agent or data collector generates an alert, which the server processes. You can
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also configure forwarding of events to a target such as the Netcool/OMNIbus Probe for Tivoli EIF or an
SMTP server and use Alert Notification to configure email notifications for events.

Agents and data collectors are preconfigured to communicate with the Cloud APM server.

Communication between the server and agents or data collectors

The agents and data collectors on every monitored host establish HTTPS communication with the Cloud
APM server, which is in the IBM cloud. The agent or data collector is the client side of the connection.

Agents and data collectors require internet connectivity to send data to the server and, if they cannot
send data directly over the internet, a forward proxy might be required. For more information, see
“Network connectivity” on page 159.

Data stored by the server

Agents and data collectors push data to the Cloud APM server at intervals ranging from 1 minute to 8
minutes, depending on the type of data. The server stores all values that are sent by the agents and data
collectors for 8 days by default. Summarized transaction data is stored for longer periods.

Saved monitoring data is called historical data. The server uses historical data to display tables and
graphs that you can use to analyze the trends in your environment.

Historical reports are also available for certain agents. For more information, see “Reports” on page 1097.

Scalability

You can monitor up to 10,000 managed systems from Cloud APM. A managed system is a single
operating system, subsystem, or application in your enterprise that an agent is monitoring.

Cloud APM supports between 150 and 400 monitored user transactions per second.

Integration

IBM Cloud Application Performance Management integrates with other products and components when
they are configured for communication with the Cloud APM server.

Products that can be integrated include IBM Control Desk, Netcool/OMNIbus, Tivoli Monitoring,
OMEGAMON, Operations Analytics - Log Analysis, Operations Analytics - Predictive Insights, IBM Alert
Notification, and IBM Cloud.

Agent Builder is a component that can be used to create custom agents.

User interface

The Cloud APM console is the user interface for Cloud APM. This unified user interface provides a single
view across hybrid applications. You use the console to view the status of your applications and quickly
assess and fix performance and availability issues.

The dashboards in the console simplify problem identification so you can isolate bottlenecks that affect
application performance. With simple dashboard navigation, you move from a view of application status
to code level detail. You have visibility into source code problems at the exact moment of an issue. You

can search and diagnose problems by using integrated search analytics.

The Application Performance Dashboard navigator in the console is hierarchical, giving a status overview
of your applications, the health of their components, and the quality of the user experience. For more
details about your monitored resource, you can click a navigator item or a link in the dashboard views.
Consider, for example, that your application has a slow response time. The issue is revealed in the
dashboard. Starting from your dashboard, you can follow the problem to the source by clicking links to
discover the cause: high CPU usage on a system due to an out-of-control process.

For more information about using the dashboards in the Cloud APM console, see Chapter 10, “Using the
dashboards,” on page 1055.
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Offerings and add-ons

IBM Cloud Application Performance Management contains two offerings and multiple add-ons. The
offerings and add-ons contain agents and data collectors. Specific add-ons can be used with each
offering.

To see which agents are included in an offering or add-on and the agent and data collector capabilities,
see “Capabilities” on page 56.

For each offering, add-ons are available in IBM Marketplace. IBM Cloud Application Performance
Management, Advanced is the most comprehensive offering, the one that includes all agents, data
collectors, and dashboard pages. IBM Cloud Application Performance Management, Base is a subset of
Cloud APM, Advanced. You can replace Cloud APM, Base with Cloud APM, Advanced at any time. The final
installed offering after this replacement is Cloud APM, Advanced. The diagram shows which add-ons are
available for each offering.

The add-ons are the same for all offerings, except for Availability Monitoring, which is an add-on only for
the Cloud APM, Advanced offering.
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IBM Cloud Application Performance Management, Advanced
This offering is for end user experience, transaction tracking, and resource monitoring of all your
application components. You have code level visibility into your applications and the health of
your application servers. Use the diagnostics dashboards to find performance bottlenecks in the
application code and for managing your critical applications in production.

The offering includes IBM Cloud Application Performance Management, Base, and contains
agents and data collectors that you use to monitor applications, transactions, and other resources
that are installed in your enterprise. For a list of agents and data collectors in this offering, see
“Capabilities” on page 56.

With this offering, DevOps has a complete solution that provides full visibility and control over
your applications and infrastructure. Line of business owners can manage critical applications and
end user experience in production. Application developers can view transaction details and
diagnose application problems.

IBM Cloud Application Performance Management, Base
This offering is for resource monitoring of infrastructure, application components, and cloud
workloads. Resource monitoring helps you identify and address slow transactions, capacity
issues, and outages. The offering contains agents and data collectors that you use to monitor
applications and other resources that are installed in your enterprise. For a list of agents and data
collectors in this offering, see “Capabilities” on page 56.

With this offering, IT operators can deal with slow transactions, capacity issues, and outages.
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Add-ons

Advanced Extension Pack
This extension pack contains the Monitoring Agent for SAP HANA Database, the SAP NetWeaver
Java Stack agent, and the Monitoring Agent for RabbitMQ.

Use the SAP HANA Database agent to monitor the SAP HANA database. Use the SAP NetWeaver
Java Stack agent to monitor the SAP NetWeaver Java Stack. Use the RabbitMQ agent to monitor
RabbitMQ messaging. This extension pack is available if you have the IBM Cloud Application
Performance Management, Advanced offering.

Base Extension Pack
This extension pack contains the following agents:

« Monitoring Agent for Cassandra

« Monitoring Agent for InfoSphere DataStage

« Monitoring Agent for Hadoop

« Monitoring Agent for Microsoft Office 365

« Monitoring Agent for Sterling Connect Direct

« Monitoring Agent for Sterling File Gateway

Use these agents to monitor a Cassandra database, Hadoop cluster, DataStage server resources,

Microsoft Office 365 applications, Connect Direct servers, and Sterling File Gateway application.
This extension pack is available if you have either of the Cloud APM offerings.

Infrastructure Extension Pack
This extension pack contains the following agents:

« Monitoring Agent for Amazon EC2

« Monitoring Agent for AWS Elastic Load Balancer

« Monitoring Agent for Azure Compute

« Monitoring Agent for Citrix Virtual Desktop Infrastructure
« Monitoring Agent for IBM Cloud

Use the Amazon EC2 agent to monitor your Amazon EC2 instances. Use the Amazon ELB agent to
monitor your AWS Elastic Load Balancers. Use the Azure Compute agent to monitor your Azure
Compute virtual machines. Use the Citrix VDI agent to monitor your Citrix virtual desktop
infrastructure.

This extension pack is available if you have either of the Cloud APM offerings.

z Systems Extension Pack
You can use the z Systems Extension Pack to view monitoring data and events for your
OMEGAMON application components in the Cloud APM console. This extension pack is available if
you have either of the Cloud APM offerings.

Operations Analytics - Predictive Insights
This add-on is for analyzing the metric data that is collected by Cloud APM, and generating alarms
when anomalies are detected. The add-on is available if you have either of the Cloud APM
offerings.

Availability Monitoring
This add-on is for monitoring the availability and performance of your web applications from
multiple, geographically distributed points of presence. This add-on does not function as a stand-
alone offering, but is available if you have the IBM Cloud Application Performance Management,
Advanced offering.

For an overview of the features in each offering, see “Offering details” on page 52.

For a description of each agent and data collector and links to information that is specific to each one, see
“Descriptions” on page 60.
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Offering details

Some features are available for all offerings and others are available only for certain offerings.

Table 1 on page 52 shows key features that are available for each offering at-a-glance.

Table 1. Features in each offering

Feature

Cloud APM, Advanced
(For DevOps,
Developers, and Line of
Business)

Cloud APM, Base
(For Operations)

Application resource monitoring:
Languages, middleware (coverage varies by offering).

Operating system monitoring:
Linux, UNIX, Windows systems

Log file monitoring:
Use the OS Agents to monitor application log files.

Dashboards:

« View Tivoli Monitoring and Cloud APM KPIs in the
same dashboards

« Historical metrics
« Customizable dashboards

APIs:
Manage your environment by using APIs.

Role-based access control:
Manage the access and privilege of your IBM Cloud
Application Performance Management users.

Historical reporting:

Generate reports for the performance and response
time of your applications that are broken down by
transaction, device, browser, and others (coverage
varies by offering).

IBM Agent Builder:
Build custom agents to monitor any platform or
technology.

Database resource monitoring:
(coverage varies by offering)

Infrastructure resource monitoring:
Hypervisors, storage, and network (coverage varies by
offering).

Commercial applications resource monitoring:
Business and collaboration applications (coverage
varies by offering).

Response time monitoring:
See how your application performance is affecting your
users.

Integration with search analytics:
Find the insights to quickly isolate, diagnose, and
resolve problems.

52 IBM Cloud Application Performance Management: User's Guide




Table 1. Features in each offering (continued)

Feature

Cloud APM, Advanced
(For DevOps, Cloud APM, Base
Developers, and Line of (For Operations)
Business)

Operations Analytics - Predictive Insights (add-on):
Determine application performance anomalies before
they impact your users.

Real end user experience monitoring:
See what your users experience from your
infrastructure to their device.

Transaction tracking:
Track end-to-end transactions through your application
environment.

 Application topology: See how all components are
connected in your application environment.

» Transaction instance topology: See the path that is
followed through your environment for each instance
of a transaction.

Deep-dive diagnostics:

e Drill down from summary dashboards to view code-
level, stack trace, and SQL query detail for specific
agents.

« Detect, diagnose, and kill hung or slow transactions
that are still in progress.

Thresholds:
Detect specific application behaviors and conditions
based on actively monitored definitions.

Resource groups:
Categorize managed systems in your monitored
enterprise by their purpose.

Extra features such as the following are available for all offerings through integration with other products
and components. See “Integration ” on page 80, and for more details, see Chapter 8, “Integrating with

other products and components,” on page 929).

- Tivoli Monitoring and OMEGAMON agents: Use the Hybrid Gateway to retrieve monitoring data and
events so this information is displayed in the Cloud APM console.

- Agent coexistence: Install Cloud APM agents on the same computer where Tivoli Monitoring agents are

installed.

« Netcool/OMNIbus and other EIF receivers: Forward events to IBM Tivoli Netcool/OMNIbus.
« Alert Notification: Receive notification when application performance exceeds thresholds.

« IBM Control Desk: Automatically open tickets in Control Desk.

« IBM Cloud: Monitor IBM Cloud applications.
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Agents and data collectors

IBM Cloud Application Performance Management agents and data collectors are available in both the
offerings and the add-ons.

Many resources in your environment can be monitored by agents. Some resources on IBM Cloud and on
premises can be monitored by data collectors. Corresponding agents exist for all data collectors, except
the J2SE and Python data collectors. For a list of agents and data collectors and their descriptions, see
“Descriptions” on page 60. To figure out the capabilities that the agent or data collector can provide in
each offering, see “Capabilities” on page 56. To find out the change history of each agent and data
collector, see “Change history” on page 54.

You can install these agents or data collectors, depending on your environment and requirements. Data
collectors send data directly to the Cloud APM server. When an agent is configured, data collectors send
data to the agent, which forwards it to the server. Data collectors operate within the application process
space, whereas agents run as a separate process outside the application process space.

Install data collectors in the following situations:

« You want a simpler installation process.
 You use containers.

Install agents in the following situations:

» You want greater scalability.
« You want to limit sockets from end points to the server.

« When you add a threshold in the threshold editor, you want a clear list, which contains only the
attributes for the environment you want to monitor. If you use a data collector, you must choose from
the attributes of several data collectors.

« You want to turn on or off some of the data collection functions on the UI, such as diagnostics,
transaction tracking, or method trace.

« You want to view on-demand diagnostics data, such as in-flight requests and heap dump at the current
time.

Change history
Find out the information about versions and change history for each agent and data collector.

The following table lists the agent and data collector names with change history technote links. Click the
links to view change history details.

Table 2. Agent and data collector change history

Agents and data collectors Links

Amazon EC2 agent Change history
Amazon ELB agent Change history
Azure Compute agent Change history
Cassandra agent Change history
Cisco UCS agent Change history
Citrix VDI agent Change history
DataPower agent Change history
DataStage agent Change history
Db2 agent Change history
Hadoop agent Change history
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Table 2. Agent and data collector change history (continued)

Agents and data collectors

Links

HMC Base agent

Change history

HTTP Server agent

Change history

IBM Cloud agent

Change history

IBM Integration Bus agent

Change history

IBMi OS agent

Change history

Internet Service Monitoring

Change history

Integration Agent for Netcool/OMNIbus

Change history

J2SE data collector

Change history

JBoss agent

Change history

Liberty data collector

Change history

Linux KVM agent

Change history

Linux OS agent

Change history

MariaDB agent

Change history

Microsoft Active Directory agent

Change history

Microsoft Cluster Server agent

Change history

Microsoft Exchange Server agent

Change history

Microsoft Hyper-V Server agent

Change history

Microsoft IIS agent

Change history

Microsoft .NET agent

Change history

Microsoft Office 365 agent

Change history

Microsoft SharePoint Server agent

Change history

Microsoft SQL Server agent

Change history

MongoDB agent

Change history

MQ Appliance agent

Change history

MySQL agent Change history
NetApp Storage agent Change history

Node.js agent

Change history

Node.js data collector

Change history

OpenStack agent

Change history

Oracle Database agent

Change history

PHP agent Change history
PostgreSQL agent Change history

Python data collector

Change history

RabbitMQ agent

Change history
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Table 2. Agent and data collector change history (continued)

Agents and data collectors

Links

Response Time Monitoring Agent

Change history

Ruby agent

Change history

Ruby data collector

Change history

SAP agent

Change history

SAP HANA Database agent

Change history

SAP NetWeaver Java Stack agent

Change history

Siebel agent

Change history

Skype for Business Server agent

Change history

Sterling Connect Direct agent

Change history

Sterling File Gateway agent

Change history

Sybase agent

Change history

Synthetic Playback agent

Change history

Tomcat agent

Change history

UNIX OS agent Change history
VMware VI agent Change history
WebLogic agent Change history

WebSphere Applications agent

Change history

WebSphere Infrastructure Manager agent

Change history

WebSphere MQ agent

Change history

Windows OS agent

Change history

Capabilities

Agent and data collector capabilities vary depending on your offering. The key agent and data collector
capabilities are resource monitoring, transaction tracking, and diagnostics. You can subscribe to any of
the offerings and add-ons in IBM Cloud Application Performance Management. Specific offerings are
required for add-ons.

Each agent and data collector monitors the resources for which the agent or the data collector is named,
for example, the Monitoring Agent for Cisco UCS monitors Cisco UCS resources.

Depending on whether you are a developer, in operations, or a line-of-business owner, you use different
Cloud APM capabilities.

- Resource monitoring capability includes response time monitoring, application resource monitoring,
and infrastructure resource monitoring. All agents and data collectors can provide resource monitoring
capability.

« Transaction tracking capability provides transaction instance and topology information.

- Diagnostics capability includes tracing and analyzing individual requests, and when necessary, method
calls.

Remember: The resource monitoring capability is common to all offerings and add-ons. The diagnostics
and transaction tracking capabilities are available only in the Cloud APM, Advanced offering and add-ons.
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The agents and data collectors for the applications that you want to monitor are available for download
from Products and services. The agents take minutes to install. The data collectors require no
installation, and you need to only configure them after the download completes. For instructions about
installing the agents, see Chapter 6, “Installing your agents,” on page 121.

Table 3 on page 57 provides a comprehensive list of the agents and data collectors, shows which
offering or add-on contains the agent or data collector, and shows the capabilities of the agent or data
collector. When add-ons (such as Infrastructure Extension Pack) are noted for an agent or a data
collector, they are required. Agents and data collectors that support transaction tracking and/or
diagnostics capabilities are also noted in the Cloud APM, Advanced column.

indicates the agent or data collector is available in the offering and can provide resource monitoring
capability.

indicates the data or capability is not available in this offering, or the add-on is not required for the
agent or data collector.
TT indicates transaction tracking.
DD indicates diagnostics.

Table 3. Agent and data collector capabilities in each offering

Agents and data collectors Cloud APM, BaseCloud Cloud APM, Advanced Add-on (if
APM, Base Private required)

Infrastructu
Amazon EC2 agent re Extension
Pack

Amazon ELB agent Infrastructu
re Extension
Pack

Azure Compute agent Infrastructu
re Extension
Pack

Base
Cassandra agent Extension
Pack

Cisco UCS agent

Infrastructu
Citrix VDI agent re Extension
Pack
Db2 agent
DataPower agent T
DataStage agent Base
Extension
Pack
Base
Hadoop agent Extension
Pack
HMC Base agent
HTTP Server agent T
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Table 3. Agent and data collector capabilities in each offering (continued)

Agents and data collectors

Cloud APM, BaseCloud
APM, Base Private

Cloud APM, Advanced

Add-on (if
required)

IBM Cloud agent

Infrastructu
re Extension
Pack

IBM Integration Bus agent

TT

IBM i OS agent

Internet Service Monitoring

Base
Extension
Pack

J2SE data collector for on-
premises applications

TT DD

JBoss agent

TT DD

Liberty data collector for IBM
Cloud and on-premises
applications

TT DD

Linux KVM agent

Linux OS agent

Microsoft Active Directory agent

Microsoft Cluster Server agent

Microsoft Exchange Server agent

Microsoft Hyper-V Server agent

Microsoft IIS agent

Microsoft .NET agent

TT DD

Microsoft Office 365 agent

Base
Extension
Pack

Microsoft SharePoint Server
agent

Microsoft SQL Server agent

MongoDB agent

MQ Appliance agent

MySQL agent

NetApp Storage agent

Node.js agent

DD
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Table 3. Agent and data collector capabilities in each offering (continued)

Agents and data collectors Cloud APM, BaseCloud Cloud APM, Advanced Add-on (if
APM, Base Private required)
Node.js data collector for IBM
Cloupl ar?d on-premises TTDD
applications
OpenStack agent
Oracle Database agent
PHP agent
PostgreSQL agent
Python data collector for IBM
Cloud and on-premises
S DD
applications
Advanced
RabbitMQ agent Extension
Pack
Response Time Monitoring
Agent T
Ruby agent DD
Ruby data collector for IBM
Cloud applications DD
SAP agent
Advanced
SAP HANA Database agent Extension
Pack
SAP NetWeaver Java Stack é)?‘;; annsﬁgg
agent TT DD Pack
Siebel agent
Skype for Business Server agent
(formerly known as Microsoft
Lync Server agent)
Sterling Connect Direct agent Base
Extension
Pack
Sterling File Gateway agent Base
Extension
Pack
Sybase agent
Tomcat agent TT
UNIX OS agent
VMware VI agent
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Table 3. Agent and data collector capabilities in each offering (continued)

Agents and data collectors Cloud APM, BaseCloud Cloud APM, Advanced Add-on (if
APM, Base Private required)

WebLogic agent TTDD

WebSphere Applications agent TTDD

WebSphere Infrastructure

Manager agent

WebSphere MQ agent T

Windows OS agent

For more information about whether transaction tracking or diagnostics is enabled by default for the
agent or data collector, see Transaction tracking enablement for agents and data collectors table. For
information about the predefined diagnostics dashboards, see Diagnostics dashboards of agents and data

collectors.

Descriptions

The descriptions of the agents and data collectors provide information about what each of these
components monitors and links to more information about each component.

Each agent and data collector has a version number, which changes each time the agent or data collector
is updated. In any release, new agents and data collectors might be added, and existing agents and data
collectors might be updated. If you do not have the latest version of an agent or data collector, consider
updating it. For information about how to check the version of an agent or data collector in your
environment, see Agent version command.

Each agent and data collector description contains links to the following types of details about these

components:

- Agent or data collector configuration and other information about specific agent or data collector

capabilities

« Reference PDF that contains descriptions of the Cloud APM agent or data collector dashboards, group
widgets, thresholds, data sets, and attributes (metrics and KPIs)

For links to documentation for IBM Tivoli Monitoring V6 and V7 agents that can coexist with Cloud APM V8
agents and data collector, see Table 238 on page 931.

Amazon EC2 monitoring

The Monitoring Agent for Amazon EC2 provides you with a central point of monitoring for the health,
availability, and performance of your Amazon Elastic Compute Cloud (EC2) instances. The agent
displays a comprehensive set of metrics to help you make informed decisions about your EC2
environment, including CPU utilization, Elastic Block Store (EBS) utilization, network utilization,
Amazon Web Services (AWS) maintenance updates, and disk performance.

 Forinformation about configuring the agent after installation, see “Configuring Amazon EC2

monitoring” on page 189.

- For information about the dashboards, thresholds, and attributes, see the Amazon EC2 agent

Reference.

AWS Elastic Load Balancer monitoring
The Amazon ELB agent provides you with a central point of monitoring for the health, availability, and
performance of your AWS Elastic Load Balancers. The agent displays a comprehensive set of metrics
for each load balancer type-application, network and classic-to help you make informed decisions

about your AWS Elastic Load Balancer environment.
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- Forinformation about configuring the agent after installation, see “Configuring AWS Elastic Load
Balancer monitoring” on page 196.

« For information about the dashboards, thresholds, and attributes, see the Amazon ELB agent
Reference.

Azure Compute monitoring
The Azure Compute agent provides you with a central point of monitoring for the health, availability,
and performance of your Azure Compute instances. The agent displays a comprehensive set of
metrics to help you make informed decisions about your Azure Compute environment. These metrics
include CPU usage, network usage, and disk performance.

- For information about configuring the agent after installation, see “Configuring Azure Compute
monitoring” on page 201.

- For information about the dashboards, thresholds, and attributes, see the Azure Compute agent
Reference.

Cassandra monitoring
The Monitoring Agent for Cassandra provides you with the capability to monitor the Cassandra cluster.
You can collect and analyze information about the nodes, keyspaces, and column families of the
Cassandra cluster.

 Forinformation about configuring the agent after installation, see “Configuring Cassandra
monitoring” on page 211.

 Forinformation about the dashboards, thresholds, and attributes, see the Cassandra agent
Reference.

Cisco UCS monitoring
The Monitoring Agent for Cisco UCS provides you with an environment to monitor the health, network,
and performance of Cisco UCS. The Cisco UCS agent provides a comprehensive way for collecting and

analyzing information that is specific to Cisco UCS and required to detect problems early and prevent
them.

- Forinformation about configuring the agent after installation, see “Configuring Cisco UCS
monitoring” on page 214.

« For information about the dashboards, thresholds, and attributes, see the Cisco UCS agent
Reference.

Citrix Virtual Desktop Infrastructure monitoring
The Monitoring Agent for Citrix Virtual Desktop Infrastructure provides you with a central point of
monitoring for the health, availability, and performance of your Citrix virtual desktop infrastructure.
The agent displays a comprehensive set of metrics to help you make informed decisions about your
XenDesktop or XenApp resources, including sites, machines, applications, desktops, sessions, users,
and more.

« For information about configuring the agent after installation, see “Configuring Citrix Virtual Desktop
Infrastructure monitoring” on page 220.

- For information about the dashboards, thresholds, and attributes, see the Citrix VDI agent
Reference.

DataPower monitoring
The Monitoring Agent for DataPower provides a central point of monitoring for the DataPower
Appliances in your enterprise environment. You can identify and receive notifications about common
problems with the appliances. The agent also provides information about performance, resource, and
workload for the appliances.

 Forinformation about configuring the agent after installation, see “Configuring the DataPower
agent” on page 238.

 Forinformation about the dashboards, thresholds, and attributes, see the DataPower agent
Reference.
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 Forinformation about monitoring DataPower appliances as part of the IBM integration stack, see
“Monitoring the IBM integration stack” on page 99.

Db2 monitoring
The Monitoring Agent for Db2 offers a central point of monitoring for your Db2 environment. You can
monitor a multitude of servers from a single IBM Performance Management console, with each server
monitored by a Db2 agent. You can collect and analyze information in relation to applications,
databases, and system resources.

 Forinformation before you upgrade to a new version of the agent, see “Agents on AIX: Stopping the
agent and running slibclean before you upgrade” on page 1114

« For information about configuring the agent after installation, see “Configuring Db2 monitoring ” on
page 241.

 Forinformation about the dashboards, thresholds, and attributes, see the Db2 agent Reference.

 Forinformation about monitoring database transactions as part of the IBM Java application stack,
see “Monitoring the IBM Java application stack” on page 92.

Hadoop monitoring
The Monitoring Agent for Hadoop provides capabilities to monitor the Hadoop cluster in your
organization. You can use the agent to collect and analyze information about the Hadoop cluster, such
as status of data nodes and Java virtual machine, memory heap and non-heap information, and
information about Hadoop nodes, file systems, and queues.

« For information about configuring the agent after installation, see “Configuring Hadoop monitoring”
on page 251.
« Forinformation about the dashboards, thresholds, and attributes, see the Hadoop agent Reference.

HMC Base monitoring
The Monitoring Agent for HMC Base provides you with the capability to monitor the Hardware
Management Console (HMC). The agent monitors the availability and health of the HMC resources:
CPU, memory, storage, and network. The agent also reports on the HMC inventory and configuration
of Power servers, CPU pools, and LPARs. The CPU utilization of the Power servers, LPARs, and pools
are monitored by using HMC performance sample data.

- For information about configuring the agent after installation, see “Configuring HMC Base
monitoring” on page 260.

- For information about the dashboards, thresholds, and attributes, see the HMC Base agent
Reference.

HTTP Server monitoring
The Monitoring Agent for HTTP Server collects performance data about the IBM HTTP Server. For
example, server information, such as the status and type of server, the number of server errors, and
the number of successful and failed logins to the server are shown. A data collector gathers the data
that is sent to the HTTP Server agent. The agent runs on the same system with the IBM HTTP Server
that it monitors. Each monitored server is registered as a subnode. The IBM HTTP Server Response
Time module is installed with the HTTP Server agent. When you use the HTTP Server agent with the
Response Time Monitoring agent, the WebSphere Application agent, and a database agent, you can
see transaction monitoring information from the browser to the database for the IBM Java application
stack.

- Before you begin the agent installation, see Preinstallation on AIX systems - HTTP Server agent and
Preinstallation on Linux systems HTTP Server agent.

« Forinstructions on how to review the data collector settings and activate the data collector after
agent installation, see “Configuring HTTP Server monitoring” on page 265.

« For information about the dashboards, thresholds, and attributes, see the HTTP Server agent
Reference.

 Forinformation about monitoring HTTP server transactions as part of the IBM Java application
stack, see “Monitoring the IBM Java application stack” on page 92.
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IBM Cloud monitoring
The Monitoring Agent for IBM Cloud collects virtual machine inventory and metrics from your IBM
Cloud (Softlayer) account. Use the IBM Cloud agent to track how many virtual devices you have
configured and running in IBM Cloud. You can see what resources are allocated to each virtual device
in the detailed dashboard page, which also shows information like the data center a device is located
in, the operating system, and the projected public network bandwidth for the month.

 Forinformation about configuring the agent after installation, see Configuring IBM Cloud monitoring.

« For information about the dashboards, thresholds, and attributes, see the IBM Cloud agent
Reference.

IBM Integration Bus monitoring
The Monitoring Agent for IBM Integration Bus is a monitoring and management tool that provides you
with the means to verify, analyze, and tune message broker topologies that are associated with the
IBM WebSphere Message Broker and IBM Integration Bus products.

- For information about configuring the agent after installation, see “Configuring IBM Integration Bus
monitoring” on page 273.

- For information about the dashboards, thresholds, and attributes, see the IBM Integration Bus
agent Reference.

 Forinformation about monitoring IBM Integration Bus brokers as part of the IBM integration stack,
see “Monitoring the IBM integration stack” on page 99.

InfoSphere DataStage monitoring

The monitoring agent for InfoSphere DataStage monitors the availability, resource usage, and
performance of the DataStage Server. The agent monitors health status of the engine nodes and jobs.
You can analyze the information that the agent collects and take appropriate actions to resolve issues
in the DataStage Server.

- Forinformation about configuring the agent after installation, see Configuring InfoSphere DataStage

monitoring.

« For information about the dashboards, thresholds, and attributes, see the DataStage agent
Reference.

Internet Service Monitoring

The Internet Service Monitoring offers to determine whether a particular service is performing
adequately, identify problem areas and report service performance measured against Service Level
Agreements. Internet Service Monitoring agent works by emulating the actions of a real user. It
regularly poll or test Internet services to check their status and performance.

« For information about configuring the agent after installation see “Configuring the agent on
Windows systems” on page 438

« For information about the dashboards, thresholds, and attributes, see the Internet Service
Monitoring agent Reference

J2SE data collector monitoring

The J2SE data collector collects resource monitoring and deep-dive diagnostics data for Java
applications. The deep-dive diagnostics data is shown in the dashboards based on requests and
aggregated information to support various drill-down views. Both resource monitoring and deep-dive
diagnostics are supported, which helps detect, isolate, and diagnose issues with Java applications.
You can configure the data collector to diagnose slow requests.

 Forinformation about configuring the data collector, see Configuring the J2SE data collector.

« For information about the dashboards, thresholds, and attributes, see the J2SE data collector
Reference.

JBoss monitoring
The Monitoring Agent for JBoss monitors the resources of JBoss application servers and the JBoss
Enterprise Application platform. Use the dashboards that are provided with the JBoss agent to
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identify the slowest applications, slowest requests, thread pool bottlenecks, JVM heap memory and
garbage collection issues, busiest sessions, and other bottlenecks on the JBoss application server.

« For information about configuring the agent after installation, see “Configuring JBoss monitoring” on
page 448.
« Forinformation about the dashboards, thresholds, and attributes, see the JBoss agent Reference.

Linux KVM monitoring
The Monitoring Agent for Linux KVM is a multi-instance and multi-connection agent and supports
connections to the Enterprise Linux based KVM hypervisor and Red Hat Enterprise Virtualization
Manager (RHEV-M) environments. You can create multiple instances of this agent to monitor multiple
hypervisors in an RHEV-M or KVM hypervisor environment. You can monitor virtualized workloads and
analyze the resource capacity across different virtual machines. To connect the agent to a virtual
machine in the KVM hypervisor environment, you must install the prerequisites: 1ibvirt*.rpmand
Korn Shell Interpreter (pdksh). The agent collects metrics by connecting remotely to a libvirt
hypervisor that manages the virtual machines.

« Forinformation about configuring the agent after installation, see “Configuring Linux KVM
monitoring” on page 474.

- For information about the dashboards, thresholds, and attributes, see the Linux KVM agent
Reference.

Linux OS monitoring
The Monitoring Agent for Linux OS provides monitoring capabilities for the availability, performance,
and resource usage of the Linux OS environment. This agent supports Docker container monitoring.
For example, detailed information such as the CPU usage, memory, network and I/O usage
information that relates to the docker container is shown. General information about the docker
containers running on the server, such as the docker ID and instance name is also shown. Also, you
can configure log file monitoring to monitor application log files. You can collect and analyze server-
specific information, such as operating system and CPU performance, Linux disk information and
performance analysis, process status analysis, and network performance.

- For information about configuring log file monitoring after installation, see “Configuring OS agent log
file monitoring” on page 626.

- For information about the dashboards, thresholds, and attributes, see the Linux OS agent
Reference.

MariaDB monitoring

The Monitoring Agent for MariaDB offers a central point of management for your MariaDB environment
or application. The software provides a comprehensive means for gathering the information required
to detect problems early and to prevent them. Information is standardized across the system. You can
monitor multiple servers from a single console. By using the Monitoring Agent for MariaDB you can
easily collect and analyze MariaDB specific information.

« For information about configuring the agent after installation, see “Configuring MariaDB monitoring”
on page 485.
 Forinformation about the dashboards, thresholds, and attributes, see the MariaDB agent Reference.

Microsoft Active Directory monitoring
The Monitoring Agent for Microsoft Active Directory provides capabilities to monitor the Active
Directory in your organization. You can use the agent to collect and analyze information that is specific
to Active Directory, such as network status, Sysvol replication, address book performance, and
directory system usage.

 Forinformation about configuring the agent after installation, see “Configuring Microsoft Active
Directory monitoring” on page 488.

« For information about the dashboards, thresholds, and attributes, see the Microsoft Active Directory
agent Reference.
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Microsoft Cluster Server monitoring
The Monitoring Agent for Microsoft Cluster Server provides capabilities to monitor the Microsoft
Cluster Server in your organization. You can use the Microsoft Cluster Server agent to collect
information that is related to cluster resource availability, such as cluster level, cluster nodes, cluster
resource groups, cluster resources, and cluster networks. The agent also provides statistics for
cluster resources usage, such as processor usage, memory usage, disk usage, and network usage.

- Forinformation about configuring the agent after installation, see “Configuring Microsoft Cluster
Server monitoring” on page 494 .

« For information about the dashboards, thresholds, and attributes, see the Microsoft Cluster Server
agent Reference.

Microsoft Exchange Server monitoring
The Monitoring Agent for Microsoft Exchange Server provides capabilities to monitor the health,
availability, and performance of the Exchange Servers in your organization. You can use the Microsoft
Exchange Server agent to collect server-specific information, such as mail traffic, state of mailbox
databases, and activities of clients. Additionally, the agent provides statistics of cache usage, mail
usage, database usage, and client activities to help you analyze the performance of Exchange Servers.

- For information about configuring the agent after installation, see “Configuring Microsoft Exchange
monitoring” on page 496.

- For information about the dashboards, thresholds, and attributes, see the Microsoft Exchange
Server agent Reference.

Microsoft Hyper-V Server monitoring
The Monitoring Agent for Microsoft Hyper-V Server provides capability to monitor the availability and
performance of all the Hyper-V systems in your organization. The Microsoft Hyper-V Server agent
provides configuration information such as the number of virtual machines, the state of the virtual
machines, the number of allocated virtual disks, the allocated virtual memory, and the number of
allocated virtual processors. Additionally, the agent provides statistics of physical processor usage,
memory usage, network usage, logical processor usage, and virtual processor usage.

- For information about configuring the agent after installation, see “Configuring Microsoft Hyper-V
monitoring” on page 509.

« For information about the dashboards, thresholds, and attributes, see the Microsoft Hyper-V Server
agent Reference.

Microsoft Internet Information Services monitoring
The Monitoring Agent for Microsoft Internet Information Services provides you with the capability to
monitor the availability and performance of Microsoft Internet Information Server. You can use the
Microsoft Internet Information Server agent to monitor website details such as request rate, data
transfer rate, error statistics, and connections statistics.

 Forinformation about configuring the agent after installation, see “Configuring Microsoft IIS
monitoring” on page 513.

« For information about the dashboards, thresholds, and attributes, see the Microsoft IIS agent
Reference.

Microsoft .NET monitoring
The Monitoring Agent for Microsoft .NET monitors Microsoft .NET applications that are based on
Internet Information Services (IIS) and Microsoft .NET Framework resources. The data collector
component collects data from incoming HTTP requests. The data collector collects method calls and
constructs a call tree, and collects request context and stack trace data. Use the dashboards that are
provided with the Microsoft .NET agent to identify the problems that are associated with
Microsoft .NET Framework, and also to identify the slowest HTTP requests from where you can drill
down to stack trace information to isolate problems.

- For information about configuring the agent after installation, see “Registering the data collector”
on page 522.
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 Forinformation about the dashboards, thresholds, and attributes, see the Microsoft .NET agent
Reference.

Microsoft Office 365 monitoring
The Monitoring Agent for Microsoft Office 365 provides you with the capability to monitor the
Microsoft Office 365. You can collect and analyze information about Microsoft Exchange Online,
SharePoint Online, Skype for Business, and OneDrive for Business.

- Forinformation about configuring the agent after installation, see “Configuring Microsoft Office 365
monitoring” on page 530.

« For information about the dashboards, thresholds, and attributes, see the Microsoft Office 365
agent Reference.

Microsoft SharePoint Server monitoring
The Monitoring Agent for Microsoft SharePoint Server provides you with the environment to monitor
the availability, events, and performance of the Microsoft SharePoint Server. Use this agent to gather
data from the Microsoft SharePoint Server and manage operations.

 Forinformation about configuring the agent after installation, see “Configuring Microsoft SharePoint
Server monitoring ” on page 537.

« For information about the dashboards, thresholds, and attributes, see the Microsoft SharePoint
Server agent Reference.

Microsoft SQL Server monitoring
The Monitoring Agent for Microsoft SQL Server provides you with the capability to monitor the
Microsoft SQL Server. The Microsoft SQL Server agent offers a central point of management for
distributed databases. Use the Microsoft SQL Server agent dashboards to monitor the availability,
performance, resource usage, and the overall status of all the SQL Server instances that are being
monitored.

« Forinformation about configuring the agent after installation, see “Configuring Microsoft SQL Server
monitoring ” on page 540.

« For information about the dashboards, thresholds, and attributes, see the Microsoft SQL Server
agent Reference.

MongoDB monitoring
The Monitoring Agent for MongoDB provides monitoring capabilities for the usage, status, and
performance of the MongoDB deployment. You can collect and analyze information such as database
capacity usage, percentage of connections open, memory usage, instance status, and response time
in visualized dashboards.

 Forinformation about configuring the agent after installation, see “Configuring MongoDB
monitoring” on page 570.

« For information about the dashboards, thresholds, and attributes, see the MongoDB agent
Reference.

MQ Appliances monitoring
The Monitoring Agent for MQ Appliance provides monitoring information that focuses on the MQ
appliance level on MQ Appliances, for example, CPU, memory, storage, sensors, and queue managers
summary information.

- For information about configuring the agent after installation, see “Configuring IBM MQ Appliances
monitoring” on page 287.

 Forinformation about the dashboards, thresholds, and attributes, see the MQ Appliance agent
Reference.

MySQL monitoring
The Monitoring Agent for MySQL provides monitoring capabilities for the status, usage, and
performance of the MySQL deployment. You can collect and analyze information such as Bytes
Received vs Sent, InnoDB Buffer Pool Pages, and Historical Performance.
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- Before you begin the agent installation, see Preinstallation on Linux systems - MySQL agent or
Preinstallation on Windows systems - MySQL agent.

- For information about configuring the agent after installation, see “Configuring MySQL monitoring”
on page 575.

 Forinformation about the dashboards, thresholds, and attributes, see the MySQL agent Reference.

NetApp storage monitoring
The Monitoring Agent for NetApp Storage provides you with the capability to monitor the NetApp
storage systems by using the NetApp OnCommand Unified Manager (OCUM). You can collect and
analyze information about the aggregates, nodes, disks, and volumes of the NetApp storage systems.

- For information about configuring the agent after installation, see “Configuring NetApp Storage
monitoring” on page 577.

 Forinformation about the dashboards, thresholds, and attributes, see the NetApp Storage agent
Reference.

Node.js monitoring
The Monitoring Agent for Node.js or the stand-alone Node.js data collector can be used to measure
and collect data about the performance of Node.js applications. For example, throughput and
response times for HTTP requests, and other measurements that relate to resource usage, are
monitored and stored for display and analysis. To choose between the Node.js agent and the Node.js
data collector, see “Configuring Node.js monitoring” on page 584 for instructions.

Node.js agent

- Before you begin the installation, see Preinstallation on Linux systems - Node.js agent.

 Forinformation about configuring the agent after installation, see “Configuring the Node.js
agent” on page 585.

 Forinformation about the dashboards, thresholds, and attributes, see the Node.js agent
Reference.

Node.js data collector (stand-alone)
The Node.js data collector monitors IBM Cloud and on-premises applications. Resource
monitoring and deep-dive diagnostics are supported, which helps detect, isolate, and diagnose
issues of your applications. You can configure the data collector to track the performance of
individual request and method calls, and use the information to diagnose slow requests and take
actions accordingly.

IBM Cloud applications

 Forinformation about configuring the data collector, see “Configuring the stand-alone
Node.js data collector for IBM Cloud(formerly Bluemix) applications” on page 590.

« For information about the dashboards, thresholds, and attributes, see the Data collectors
Reference.

On-premises applications

« For information about configuring the data collector, see “Configuring the stand-alone
Node.js data collector for on-premises applications” on page 595.

« For information about the dashboards, thresholds, and attributes, see the Data collectors
Reference.

OpenStack monitoring
The Monitoring Agent for OpenStack provides with you the capabilities to monitor your OpenStack
applications. Use the dashboards to view the performance of your OpenStack applications, such as
information about API endpoints, SSH sever connection, processes, and hypervisors.

« Forinformation about configuring the agent after installation, see “Configuring the OpenStack
agent” on page 605.

 Forinformation about the dashboards, thresholds, and attributes, see the OpenStack agent
Reference.
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Oracle Database monitoring
The Monitoring Agent for Oracle Database provides monitoring capabilities for the availability,
performance, and resource usage of the Oracle database. You can configure more than one Oracle
Database agent instance to monitor different Oracle databases. Remote monitoring capability is also
provided by this agent.

- Before you begin the agent installation, see Preinstallation on AIX systems - Oracle Database agent,
Preinstallation on Linux systems - Oracle Database agent, or Preinstallation on Windows systems -
Oracle Database agent (Windows).

« Forinstructions on configuring the agent after installation, see “Configuring Oracle Database
monitoring” on page 610.

- For information about the dashboards, thresholds, and attributes, see the Oracle Database agent
Reference.

 Forinformation about monitoring database transactions as part of the IBM Java application stack,
see “Monitoring the IBM Java application stack” on page 92.

PHP monitoring
The Monitoring Agent for PHP monitors PHP web applications by collecting web access metrics
through an Apache web server and performance statistics data from MySQL. The agent discovers all
WordPress applications on an Apache server and provides WordPress application statistics
information. Use the PHP agent to monitor web server availability, Apache server status, and GET/
POST requests. The agent evaluates only the performance of PHP requests in WordPress applications.
CSS and JS loading are not evaluated. The agent does not use URL arguments to identify URLs.

« For information about configuring the agent after installation, see “Configuring PHP monitoring” on
page 658.
« Forinformation about the dashboards, thresholds, and attributes, see the PHP agent Reference.

PostgreSQL monitoring
The Monitoring Agent for PostgreSQL monitors the PostgreSQL database by collecting PostgreSQL
metrics through a JDBC driver. The agent provides data about system resource usage, database
capacity, connections that are used, individual status of running instances, statistics for operations,
response time for SQL query statements, database size details, and lock information.

« For information about configuring the agent after installation, see “Configuring PostgreSQL
monitoring” on page 660.

- For information about the dashboards, thresholds, and attributes, see the PostgreSQL agent
Reference.

Python monitoring
The Python data collector monitors both on-prem and IBM Cloud Python applications. Both resource
monitoring and deep-dive diagnostics are supported, which provides monitoring data such as CPU
and memory usage, garbage collection, and threads. You can configure the data collector to track the
performance of individual request and method calls, and use the information to diagnose slow
requests and take actions accordingly.

IBM Cloud applications

 Forinformation about configuring the data collector, see “Configuring the Python data collector
for IBM Cloud applications” on page 664.

« For information about the dashboards, thresholds, and attributes, see the Data collectors
Reference.

On-premises applications

 Forinformation about configuring the data collector, see “Configuring the Python data collector
for on-premises applications” on page 669.

« For information about the dashboards, thresholds, and attributes, see the Data collectors
Reference.
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RabbitMQ monitoring
The Monitoring Agent for RabbitMQ provides you with the capability to monitor the RabbitMQ cluster.
You can collect and analyze information about the nodes, queues, and channels of the RabbitMQ
cluster.

 Forinformation about configuring the agent after installation, see “Configuring RabbitMQ
monitoring ” on page 674.

- For information about the dashboards, thresholds, and attributes, see the RabbitMQ agent
Reference.

Response Time monitoring
The Response Time Monitoring Agent uses network monitoring to capture HTTP and HTTPS
transaction data such as response times and status codes. Use the Response Time Monitoring agent
to monitor the performance and availability of web applications for users, including transaction
request, application, and server information. Also, use this agent to monitor devices and session
information.

« Before you begin the Response Time Monitoring agent installation, see Preinstallation on AIX
systems - Response Time Monitoring agent, Preinstallation on Linux systems - Response Time
Monitoring agent, or Preinstallation on Windows systems - Response Time Monitoring agent.

« For information about configuring the agent after installation, see “JavaScript Injection” on page
681.

 Forinformation about the dashboards, thresholds, and attributes, see the Transaction Monitoring
Reference.

« For information about using Response Time Monitoring as part of the IBM Java application stack,
see “Monitoring the IBM Java application stack” on page 92.

Ruby monitoring
The Monitoring Agent for Ruby or the stand-alone Ruby data collectors monitor the performance of
your Ruby on Rails applications, including request traffic and configuration statistics. You can also use
the diagnostic function to get a deeper view into each application.

The standalone Ruby data collector monitors only IBM Cloud applications.
Ruby agent

 Forinformation about configuring the agent after installation, see “Configuring Ruby monitoring”
on page 708.

- For information about the dashboards, thresholds, and attributes, see the Ruby agent
Reference.

Ruby data collector (stand-alone)
You can use the Ruby data collector to monitor IBM Cloud applications. Both resource monitoring
and deep-dive diagnostics are supported, which helps detect, isolate, and diagnose issues of your
applications. You can configure the data collector to track the performance of individual request
and method calls, and use the information to diagnose slow requests and take actions
accordingly.

IBM Cloud applications

« For information about configuring the data collector, see Configuring the Ruby data collector.

« For information about the dashboards, thresholds, and attributes, see the Data collectors
Reference.

SAP applications monitoring
The Monitoring Agent for SAP Applications provides you the capability to monitor your SAP
applications that run on the Advanced Business Application Programming (ABAP) stack. The agent
also monitors the SAP Solution Manager, which is an SAP lifecycle management tool, and the SAP
NetWeaver Process Integration (SAP PI), which is an enterprise integration software for SAP. It offers
a central point of management for gathering the information that you need to detect problems early,
and to take steps to prevent them from recurring. It enables effective systems management across
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SAP releases, applications, and components; and the underlying databases, operating systems, and
external interfaces.

« For information about configuring the agent after installation, see “Configuring SAP monitoring” on
page 719.
« Forinformation about the dashboards, thresholds, and attributes, see the SAP agent Reference.

SAP HANA Database monitoring
The Monitoring Agent for SAP HANA Database monitors the availability, resource usage, and
performance of the SAP HANA database. The agent can monitor HANA deployment scenarios such as
single host - single database, single host - multiple tenant databases, multiple hosts - single
database, and multiple hosts - multiple tenant databases. You can analyze the information that the
agent collects and take appropriate actions to resolve issues in the SAP HANA database.

- Before you begin the agent installation, see Preinstallation on AIX systems - SAP HANA Database
agent or Preinstallation on Linux systems - SAP HANA Database agent or Preinstallation on
Windows systems - SAP HANA Database agent.

- For information about configuring the agent after installation, see “Configuring SAP HANA Database
monitoring” on page 756.

« For information about the dashboards, thresholds, and attributes, see the SAP HANA Database
agent Reference.

SAP NetWeaver Java Stack monitoring
The Monitoring Agent for SAP NetWeaver Java Stack monitors the availability, resource usage, and
performance of the SAP NetWeaver Java Stack. The agent can monitor SAP NetWeaver Java Stack
deployment scenarios such as single host - single instance, single host - multiple instances, multiple
hosts - single instances, and multiple hosts - multiple instances. You can analyze the information that
the agent collects and take appropriate actions to resolve issues in the SAP NetWeaver Java Stack.

 Forinformation about configuring the agent after installation, see “Configuring SAP NetWeaver Java
Stack monitoring” on page 759.

« For information about the dashboards, thresholds, and attributes, see the SAP NetWeaver Java
Stack agent Reference.

Siebel monitoring
The Monitoring Agent for Siebel provides a central point of monitoring for your Siebel resources,
which includes Siebel statistics, user sessions, components, tasks, application server, Siebel Gateway
Name Server, process CPU and memory usage, and log event monitoring.

- For information about configuring the agent after installation, see “Configuring Siebel monitoring”
on page 766.

« Forinformation about the dashboards, thresholds, and attributes, see the Siebel agent Reference.

Skype for Business Server (formerly known as Microsoft Lync Server) monitoring
The Monitoring Agent for Skype for Business Server provides you with the capability to monitor the
health, availability, and performance of the Skype for Business Server. You can use the Skype for
Business Server agent to collect server-specific information, such as latency, synthetic transactions,
call details recording (CDR) service write operations, state of throttled requests, and session initiation
protocol (SIP) peers. Additionally, the agent provides historical usage statistics of instant messaging
and mediation server to help you analyze the performance of Lync or Skype for Business Servers.

« Forinformation about configuring the agent after installation, see “Configuring Skype for Business
Server monitoring” on page 515.

« For information about the dashboards, thresholds, and attributes, see the Skype for Business Server
agent Reference.

Sterling Connect Direct monitoring
The Monitoring Agent for Sterling Connect Direct provides monitoring of Connect Direct nodes. It
provides you with health and performance of the servers. Also, it gives analysis of file transfer activity.
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 Forinformation about configuring the agent after installation, see “Configuring Sterling Connect
Direct monitoring” on page 777.

- For information about the dashboards, thresholds, and attributes, see the Sterling Connect Direct
agent Reference.

Sterling File Gateway monitoring
The Monitoring Agent for Sterling File Gateway monitors the Sterling File Gateway application, which
is used for transferring files between internal and external partners by using different protocols,
different file naming conventions, and different file formats. It also supports the remote monitoring
feature.

« For information about configuring the agent after installation, see “Configuring Sterling File Gateway
monitoring” on page 779.

- For information about the dashboards, thresholds, and attributes, see the Sterling File Gateway
agent Reference.

Sybase Server monitoring
The Monitoring Agent for Sybase Server offers a central point of management for distributed
databases. It collects the required information for database and system administrators to examine
the performance of the Sybase server system, detect problems early and prevent them.

 Forinformation about configuring the agent after installation, see “Configuring Sybase Server
monitoring” on page 785.

 Forinformation about the dashboards, thresholds, and attributes, see the Sybase agent Reference.

Tomcat monitoring
The Monitoring Agent for Tomcat monitors the resources of Tomcat application servers. Use the
dashboards that are provided with the Tomcat agent to identify the slowest applications, slowest
requests, thread pool bottlenecks, JVM heap memory and garbage collection issues, the busiest
sessions, and other bottlenecks on the Tomcat application server.

« For information about configuring the agent after installation, see “Configuring Tomcat monitoring”
on page 794.

« Forinformation about the dashboards, thresholds, and attributes, see the Tomcat agent Reference.

UNIX OS monitoring
The Monitoring Agent for UNIX OS provides monitoring capabilities for the availability, performance,
and resource usage of the UNIX OS environment . Also, you can configure log file monitoring to
monitor application log files. You can collect and analyze server-specific information, such as
operating system and CPU performance, UNIX disk information and performance analysis, process
status analysis, and network performance.

- For information about configuring log file monitoring after installation, see “Configuring OS agent log
file monitoring” on page 626.

- For information about the dashboards, thresholds, and attributes, see the UNIX OS agent
Reference.

VMware VI monitoring
The Monitoring Agent for VMware VI monitors the VMware Virtual Infrastructure by connecting to the
VMware Virtual Center. You can use the VMware VI agent to view the status summary for clusters and

monitor multiple components, such as clusters, virtual machines, data stores, and ESX servers from a
single console.

- For information about configuring the agent after installation, see “Configuring VMware VI
monitoring” on page 804.

 Forinformation about the dashboards, thresholds, and attributes, see the VMware VI agent
Reference.

WebLogic monitoring
The Monitoring Agent for WebLogic provides you with a central point of monitoring for the health,
availability, and performance of your WebLogic server environment. The agent displays a
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comprehensive set of metrics to help you make informed decisions about your WebLogic resources,
including Java virtual machines (JVMs), Java messaging service (JMS), Java Database Connectivity
(JDBC).

 Forinformation about configuring the agent after installation, see “Configuring WebLogic
monitoring” on page 813.

« For information about the dashboards, thresholds, and attributes, see the WebLogic agent
Reference.

WebSphere Applications monitoring
The Monitoring Agent for WebSphere Applications with the embedded data collector, or the stand-
alone Liberty data collector monitor the resources of WebSphere application servers. These
monitoring components can be configured to do the following things:

« Gather PMI metrics for resource monitoring through a JMX interface on the application server.

- Gather aggregated request performance metrics.

« Track the performance of individual request and method calls.

The monitoring data is displayed in the dashboards. You can use the provided dashboards to isolate

specific problem areas of your application server. Drill down to determine whether a problem lies with
an underlying resource or if it relates to the application's code.

For information about whether to use the agent or one of the data collectors, see “Configuring
WebSphere Applications monitoring” on page 828.

WebSphere Applications agent and embedded data collector

 Forinformation about configuring the agent after installation, see “Configuring the data collector
for WebSphere Applications agent” on page 828.

« Forinformation about the dashboards, thresholds, and attributes, see the WebSphere
Applications agent Reference.

 Forinformation about monitoring WebSphere application server transactions as part of the IBM
Java application stack, see “Monitoring the IBM Java application stack” on page 92.

Liberty data collector (stand-alone)
You can use the Liberty data collector to monitor WebSphere Liberty profile on IBM Cloud or to
monitor WebSphere Application Server Liberty on Linux for System x. Resource monitoring,
diagnostics, and transaction tracking are all supported, which helps detect, isolate, and diagnose
issues of your applications. You can configure the stand-alone data collector to track the
performance of individual request and method calls, and use the information to diagnose slow
requests and take actions accordingly.

IBM Cloud applications

 Forinformation about configuring the data collector, see “Configuring the Liberty data
collector in IBM Cloud environment (Liberty V18.* and older versions)” on page 468.

« For information about the dashboards, thresholds, and attributes, see the Data collectors
Reference.

On-premises applications (Linux for System x only)

 Forinformation about configuring the data collector, see “Configuring the Liberty data
collector in on-premises environments (Liberty V18.* and older versions)” on page 464.

« For information about the dashboards, thresholds, and attributes, see the Data collectors
Reference.

WebSphere Infrastructure Manager monitoring
The Monitoring Agent for WebSphere Infrastructure Manager provides the monitoring capabilities for
the WebSphere Application Server Deployment Manager and Node Agent, including server status,
resources, and transactions. You can use the data that is collected by the WebSphere Infrastructure
Manager agent to analyze the performance of your Deployment Manager and Node Agent, and
whether a problem occurred.
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- Forinformation about configuring the agent after installation, see “Configuring WebSphere
Infrastructure Manager monitoring” on page 910.

 Forinformation about the dashboards, thresholds, and attributes, see the WebSphere Infrastructure
Manager agent Reference.

WebSphere MQ monitoring
With the Monitoring Agent for WebSphere MQ, you can easily collect and analyze data that is specific
to WebSphere MQ for your queue managers from a single vantage point. You can then track trends in
the data that is collected and troubleshoot system problems by using the predefined dashboards.

« For information about configuring the agent after installation, see “Configuring WebSphere MQ
monitoring” on page 911.

- For information about the dashboards, thresholds, and attributes, see the WebSphere MQ agent
Reference.

 Forinformation about monitoring message queues as part of the IBM integration stack, see
“Monitoring the IBM integration stack” on page 99.

Windows 0S monitoring
The Monitoring Agent for Windows OS provides monitoring capabilities for the availability,
performance, and resource usage of the Windows OS environment. Also, you can configure log file
monitoring to monitor application log files. You can collect and analyze server-specific information,
such as operating system and CPU performance, disk information and performance analysis, process
status analysis, Internet session data, monitored logs information, Internet server statistics, message
queuing statistics, printer and job status data, Remote Access Services statistics, and services
information. The KNTCMA_FCProvider service is installed with the agent.

 Forinformation about configuring log file monitoring after installation, see “Configuring OS agent log
file monitoring” on page 626.

- For information about the dashboards, thresholds, and attributes, see the Windows OS agent
Reference.

Features

The key features vary by offering. Some features are available in one or both offerings, in an add-on, or
through integration with other products and components.

Application resource monitoring
Use resource monitoring agents to monitor languages and middleware. Coverage varies by offering.
See “Capabilities” on page 56.

Operating system monitoring
Use resource monitoring agents to monitor Linux, UNIX, and Windows operating systems. See
“Capabilities” on page 56.

Log file monitoring
The OS agents contain a feature to monitor application log files. This feature includes the capability to
configure log file monitoring based on regular expressions.

For compatibility, the OS agent consumes the following information and formats:

« Configuration information and the format file that was used by the IBM Tivoli Monitoring Log File
Agent V6.x

- Configuration information and format strings that were used by the Tivoli Event Console Log File
Adapter

These format strings allow the agent to filter the log data according to patterns in the format file, and
submit only the relevant data to an event consumer. The OS agent sends data to the Cloud APM server
or through the Event Integration Facility (EIF) to any EIF receiver, such as the Netcool/OMNIbus
Probe for Tivoli EIF.
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Dashboards
The Application Performance Dashboard gives you a high-level status of the applications in your
environment. View areas of interest either by selecting from the navigator or by clicking in a summary
box to drill down to the next level.

To learn about the features that are available at each dashboard level, see “All My Applications -
Application Performance Dashboard” on page 1055, “Application - Application Performance
Dashboard” on page 1058, and “Group and Instance - Application Performance Dashboard” on page
1063.

View KPIs from the Tivoli Monitoring and Cloud APM domains in the same dashboards
In an environment that includes both IBM Tivoli Monitoring and IBM Cloud Application
Performance Management products, you can install the IBM Cloud Application Performance
Management Hybrid Gateway to provide a consolidated view of managed systems from both
domains. To view your hybrid environment in the Cloud APM console, you must create a managed
system group, install the Hybrid Gateway in your Tivoli Monitoring environment, and configure
communications with the Hybrid Gateway.

For more information, see “Integrating with IBM Tivoli Monitoring V6.3 ” on page 929.

Historical metrics
Get visualizations of up to 24 hours of historical data on the Application Performance Dashboard.
When a time selector is displayed in a dashboard's Status Overview tab, you can adjust the time
range for the charts and tables whose values are derived from historical data samples. For line
charts, you can also compare the current data, up to the past 24 hours, with up to 8 days of
historical data to spot abnormalities.

For more information, see “Adjusting and comparing metrics over time” on page 1067.

IBM Cloud Application Business Insights Universal View

You can use the Universal View to create customized pages for the applications you are
monitoring. Choose from different chart and metric options to create widgets to monitor data
according to your requirements. With Universal View, you can customize a dashboard to view
consolidated data from multiple agents.

When you are viewing data on the dashboard, you can change the chart type dynamically. On the
grid widget, you can filter data dynamically.

You can export the customized page data to a Raw Data file.

For more information, see “Custom views” on page 1086.

Application Details
After you drill down from the All My Applications dashboard to a detailed dashboard for a
managed system instance, the Attribute Details tab is displayed for you to create and manage
custom historical line charts and tables that can be saved. You can save more chart or table pages
for your viewing only or to be shared with all users in the same environment.

For more information, see “Creating a custom chart or table page” on page 1068.

APIs
Cloud APM APIs are available for managing your environment such as to assign users roles and to
create thresholds. For more information, see “Exploring the APIs” on page 1049.

Role-based access control
In Cloud APM, a role is a group of permissions that control the actions you can take. Use the Role
Based Access Control feature to create customized roles, which are the basis of security. The
following four predefined roles are also available: Role Administrator, Monitoring Administrator,
System Administrator, and Monitoring User. You can assign users to both customized roles or
predefined roles, and users can be assigned to multiple roles. You can assign permissions to
customized roles, or you can assign more permissions to existing default roles. Permissions are
cumulative. A user is assigned all the permissions for all the roles they are assigned to.
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You can assign the View permission and the Modify permission to individual applications, system
resource groups, and custom resource groups. For example, if you are a member of a role that has
View permission for an application, you can view all the supporting components within that
application.

You can assign the View permission and Modify permission to system administration tasks. For
example, if you are a member of a role that has View permission for Advanced Configuration, you can
make and save changes in the Advanced Configuration window.

For more information, see “Roles and permissions” on page 982.

Historical Reporting
Reports are available for data that is collected by the WebSphere Applications agent, the Response
Time Monitoring Agent, and the Synthetic Playback agent. Transaction tracking is required for
Response Time Monitoring agent reports (Not available with Cloud APM, Base) For report
descriptions, see “Reports” on page 1097.

Agent Builder
Build custom agents to monitor any platform or technology. See https://www.ibm.com/support/
knowledgecenter/SSMKFH/com.ibm.apmaas.doc/install/agent_builder_guide.htm.

Database resource monitoring
Coverage varies by offering. See “Capabilities” on page 56 for the names of the databases that can be
monitored,

Infrastructure resource monitoring
Use resource monitoring agents to monitor hypervisors, storage, and networks. Coverage varies by
offering. See “Capabilities” on page 56.

Commercial applications resource monitoring
Use resource monitoring agents to monitor business and collaboration applications. Coverage varies
by offering. See “Capabilities” on page 56.

Response time and end user experience monitoring
See what your users experience from your infrastructure to their device. Use response time
monitoring to monitor the performance and availability of websites and web applications from the
browser through to the database, and to monitor mobile devices. After you install the Response Time
Monitoring agent on any web servers that you want to monitor, data that is collected by these agents
is displayed in the Application Performance Dashboard with little or no further configuration required.
Data from the Response Time Monitoring agent is used for the End User Transactions dashboards. In
Cloud APM, Advanced you can measure response time from the Browser, and data from the Response
Time Monitoring agent is also used in the Aggregate Transaction Topology. For more information,
see “Scenario: Monitoring the IBM Java application stack ” on page 91.

Transaction tracking
This feature is available with Cloud APM, Advanced. The transaction tracking feature enables topology
views and instance level transaction monitoring. Transaction tracking is installed as part of the Cloud
APM server. Transaction tracking is automatically enabled for some agents but must be manually
enabled for others. Table 4 on page 75 provides more information about agents that support
transaction tracking.

Table 4. Transaction tracking enablement for agents and data collectors

Enabled by
Agent or data collector default How to enable

“Configuring transaction tracking for the
DataPower agent” on page 240

DataPower agent

“Configuring transaction tracking for the IBM
Integration Bus agent” on page 285

IBM Integration Bus agent
g g Note: TT is not supported if you deploy this

agent on Solaris X86.
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Table 4. Transaction tracking enablement for agents and data collectors (continued)
Enabled by

Agent or data collector default How to enable

J2SE data collector “Configuring J2SE monitoring” on page 442

JBoss agent “Setup the JBoss agent transaction tracking or
diagnostics data collector” on page 460

Liberty data collector “Configuring the Liberty data collector in on-
premises environments (Liberty V18.* and older
versions)” on page 464“Configuring the Liberty
data collector in IBM Cloud environment (Liberty
V18.* and older versions)” on page 468

Microsoft .NET agent “Enabling collection of transaction tracking and
diagnostics data” on page 525

Node.js data collector “Customizing the stand-alone Node.js data
collector for IBM Cloud applications” on page
592 “Customizing the Node.js data collector for
on-premises applications” on page 597

Response Time Monitoring “ . . C

agent + HTTP Server agent Planning the installation ” on page 679

SAP NetWeaver Java Stack “Enabling the collection of transaction tracking

agent and diagnostics data” on page 763

Tomcat agent “Enabling the collection of transaction tracking
and diagnostics data” on page 799

WebLogic agent “Configuring WebLogic monitoring” on page 813
“Configuring the data collector interactively” on
page 835

WebSphere Applications agent

. PP g Note: TT is not supported if you deploy this

agent on Solaris X86.
“Configuring transaction tracking for the
WebSphere MQ agent” on page 920

WebSphere MQ agent

P Qag Note: TT is not supported if you deploy this

agent on Solaris X86.

Data is shown in both the Aggregate Transaction Topology and Transaction Instance Topology
views for all agents that support transaction tracking.

Application topology
See how all components are connected in your application environment. For more information,
see “Application - Application Performance Dashboard” on page 1058.

Transaction instance topology
Visualize the path followed through your environment for each instance of a transaction. For more
information, see “Transaction Instance Topology ” on page 97

Availability Monitoring
IBM Cloud Availability Monitoring provides enhanced synthetic monitoring of your web applications
from multiple points of presence around the world. Create synthetic tests that mimic user behavior at
regular intervals. Run your tests from public points of presence, or download and deploy your own
custom points of presence on local or private servers. Use the Availability Monitoring dashboard to
monitor application availability, performance, and alerts by using graphs, breakdown tables, and map
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views. Use waterfall analysis to identify when performance and availability issues occur, and find the
reasons for those issues..

For more information about using synthetic tests, see “Availability Monitoring” on page 1024.

Deep-dive diagnostics
For specific agents, you can drill-down from summary dashboards to deep-dive diagnostics
dashboards and view information about individual requests. Drill down from summary dashboards to
view code-level, stack trace, and SQL query detail. Use the diagnostics dashboards to identify which
requests have a problem and to debug the problematic transaction. You can also detect, diagnose,
and kill hung or slow transactions that are still in progress (see the WebSphere Applications agent
Reference). Table 5 on page 77 provides more information about the diagnostics agents.

Table 5. Diagnostics dashboards of agents and data collectors

Diagnos How to configure
Agent or data tic cil‘.iata Available diagnostics :o w to access thtlelagent or data
collector configu dashboards iagnostics co ector.to )
red by dashboards collect diagnostic
default data
Click Diagnose in
Detail, Web Modules, Request the Overview “Configuring J2SE
J2SE data =2
collector Instances, Request Summary, dashboard or Web | monitoring” on
Request Traces Modules page 442
dashboard.
. . I’ Click Diagnose, “Setup the JBoss
Diagnostic Dashboard, In' flight Inflight Requests, [ agent transaction
Requests Summary, In-flight Details, or Hea tracking or
JBoss agent Request Stack Trace Dashboard, ! P |tracking or
. Dump in the diagnostics data
JVM Garbage Collection, Heap . »
dump, Heap Dump Comparison Overview collector” on page
’ dashboard. 460

Liberty data
collector

Detail, Heap dump, Heap Dump
Comparison, Memory Analysis

Click Diagnose,
View Heap Dump,
or View Memory
Analysis in the
Overview
dashboard.

 “Configuring the
Liberty data
collector in IBM
Cloud
environment
(Liberty V18.*
and older
versions)” on
page 468

« “Configuring the
Liberty data
collector in on-
premises
environments
(Liberty V18.*
and older
versions)” on
page 464

Microsoft .NET
agent

Request Instances, Request
Summary, Request Traces

Click Diagnose in
the Overview
dashboard.

“Enabling the

collection of
diagnostics data
by using the
configdc

command” on

page 525

Chapter 3. Product overview 77



https://ibm.biz/agent-websphereapplications
https://ibm.biz/agent-websphereapplications

Table 5. Diagnostics dashboards of agents and data collectors (continued)

Agent or data
collector

Diagnos
tic data
configu
red by
default

Available diagnostics
dashboards

How to access
diagnostics
dashboards

How to configure
the agent or data
collector to
collect diagnostic
data

Node.js agent

GC Details, Request Instances,
Request Summary, Request
Traces

Click Diagnose in
the Overview
dashboard.

“Configuring the
Node.js agent” on

page 585

Node.js data
collector

GC Details, Slowest Requests
Detail, Request Instances,
Request Traces

Click Diagnose or
GC Details in the
Overview
dashboard.

 “Configuring the
stand-alone
Node.js data
collector for IBM

Cloud(formerly
Bluemix)
applications” on
page 590

« “Configuring the
stand-alone
Node.js data
collector for on-
premises
applications” on
page 595

Python data

Slowest Requests Details,
Request Instances Detail,
Request Traces Detail, Python

Click Diagnose,
Threads Detail, or
Memory Detail in

« “Configuring the
Python data
collector for IBM

Cloud
applications” on
page 664

collector Thread Details, Python Garbage |[the Overview » “Configuring the
Collection, Python Heap Details | dashboard. Python data
collector for on-
premises
applications” on
page 669
Request Summary Detail, Click Diagnose in | “Configuring Ruby
Ruby agent Sampled Request Instances, the Overview monitoring” on
Request Traces dashboard. page 708
“Configuring the
. . . Ruby data
Ruby data Request Instances, Request Click Dlagpose """ collector for 1BM
the Overview
collector Summary, Request Traces Cloud
dashboard. = ..,
applications” on
page 715
“Enabling the
SAP . . . collection of
NetWeaver Request Instances, Request %fg&:ﬁ;ﬁe N transaction
Java Stack Summary, Request Traces tracking and
dashboard. : - "
agent diagnostics data

on page 763
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Table 5. Diagnostics dashboards of agents and data collectors (continued)

Diagnos How to configure
Agent or data tic d?ta Available diagnostics H.o w to access the agent or data
collector configu dashboards diagnostics collector.to ]
red by dashboards collect diagnostic
default data
Tomcat agent Request Instances, Request Click Diagnose in | “Enabling the
Summary, Request Traces the Overview collection of
dashboard. transaction
tracking and
diagnostics data”
on page 799
. . . Click Diagnose,
| Do Dot e [View Remuests, | <Contgurin
WebLogic Request Stack Trace Dashboard, Detallg, or Heap Web.Lo 1 ”
agent VM GC Detail, Heap Dump Dump.m the monitoring™ on
Heap Dump Cc,>mparison , Overview page 813
dashboard.
Click Diagnose,
View Requests, o
View Heap Dump, | * “Configuring the
or View Memory data collector
Diagnostics, Request Instance, | Analysis in the with.the si.mple
WebSphere Request Sequence, In-flight Overview co'qﬁ%,uratlon
=Ph Requests Summary, In-flight dashboard. utility” on page
Applications Request Stack Trace, Heap 832
agent y - The View Memory .
dump, Heap Dump Comparison, Analysis button « “Enabling
Memory Analysis works only after wryleak
monitoring™ on
memory leak —_— 2
monitoring is page 870
enabled.

The Diagnose button is enabled only when deep-dive diagnostics is configured for your agent and you
are a member of the Role Administrator role, Monitoring Administrator role, or some other custom
role that has view permission for Diagnostics Dashboards.

Thresholds

With thresholds, you can detect specific application behaviors and conditions based on actively
monitored definitions. Predefined thresholds are available for each agent and you can define new
thresholds for monitoring. For more information, see “Threshold Manager” on page 967.

When you have event forwarding configured, events are sent to the EIF receiver. You can use the
default mapping between thresholds and events forwarded to the event server or customize how
thresholds are mapped. For more information, see “Customizing an event to forward to an EIF
receiver” on page 972.

In the Application Performance Dashboard, after you select an application, the Events tab is
displayed. The Events tab shows the open events for the current application. You can drill down to
detailed dashboards with performance metrics to help you determine the cause of the event. For
more information, see “Event Status” on page 1083.

Resource groups

Managed systems in your monitored enterprise can be categorized by their purpose. Such managed
systems often have the same threshold requirements. Use the Resource Group Manager to organize
monitored systems into groups that you can assign eventing thresholds to. For more information, see
“Resource Group Manager” on page 962.
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Getting started page
After you log in to the Cloud APM console, you are presented with a Getting Started page. Click any of
the User Tasks or Administrator Tasks to link to a scenario-based tour or video demonstration.
"Start now" links take you directly to the feature, such as the Threshold Manager. Community
Resources links go to Frequently Asked Questions, the Cloud APM forum, and more.

Extra features are available through integration with other products and components. For more
information, see “Integration ” on page 80 and more details in Chapter 8, “Integrating with other
products and components,” on page 929.

Integration

Extra features are provided through integration with other products and components: Tivoli Monitoring,
OMEGAMON, Netcool/OMNIbus, Operations Analytics - Log Analysis, Operations Analytics - Predictive
Insights, Alert Notification, Control Desk, IBM Cloud, and Agent Builder.

IBM Tivoli Monitoring

Agent coexistence is supported. You can install IBM Cloud Application Performance Management
agents on the same computer where IBM Tivoli Monitoring agents are installed. However, both agent
types cannot be installed in the same directory. For more information, see “Cloud APM agent and
Tivoli Monitoring agent coexistence” on page 930.

If your environment has both IBM Tivoli Monitoring and Cloud APM products (cloud, on premises, or
both), you can install the IBM Cloud Application Performance Management Hybrid Gateway to provide
a consolidated view of managed systems from both environments. For more information, see “Hybrid
Gateway” on page 933. For the list of supported Tivoli Monitoring agents, see “Supported Tivoli
Monitoring and OMEGAMON agents” on page 934..

IBM OMEGAMON
The z Systems Extension Pack connects one or more OMEGAMON agents that are running on your z
Systems mainframe to Cloud APM. By using the z Systems Extension Pack and the Hybrid Gateway to
connect your deployed OMEGAMON agents to Cloud APM, you can view monitoring data and events
for your OMEGAMON application components in the Cloud APM console.

For more information, see “Integrating with OMEGAMON” on page 944.

IBM Netcool/OMNIbus
You can forward your events from Cloud APM into your on-premises Netcool/OMNIbus event
manager. For more information, see “Integrating with Netcool/OMNIbus” on page 945.

IBM Operations Analytics - Log Analysis
When your environment includes IBM Operations Analytics - Log Analysis, you can bring together
application log data and performance data to help find the root cause of problems that are
experienced by your applications. You can search through log data that is associated with your
applications to find the cause of a problem, such as slowness or a failure. For more information, see
“Integrating with Operations Analytics - Log Analysis” on page 952.

IBM Operations Analytics - Predictive Insights
Operations Analytics - Predictive Insights analyzes data and learns the normal behavior of a system.
It creates a performance model and uses it to detect or forecast behavior outside the modeled range,
and generates alarms when anomalous behavior occurs. You can add Operations Analytics -
Predictive Insights to your Cloud APM subscription. You can then view anomalies in the Application
Performance Dashboard and drill down to the Operations Analytics - Predictive Insights user interface
to view more details. For more information, see “Integrating with Operations Analytics - Predictive
Insights” on page 952.

IBM Cloud
You can view monitoring information for your applications within the IBM Cloud environment by using
the stand-alone data collectors. The data collectors enable the integration of monitoring capabilities
with IBM Cloud by transferring resource and deep-dive diagnostics monitoring data about your IBM
Cloud applications to the Cloud APM server. The Cloud APM server receives and processes monitoring
information that is gathered by the data collectors. The following types of IBM Cloud applications can
be monitored:
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« Liberty applications
» Node.js applications
e Python applications
» Ruby applications

After configuring a data collector, you can view monitoring data on the Cloud APM console. For more
information, see “General procedure for configuring data collectors” on page 184.

IBM Alert Notification
If you are using IBM Cloud Application Performance Management, IBM Alert Notification is
automatically integrated for you. Alert Notification is an easy to use, simple notification system that
gives IT staff instant notification of alerts for issues in your IT operations environment. Data that is
received from agents provides the source of the alerts. After you activate Alert Notification, connect it
to a Cloud APM instance. As a stand-alone package, you can integrate Alert Notification with any on-
premises monitoring tool that can implement and start a REST API. Supported tools include IBM Tivoli
Netcool/OMNIbus. For more information, see Integrating with Alert Notification.

IBM Control Desk
Integration with IBM Control Desk is available by submitting a support ticket to IBM Support. You can
configure Cloud APM events to automatically open tickets in IBM Control Desk. Go to IBM Support
and select Subscription. For more information about the details that are required by support to
enable them to configure this integration, see “Integrating with Control Desk” on page 954.

IBM Agent Builder
You can use Agent Builder to build custom agents for any technology. For more information, see
https://www.ibm.com/support/knowledgecenter/SSMKFH/com.ibm.apmaas.doc/install/
agent_builder_guide.htm.

Documentation

You can find information for IBM Cloud Application Performance Management in the IBM Knowledge
Center and Cloud APM console.

IBM Knowledge Center
Cloud APM in the IBM Knowledge Center is the official source of technical information for the product.

User interface help
When you are logged in to the Cloud APM console or exploring the Guided Demo, you can access the
help system:

« Click Help Contents from the navigation bar. @ Help menu.
« Click @ in the Application Performance Dashboard banner.
« Click the Learn more link in the System Configuration pages.
» Click (2 in a dashboard widget.

IBM Cloud Application Performance Management Forum and dwAnswers
The Cloud Application Performance Management Forum and dwAnswers contain technical
discussions of product issues, including troubleshooting problems and solutions.

Information is also available at the following websites:

Software Product Compatibility Reports (SPCR) tool
You can use the SPCR tool to generate various types of reports that are related to offering and
component requirements. Search for one of the Cloud Application Performance Management offering
names or for IBM Cloud Application Performance Management - Agents.

IBM Marketplace
Resources such as video demonstrations and FAQs are available in IBM Marketplace.

IBM API Explorer
For documentation about the Cloud APM APIs, see “Exploring the APIs” on page 1049.
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IBM Terminology
The IBM Terminology website contains terminology that is relevant to IBM products and consolidated
in one convenient location.

IBM Redbooks”®
The IBM Redbooks website contains Redbooks publications, Redpapers, and Redbooks technotes
that provide information about products from platform and solution perspectives.

Conventions used in the documentation

Several conventions are used in the documentation for special terms, actions, commands, paths that are
dependent on your operating system, and for platform-specific and product-specific information.

Typeface conventions
The following typeface conventions are used in the documentation:
Bold

« Lowercase commands, mixed-case commands, parameters, and environment variables that are
otherwise difficult to distinguish from the surrounding text

« Interface controls (check boxes, push buttons, radio buttons, spin buttons, fields, folders, icons, list
boxes, items inside list boxes, multicolumn lists, containers, menu choices, menu names, tabs,
property sheets), labels (such as Tip:)

« Keywords and parameters in text
Italic
- Citations (examples: titles of publications, diskettes, and CDs)
« Words and phrases defined in text (example: a nonswitched line is called a point-to-point line)
« Emphasis of words and letters (example: The LUN address must start with the letter L.)

« New terms in text, except in a definition list (example: a view is a frame in a workspace that contains
data.)

« Variables and values you must provide (example: where myname represents...)
Monospace

« Examples and code examples

- File names, directory names, path names, programming keywords, properties, and other elements
that are difficult to distinguish from the surrounding text

« Message text and prompts
e Text that you must type
- Values for arguments or command options
Bold monospace
« Command names, and names of macros and utilities that you can type as commands
« Environment variable names in text
« Keywords

« Parameter names in text: API structure parameters, command parameters and arguments, and
configuration parameters

» Process names
« Registry variable names in text
 Script names
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Operating system-dependent variables and paths

The direction of the slash for directory paths might vary in the documentation. Regardless of what you see
in the documentation, follow these guidelines:

. T T Usc o forward slash .
« IITTTEM Use a backslash (V).

The names of environment variables are not always the same in Windows and AIX. For example, % TEMP
% in Windows is equivalent to $TMPDIR in AIX or Linux.

For environment variables, follow these guidelines:
- TN T Use $variable.
- T Use %variable%.

ITITEM 1f you are using the bash shell on a Windows system, you can use the AIX conventions.

Installation directory variable and paths for agents

install_dir is the installation directory for the agents. The default location depends on the operating
system:

o INIITTTEM C - \IBM\APM
« IEITEN /opt/ibm/apm/agent
- mmm /opt/ibm/apm/agent

Chapter 3. Product overview 83



84 IBM Cloud Application Performance Management: User's Guide



Chapter 4. Planning your deployment

To ensure that your IBM Cloud Application Performance Management deployment is successful, planning
is critical.

System requirements

For the IBM Cloud Application Performance Management agents and data collectors, various operating
systems are supported and each of these components has specific requirements.

Time zone

Use Network Time Protocol (NTP) on managed systems to ensure that the time is accurate. Setting the
time to match the physical location of the servers (such as UTC-03:00 for Brasilia and UTC +06:30 for
Yangon) helps ensure accurate time stamps for events and transactions. Agents report data in the APM UI
in the local time of the user.

Cloud APM agent and data collector requirements
Obtain information about the requirements for each monitoring agent and stand-alone data collector that
you plan to install.

Cloud APM agent and data collectors in general are hypervisor transparent, which means they can be
installed and deployed on any supported operating systems regardless of the hypervisors that the
operating systems are hosted on, such as Hyper-V, IBM PowerVM, KVM, VMWare ESX, and so on.

For the agent and data collector requirements, generate a report from for the selected agent or data
collector:

1. Open the IBM Software Product Compatibility Reports for IBM Cloud Application Performance
Management - Agents V8.1.

2. Expand the Report filters twisty and click the Edit button.

3. Edit the report filters for the agent or data collector that you want to review and click Apply to
generate the report.

For example, if you want to see the requirements for the Cisco UCS agent, clear all the Agent or Client
check boxes and select the Monitoring Agent for Cisco UCS check box before you click Apply.

For information about supported browsers, see the IBM Cloud Application Performance Management
Detailed System Requirements report.

The local computer system where the agent is installed must support UTF-8 encoding if the agent sends
globalized data to the Cloud APM server.

Default ports used by agents and data collectors

Various ports are used for communication between the Cloud APM component and the application or
system (either local or remote) that is being monitored. In most cases, default ports are provided to
facilitate configuration. Most defaults can be customized by using configuration parameters.

Table 6 on page 86 lists the default ports that are used by the Cloud APM agents and data collectors to
communicate with the applications or systems that they are monitoring. N/A in the table indicates one of
the following situations:

- The agent or data collector does not use any port to communicate with the monitored application or
system.

« The port used for communication is determined by configuration of the monitored application.
« Ports used by the agent or data collector are dynamically assigned and no static defaults are provided.
« All ports to be used must be specified by the user and no defaults are provided.
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Table 6. Default ports used by agents and data collectors

Agents and data collectors

Default ports

Configurabl
e

Local

Remote

Amazon EC2 agent

TCP port 80 (for HTTP)
TCP port 443 (for HTTPS)

N/A

Yes

No

Amazon ELB agent

TCP port 80 (for HTTP)
TCP port 443 (for HTTPS)

N/A

No

No

Azure Compute agent

TCP port 80 (for HTTP)
TCP port 443 (for HTTPS)

No

No

No

Cassandra agent

7199 (for IMX server, local and
remote)

Yes

Yes

Yes

Cisco UCS agent

« TCP port 80 (for HTTP)
« TCP port 443 (for HTTPS)

No

Yes

No

Citrix VDI agent

For PowerShell calls:

» 5985 (for HTTP)
» 5986 (for HTTPS)

Yes

Yes

Yes

Db2 agent

» 50000 (default port of Db2 server)

« Remote Monitoring supported:
Uses port number given by the user
while cataloging the remote server
instance.

Yes

Yes

Yes

DataPower agent

5550 (for connecting to remote
DataPower appliance)

Yes

No

Yes

Hadoop agent

 Local monitoring: CP_PORT
environment variable value

« Remote monitoring:

50070 (Standby Namenode)
50090 (Secondary Namenode)
8088 (ResourceManager)
19888 (JobHistory Server)
8080 (Ambari)

Yes

Yes

Yes

HMC Base agent

12443 (for downloading SDK from
HMC)

No

Yes

No

HTTP Server agent

HTTP server might be configured to
different port, but the agent itself has
no default port.

N/A

Yes

No

IBM Cloud agent

Outgoing connection to
api.softlayer.com port 443.

N/A

No

Yes

IBM Integration Bus agent

N/A

N/A

Yes

No
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Table 6. Default ports used by agents and data collectors (continued)

Agents and data collectors | Default ports gonﬁgurabl Local Remote
Internet Service Monitoring | For databridge: Yes No Yes
« 9510
« 9520
DataStage agent * 9443 (WAS HTTPS port) Yes Yes Yes
» 50000 (Database JDBC port)
« 1433 (Microsoft SQL)
« 1521 (Oracle)
J2SE data collector N/A N/A No No
Varies according to the version of the
JBoss server:
JBoss agent * 9990 No Yes No
+ 9994
* 9999
Liberty data collector N/A N/A No No
) « 8080 (for HTTP)
Linux KVM agent Yes Yes No
« 8443 (for HTTPS)
Linux OS agent 22 (for remote log monitoring with Yes Yes No
SSH)
MariaDB agent 3306 Yes Yes Yes
Microsoft Active Directory | The port number depends on the
agent listener setting for monitoring usage. N/A ves ves
Microsoft Cluster Server N/A N/A No No
agent
Microsoft Exchange Server N/A N/A No No
agent
Microsoft Hyper-V Server N/A N/A No No
agent
Microsoft IIS agent N/A N/A No No
. To send transaction tracking data,
Microsoft .NET agent port 5456 is used by default, Yes Yes No
Microsoft Office 365 agent | 7799 (for Skype synthetic Yes Yes No
transaction)
Microsoft SharePoint Server 1433 (for SQL server) No Yes Yes
agent
Microsoft SQL Server agent | 1433 (default of SQL server) ves (by Yes No
COLL_PORT)
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Table 6. Default ports used by agents and data collectors (continued)

Agents and data collectors | Default ports gonﬁgurabl Local Remote
MQ Appliance agent « 162 (for receiving SNMP events) Yes Yes Yes
« 5554 (for connecting to MQ
Appliances)
» 27017 (for single instance)
MongoDB agent Yes Yes No
« 27019 (for cluster)
MySQL agent 3306 (for IDBC connection) Yes Yes Yes
NetApp Storage agent For remote monitoring: No No Yes
- 8088
- 8488
« 443
- 8443
Node.js agent 63336 Yes Yes No
Node.js data collector N/A N/A No No
OpenStack agent 5000 (for connecting OpenStack Yes No Yes
identity service)
Oracle Database agent 1521 (for SQL connection) Yes Yes No
 Apache connection
PHP agent « Port number is based on the Yes Yes No
Apache configuration
PostgreSQL agent 5432 (for IDBC connection) Yes Yes Yes
Python data collector N/A N/A No No
RabbitMQ agent Port number where the RabbitMQ Yes Yes Yes
management plug-in is enabled
(local and remote): 15672
» Package analyzer model monitors
Response Time Monitoring HTTP transactions at port 80.
. Yes Yes No
Agent « HTTP server model monitors all
ports.
Ruby agent Dynamically generated N/A Yes No
Ruby data collector N/A N/A No No
SAP agent 33nn (where nn is the SAP instance No Yes No
number)
Default: 30013. Range:
SAP HANA Database agent 30013-39913. Yes Yes No
SAP NetWeaver Java Stack | Default: 50004. Range: Yes Yes No
agent 50004-59904.
Siebel agent N/A N/A Yes No
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Table 6. Default ports used by agents and data collectors (continued)

Agents and data collectors | Default ports gonﬁgurabl Local Remote
Skypte(tcor Bus{nekss Server |. Business server default port 5061 | NO Yes No
agent (formerly known as
Microsoft Lync Server « SQL server port.1433 (local or
remote depending on
agent) .
environment).
Sterling Connect Direct 1363 Yes No Yes
agent
Sterling File Gateway agent | 50000 Yes Yes Yes
The IBM B2B Integrator REST API
port number and Database port
number are both required and are
configurable.
Sybase agent 5000 N/A Yes No
» 4444 (for connecting internal
selenium server)
Synthetic Playback agent [+ Remote ports are specified inthe [ No Yes No
http URL of monitored websites,
typically HTTP 80 and HTTPS 443
Tomcat agent 8686 (for Tomcat MBean server) :ift)(by IMX Yes No
UNIX OS agent 22 (for remote log monitoring with Yes Yes No
SSH)
» 443 (for remote monitoring)
VMware VI agent o No Yes Yes
« 80 (for local monitoring)
WebLogic agent 7003 (JMX Management HTTP Yes Yes No
traffic)
+ 63335 (for V8 monitoring agent)
o » 63336 (for V6 monitoring agent)
WebSphere Applications . Yes Yes No
agent » 63355 (for resource monitoring)
» 5457 (for Transaction Framework
Extension)
WebSphere Infrastructure
Manager agent N/A N/A ves No
The port number depends on the
WebSphere MQ agent listener setting for monitoring usage. N/A No ves
Windows OS agent 22 (for remote log monitoring with Yes Yes No

SSH)
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Scenarios

Depending on the complexity of your environment, you must install different agents to monitor different
components. Use these deployment scenarios to help you understand what you must install where to get
the best results from IBM Cloud Application Performance Management.

Scenario: Monitoring IBM API Connect

You can monitor and troubleshoot your IBM API Connect environment by using APM agents and data
collectors.

The Cloud APM product helps you manage the performance and availability of your API Connect
environment. By using Cloud APM agents and data collectors, you are provided with visibility and control
of both the API Connect infrastructure and the application APIs, ensuring optimal performance and
efficient use of resources. When you encounter performance issues within the API Connect environment,
the Cloud APM product can assist you in detecting, diagnosing, and isolating them.

For example, you can install the OS agents on all applicable systems. Use the OS agents to collect and
analyze server-specific performance, including CPU performance, disk I/0 and utilization, process
availability and performance, and network performance. In addition, the OS agents can be configured to
monitor the key API Connect logs and system logs.

If you have other middleware products deployed, the transaction tracking feature, which is installed as
part of the Cloud APM server, can provide you with topology views to see transaction tracking information
for the middleware products and the services they expose and troubleshoot when problems arise.

The following picture shows API Connect components and the corresponding Cloud APM agents and data
collectors that can monitor them. To enable these agents and data collectors, complete installation and
configuration tasks that are listed under the agent and data collector name. Click the rectangular boxes in
the picture that contains the task name to go to the installation or configuration tasks.

Note:

« Install a Node.js data collector to each published IBM API Connect application on the collective
member.

- When monitoring the DataPower Gateway, the DataPower agent runs remotely from the DataPower
appliance.
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Liberty data collector 0S agent

Configuring Liberty 1. Installing an agent
data collector
2. Configuring OS agent
MNode.js data collector 0S agent
Configuring Node. js 1. Installing an agent
data callector
Collective 2. Configuring OS agent
Member
DataPower agent
ﬁ I 1. Installing an agent
2. Configuring DataPower
DataPower monitoring
Gateway
D 0S agent Mode.js data collector
. Configuring Node. js
. Installing an agent I T Ao
L

. Configuring OS agent

1. “Configuring the Liberty data collector in on-premises environments (Liberty V18.* and older
versions)” on page 464

. Chapter 6, “Installing your agents,” on page 121

. “Configuring OS monitoring” on page 624

. “Configuring the stand-alone Node.js data collector for on-premises applications” on page 595

. Chapter 6, “Installing your agents,” on page 121

. “Configuring OS monitoring” on page 624

. Chapter 6, “Installing your agents,” on page 121

. “Configuring DataPower monitoring” on page 230

O 00 9 O o1 A W

. Chapter 6, “Installing your agents,” on page 121
. “Configuring OS monitoring” on page 624

[
o

11. “Configuring the stand-alone Node.|s data collector for on-premises applications” on page 595

Scenario: Monitoring the IBM Java application stack

You can monitor and troubleshoot the IBM Java application stack to see transaction monitoring
information from the browser through to the database, including resource monitoring from individual
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components. The IBM Java application stack includes the IBM HTTP Server, the WebSphere Application
Server, and the IBM Db2 or Oracle database.

Browser Wehsite Application Database
JavaScript ——p
Injection
WebSphere Application
IBM HTTP Server i DE2 or Oracle
Response Time HTTP Server WebSphere Database
Menitaring agent agent Application agent agent

QOperating System

Monitoring the IBM Java application stack
To monitor the IBM Java application stack, install the agents that are listed for each component in the
order given.

Optionally, if you also want to monitor the system, install OS agents on all components.
For the web server, complete the following steps:
1. Install the HTTP Server agent.

Fast path: This installation also installs IBM HTTP Server Response Time module and automatically
configures JavaScript injection.

2. Configure the HTTP Server agent installation..
3. Install the Response Time Monitoring agent.

For the application server, install the WebSphere Applications agent.

For the database, install the Oracle Database agent or Db2 agent, depending on your database.

Adding web applications to the Application Performance Dashboard
Add the web applications that you want to monitor to the Application Performance Dashboard.

Procedure

To add web applications, complete the following steps:
1. In the Application Performance Dashboard, click Add Application.

ﬂ Application Dashboard

~ Applications

~ AllMy Applications

My Components.
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4. Click Save.

Associating the IBM Java application stack with the web application
Edit the web application to associate the WebSphere Application Server and database components that
you want to monitor with it.

Procedure

To display the components in the Java application stack, complete the following steps in the Application
Performance Dashboard:

1. Select the web server and click Edit Application.

ﬁ Application Dashboard

~ Applications

~ AllMy Applications

My Components.

i il

2. In the Edit Application window, click Add components ' * .
3. In the Select Component window, select WebSphere Application Server.
4. In the Component Editor, select the required component instances and click Add.

Any detected WebSphere Application Server instances are automatically added to this list.

5. Click Back and repeat steps “3” on page 93 - “4” on page 93 for your database. Continue adding
WebSphere Application Server and database instances until the Java application stack is complete.

Edit Application

6. Click Close, then Save to return to the Application Performance Dashboard.

Results

Tip: If the Aggregate Transaction Topology does not initially show the topology that you expect, wait for it
to refresh and check again in a few minutes. If the topology is still not what you expect, your application
might not be communicating with the expected components. Check your environment.

Viewing results of IBM Java application stack monitoring
You can view the results of IBM Java application stack monitoring in the topologies.
About this task

In the topologies, you will see transaction monitoring information from the browser to the database,
including resource monitoring from individual components. The following nodes are displayed in the
Aggregate Transaction Topology and Transaction Instance Topology:

« Browser, displayed only when JavaScript Injection is enabled
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« HTTP server
« WebSphere Application Server
- Database

Procedure

You can link from nodes in the topology to more details about that node:
1. Hover your mouse over a node to display a window with additional information.
2. To drill down to a more detailed dashboard for the node, right-click the node and select the link.

Aggregate Transaction Topology
The Aggregate Transaction Topology is displayed in the Application summary dashboard.

Aggregate Transaction Topology

[£2] | Actions ~ Status: @ 4 ©
—
¢ .0 . Q
i e
e
“ . “a ter
® T *e"
— - ]
. e
i p— =
- ¢ — =S ®aap
— B - o B Ta
a4 poveran P
-
—
Selected: 0 Resources: 12 Relationships: 11 Filtered: 0 8/12/16 10:53:34 AM

Aggregate Transaction topologies display the following information:

« Node for browser-based clients, drill down to the end-user experience
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Aggregate Transaction Topology

B, €, 7| Ao~

Selected: 0 Resources: 12 Relationships: |1 Fitered: 0

sats: @ A O

23 Avplication Dashboard

B Kby optctons - PctioMaragemert -
list} End User Transactions

Status Overview

Events &

> Users and Sessions

Last Updated: Aug 23, 2016, 2:49:09 PM

Last 4 hours ~

Requests and Response Time

ol Uniue Users: § | Tta Uniue Sessons: 360

>
) B
I N RPN
. ® B
» 2 :
Y §
0 F > 8
o - F e .
Tragg, T225s, Hits 4, 40
g 237 g 25/ 49 25" Mg 2 o Y
s 12 124 140
> R — 04 23 04y 2 0Aug 2 49 2
|| - Che Toal Time. —+~ServerResponse Tme [ FedRacuests (1] SowRecuests [l GoodRecuests
> Worst by User - Top 5 > Transactions - Top 10
Transaction Faled(%)  Slow(%) Volume  Response
e Time..
- Tmpletrade/BuyStock
B ooo [N 1231 1560 4510

Wrsearo [ sowtn [l Goodt)

> Worst by Device - Top 5

[

Isimpletrade/BuyStock

Remember: This node is displayed only when automatic JavaScript injection is measuring data from the

browser.

« Nodes for HTTP-based applications, drill down to the web server resource page or a transaction

summary page
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Aggregate Transaction Topology

@, S EZ | Actions~ Savs: @ 4 O

Selected: 1Resources: 12 Relationships: 1 Filtered: 0 8/12/16 12:09:56 PM

AllMy Applications > Portiolio Management » Components > HTTP Server »

ﬂ HU:docker-ihs_httpd:HUS

Status Overview  Events Attribute Details

Last s ~
Transaction Volume Service Dependencies
‘Average Response Time: 3.906 | Volume: 1,436 =1
B O [EF | Actions ~
= & &
=1
HTTP 3908 Q
0
10525322880 | Unknown Service
o -
o8 o, o "
S 1 Ay 1, Bagg, g,
B Goodrecuests [ Siowrequests [l Fded recuests
Selocted: 0 Resources: 2 Relationships: 1Fitered: 0 B/12/16-1213:19 PM
Transactions
“Transaction Average Response Transaction Failed (%) Slow (%) -,
Time (s) Volume
Isimpletrade/BuyStock 2906 1436 I ooo [N 584

« Nodes for WebSphere Application Server based applications, drill down to an application resource page,
or a transaction summary page

Aggregate Transaction Topology

B B Acons E—

- o
et
-
R
@

Selected: 1Resources: 12 Relationships: 1 Filtered: 0

> Components

[, f8e80d2aelafNode:docker-was:KYNS

Status Overview  Events  Attribute Details

Last 4 hours
Transaction Volume Service Dependencies
Average Response Time: 3933 | Volume: 1432 S
& A | actons ~
B/ | s
enzseatecert |\ ;
101 " s 2. ]
gy A Yoy 0,
B Goodrequests (1] Siowreauests ] Fded recuests a
Transactions
Transaction Average Response  Transaction  Failed (%) Siow (%) -
Time (8) Volume
Isimpletrade/BuyStock 2033 1432 I o0 N 614

« Nodes for specific database servers, drill down to a database resource page if available
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Aggregate Transaction Topology

v G [ | Acons v

=

IT@];' 1D 19

savs @ A @ €

3 Q Wroperties.

8/12/16 1:36:00 PM

s.0m2
#2 db2apm:docker-db2:UD
Status Overview Events  Attribute Details
Last 4 hours
> D82 Overview Dashbosrd -

> Databases Status

DatabascName Status ~ Catalog ~ Package  Buffer Pool Hit Ratio Failed SQL LogUsed Rollback Rate Transactions Per Active App
Gache (%) _Cache (%) (%) Statements (%) (%) in Gonnections _ Waiting

TESTDB © inactive 000 ooo NN 000 000 000 000 3 3 3
TRADEDB Active 9999 o085 NN 000 153 147 101 s7 1 0

> CPU Usage (history) > Memory Used (history) > Pool Total Read and Writes

100
o 10000
= o
o
—— Totl allccatecMemoryOAE)  —Used MamoryME)
[ Pooitotaiwrtes [l Poottoai reads
Read-Writes
% AppLock Wait-Top 5 ) App Holding Lock-Top 5 > HADR Status
Database Name Database  Current Role  State  Gomnect
Status___Connection Status

App Name

Transaction Instance Topology

App Name

Transaction instance topologies are displayed for real end-user transactions.

Drill down from the End User Transactions summary through the following widgets:

1. Select a transaction in the Transactions - Top 10 table

2. Select an instance in the Tra

nsactions Instances table
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Transaction instance topologies for the Java application stack display the following nodes. Click the node
to display information about the node.

» Node for browser-based clients

Remember: This node is displayed only when automatic JavaScript injection is measuring data from the
browser.

« HTTP nodes, including response times from the browser
- DataPower nodes, if instrumented
« WebSphere Application Server nodes, from which you can drill down to an application resource page

« Database server nodes, from which you can drill down to a database resource status, and SQL
statement diagnostic information for JDBC requests

Tip: When the topology indicates that most of the response time is spent in the database, SQL
statement information is opened directly when you click Diagnose.

Also displayed are Gantt charts, which summarize instance timings.

Diagnosing problems in your environment
If transaction instances for one of the components in your environment are slow or failing, the affected
component is assigned an appropriate status.

A node might have one of the following statuses:

« | «=nns | GoOd, the node has a tick surrounded by a green square in the upper right corner
‘®

- == Warning, the node has an exclamation point surrounded by a yellow triangle in the upper right
corner

L2 -]
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& o

- ™ Critical, the node has a red background and a cross that is encircled with red in the upper right
corner

To identify the cause of the problems for these components with a warning or critical status, right-click
the node and drill down to see more information about what might be causing the failures.

Scenario: Monitoring the IBM integration stack

You can monitor the IBM integration stack to see transaction tracking information for the middleware
products and the services they expose and troubleshoot if any problems arise. The IBM integration stack
includes IBM MQ, IBM Integration Bus, and DataPower appliance.

Middleware Integration Stack

— i DataPower
appliances
Third party Internet
service DataP ower
consumer agent
Third party
SeMvice
id
Line of Business l RInRer
Application ¥
——
IBM MG —————» IBM Integration Bus
——
Line of Busi System of
s lisation MQ agent IIE agent l Record
* 1BM MQ ——
Line of Business System of
Application MQ agent Record

Monitoring the IBM integration stack

To monitor the IBM integration stack, install the agents that are listed for each component in the order
given.

Optionally, if you also want to monitor a system, install OS agents on that system.
For IBM MQ, complete the following steps:

1. Install the Monitoring Agent for WebSphere MQ.

2. Configure the WebSphere MQ agent to connect to the queue manager.

3. Enable MQ Application Activity Trace in the queue manager.

For IBM Integration Bus, complete the following steps:

1. Install the Monitoring Agent for IBM Integration Bus.

2. Enable IBM Integration Bus for transaction tracking.

3. Configure transaction tracking for the required IBM Integration Bus agent instances.
For DataPower appliance, complete the following steps:

1. Install the Monitoring Agent for DataPower.

2. Configure the DataPower agent to connect to the DataPower appliance.

3. Ensure that transaction tracking is enabled for the required DataPower agent instances.
4. Set up the DataPower appliance.
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Adding middleware applications to the Application Performance Dashboard
Create an IBM integration stack application and add the IBM MQ, IBM Integration Bus, and DataPower
appliance instances that you want to monitor to it.

Procedure

To display the components in the IBM integration stack, complete the following steps in the Application
Performance Dashboard:

1. In the Application Performance Dashboard, click Add Application.

Application Dashboard

~ Applications

~ All My Applications
My Components
F e '- ) M 7

Credit Card Processing

2. In the Edit Application window, add an application name and click Add components * .
3. In the Select Component window, select IBM Integration Bus.
4. In the Component Editor, select the required component instances and click Add.

Any detected IBM Integration Bus instances are automatically added to this list.

5. Click Back and repeat steps 3 - 4 for WebSphere MQ and DataPower Appliance. Continue adding
IBM Integration Bus, IBM MQ, and DataPower appliance instances until the IBM integration stack is
complete.

Edit Application

Application name *

Portfolio Management

Application read from 10.5.253.228:80
Description

Application read from

Response Time

Template *

Gustom Application >

Application components

| UGS UL = L A S 1)
Y docker-db2:LZ
~ I docker-mq - Linux OS{1)
* docker-mq:LZ
~ [ docker-was - Linux OS(1)
* docker-was:LZ
+ 1 db2apm:docker-db2 - DB2(1)
* db2apm:docker-db2:UD
~ [ f8eB80d2aelafNode:docker-was - WAS(1)
Y f8eB0d2aeDafNode:docker-was:KYNS
~ 7 TRADE_ROUTE_QM:ADLDemo - WebSphere MQ(1)
*| TRADE_ROUTE_QM:ADLDemo:MQ
~ I TRADEQM:ADLDemo - WebSphere MQ(1)
* TRADEQM:ADLDemo:MQ
~ = TRADEBK:ADLDemo - IBM Integration Bus(1)
*| TRADEBK:ADLDemo:KQIB Z

‘Show all unaccepted component changes.

6. Click Close, then Save to return to the Application Performance Dashboard.

Results

Tip: If the Aggregate Transaction Topology does not initially show the topology that you expect, wait for it
to refresh and check again in a few minutes. If the topology is still not what you expect, there might be a
problem with your application not communicating with the expected components. Check your
environment.
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Viewing results of IBM integration stack monitoring
You can view the results of IBM integration stack monitoring in the topologies and middleware pages. You
can also view events that are generated when a transaction violates a defined threshold.

About this task

In the topologies, you can see interactions between middleware components. The following middleware
nodes are displayed in the Aggregate Transaction Topology and Transaction Instance Topology:

- IBM Integration Bus
« IBMMQ
« DataPower appliance

Hover your mouse over a node to display a Properties window that shows you information to explain why
a node has a particular status. The status is determined by situations; the situations with a bad status are
displayed.

Procedure

You can link from nodes in the topology to more details about that node:
1. Right-click a node.

2. Select Go to Component page to display information about the component.
3. Select Go to Transaction Summary page to display information about the middleware transactions.

Tip: Select Groups > Components > middleware component in the navigator and select a request
period in the volume widget to go to the same dashboard.

~ Components Q
IBM Integration Bus Q
DataPower Appliance !
WebSphere Application Server 1 i

A

DB2

HTTP Server

Linux OS

) Transactions [~ |
91 13 - I @0
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Aggregate Transaction Topology
The Aggregate Transaction Topology is displayed in the Application summary dashboard.

Aggregate Transaction Topology

B A [F | Actons~ Sats: @ 4 ©
o
.o .
o o
‘s A~ a 3
= * Pa—
-
e s & " =
; . - ] " vasicisaiances
| | A
- ' “
[®1 sscanee_ree Nocsstaec
-
-
Selected: 0 Resources: 12 Relationships: 11 Filtered: 0 8/12/16 10:53:34 AM

Aggregate Transaction topologies can display IBM MQ, IBM Integration Bus, and DataPower appliance
nodes. Drill down from these nodes to more information about the middleware integration stack.

To drill down, right-click a middleware node in the Aggregate Transaction Topology and select Go to
Transaction Summary page. Alternatively, select Groups > Components > middleware component in
the navigator and select a request period in the volume widget to access the same information.

B Aty Aplcatons - oo anagemen » Compones »WebSohere
i | TRADEQM:ADLDemo:MQ

Status Overview Events A1  Attribute Details

nnnnnnnnnnnn Volume Service Dependencies

‘Average Response Time: 1120 | Volume: 4444

Middleware transaction details
From the middleware Transactions Summary page, you can drill down to middleware transaction details.

To drill down to middleware transaction details for the component, complete the following steps:
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#%, WebSphere M

1. In the middleware Transactions Summary page for the component, select a monitoring interval in the
Message or Volume chart.

2. On the Middleware Transaction Summary, in the Queues, Brokers, or Appliances widget, select a
gueue, broker, or appliance.

Analyzing errors and instances
From the middleware Transactions Details page, you can drill down further to information that helps you
to analyze errors and instances and access the Transaction Instance topology.

To drill down to errors and instances for middleware components and then to the Transaction Instance
Topology, on the Transaction Details page complete one of the following steps:

« Click Analyze Errors to display the Error Analysis page, then select an error.
« Click Analyze Requests to display the Instance Analysis page, then select an instance.

Alternatively, in the Transaction Details page, select an error or an instance to go directly to the
Transaction Instance Topology.
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. ' ' ' ' Clents TRADE_LOG_IN

Transaction instance topologies display the following middleware nodes:

« Message queue managers

« IBM Integration Bus brokers

« DataPower Appliances

Select a node to display its properties that explain why a node has a particular status.

A Transaction Gantt Chart is displayed for the selected queue or broker. The Gantt chart helps you isolate
the most significant contributors to the overall response time of the transaction.

Gantt Chart

Status  Timeline (sec)

corbalocrir/NameServiceServerRoot

TRADE_CA REQ

< I < B < ]

[ I < I < |

TRADE REQ

= TRADE IN

TRADEFLOW_DB2

[ < < |

=/ TRADE_OUT

b

Query TRADEDS

<]

TRADE LOG IN

&

JDBC:ds/TRADEDB:db2

a
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Events
Events are generated for the IBM integration stack by the default Transaction Tracking thresholds in
addition to the other agents.

All My Applications »
Portfolio Management

Status Overview Events @1 4.4

mm Critical Warning = Normal
20.00% 80.00%

Total Events: 5 Critical Events: 1 Warning Events:4  Normal Events: 0

Threshold Name Status Severity 1~ Display Source Timestamp 2~ Descriptio
ltem
WMB_Message_Flow_Siopped Open o Critical TRADEB.. TRADEB... Jul 23, 2016, 8:39:44 PM IB mess. .
BN_Rejected_By_Policy Open {. Warning BN:ADL-.. BMADL-... Jul 23, 2016, 8:40:44 PM Client co...
WAS_Response_Time_High Open {, Warning fBeB0d2a... fB8eB0d2 Jul 23, 2016, 8:40:24 PM Wehsph.
MQ_Queue_Depth_High Open 4, Warning TRADEQ TRADEQ. Jul 23, 2016, 8:39:24 PM This situ.
WAS_Slow_Or_Hung_Request Open A, Warning fBeB0d2a... fBe80d2 Jul 23, 2016, 8:34:57 PM Wehsph.

For more information about Transaction Tracking default events, see “Event thresholds for Transaction
Monitoring ” on page 993.

You can add thresholds to create more events, for example for transaction rates that are slow or fall
below a certain threshold.

For more information about adding events, see “Creating thresholds to generate events for transaction
monitoring” on page 996.

Diagnosing problems in your environment
If transaction instances for one of the components in your environment are slow or failing, the affected
component is assigned an appropriate status.

A node might have one of the following statuses:

HTTP

« | «nn | Good, the node has a tick surrounded by a green square in the upper right corner
‘®

- == Warning, the node has an exclamation point surrounded by a yellow triangle in the upper right
corner

o o

L2

- ™= (Critical, the node has a red background and a cross that is encircled with red in the upper right
corner

To identify the cause of the problems for these components with a warning or critical status, right-click
the node and drill down to see more information about what might be causing the failures.

Downloading your agents and data collectors

You can access your Cloud APM subscription from the IBM Marketplace website. Sign in to your account
and download the installation archive files. The installation archive files include installation and
configuration files for the agents and data collectors.

You can learn more about downloading agents and data collectors by completing the steps in the
following tutorials:

« “Tutorial: Downloading and installing an agent” on page 106

« “Tutorial: Downloading and configuring a data collector” on page 110
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You can sign up for an active trial or purchased subscription for one of the IBM Cloud Application
Performance Management offerings from IBM Marketplace.

IBM Marketplace

Sign up for a trial on IBM Marketplace > Cloud APM > Free Trial. Purchase a subscription on IBM
Marketplace > Cloud APM > Purchase . Sign in to the Products and services page to download your agents
and data collectors.

The Products and services page is available to active subscribers. If you have any issues, go to
Marketplace support.

Test connectivity

For information about checking connectivity to the Cloud APM server, which is used to download
packages, see Network connectivity.

Tutorial: Downloading and installing an agent

Use this tutorial to gain hands-on experience with downloading and installing a Cloud APM Windows OS
agent from IBM Marketplace. You can then start the Cloud APM console and check the health of your
monitored resource by viewing key performance indicators (KPIs) in the dashboards.

About this task

This tutorial involves downloading the Windows installation package from the Products and services
page on IBM Marketplace, extracting the installation files, and installing the Windows OS agent. You
return to Products and services to launch the Cloud APM console and open the Application Performance
Dashboard to check the health of your Windows system.

Procedure
1. If you are not signed in to IBM Marketplace, sign in with your IBMid and password and go to Products
and services.

The Products and services page is available to active subscribers. If you have any issues, go to the
Cloud Application Performance Management Forum or to Marketplace support.

2. Download the Windows installation archive file:

a) In the Cloud APM subscription box, click Manage > Downloads.
b) Select the Windows operating system.

Select the IBM Cloud Application Performance Management Agents 64-bit package. If you are
using Windows 32-bit version, select the 32-bit agent package.

c¢) Click Download and save the agent installation archive file to your system.
Example:
C:\Users\MY_ADMIN\Downloads\IAPM_Agent_Install.zip

3. On your local Windows system, navigate to the directory where you saved the downloaded archive file
and extract it.

For example, in Windows Explorer, open the Downloads directory, right-click
TIAPM_Agent_Install.zip, and select Extract All.

4. Open a command prompt as an administrator:
a) From the Windows Start menu, type command in the search box.

b) Right-click Command Prompt from the list that displays and select Run as administrator.

5. Change to the directory where you extracted the installation files.
Example:

cd C:\Users\MY_ADMIN\Downloads\IAPM_Agent_Install\IAPM_Agent_Install_8.1.4
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6. Run the installation script to install the Windows OS agent:
a) Enter the following command:

installAPMAgents.bat

b) From the list of available agents, enter the number that corresponds to the Windows OS agent.

¢) Answer the prompts to confirm that you want to install the Windows OS agent and to accept the
license agreement.

A prerequisite scan of your environment begins and takes a few moments to complete. For any
missing requirements, you receive a message that directs you to a log file with the reason for the
failure. A prerequisite such as insufficient disk space stops the installation. You must address the
failure and start the installation script again. If you have any issues, go to the Cloud Application
Performance Management Forum or send an email to info@ibmserviceengage.com.

™A Administrator: Command Prompt - install APMaaSAgents.bat L _@' 2

C:\windows\system32>cd \users\ibm_admin\downloads\iapmaas_agent_install\iapmaas_
agent_install_8.1.1

m

C:\Users\IBM_ADMIN\Downloads\IAPMaaS_Agent_Install\IAPHMaaS_Agent_Install_8.1.1>i
nstallAPMaasAgents.bat

The following products are available for installation:

Monitoring Agent for Windows 0%

Monitoring Agent for MysSaL

Response Time Monitoring Agent

Monitoring Agent for WebSphere Applications
Monitoring Agent for Microsoft .NET

Monitoring Agent for Oracle Database

Monitoring Agent for DB2

Monitoring Agent for SAP Applications

Monitoring Agent for Microsoft Exchange Server
Microsoft Internet Information Services (IIS) Agent
Monitoring Agent for Microsoft Active Directory
Monitoring Agent for Microsoft SOL Server
Monitoring Agent for UMware UI
Monitoring Agent for Microsoft Hyper-U Server

15) all of the above

Type the numbers that correspond to the products that you want to install. Type ‘
"gq" to quit selection.
If you enter more than one number, separate the numbers by a space or comma.

Type your selections here (For example: 1,2): 1 \

To view the Windows operating system requirement report, see System requirements (APM Developer
Center).

After successful installation, the Windows OS agent is started automatically and you can start the
Cloud APM console to begin monitoring your Windows system.

Note: If your environment includes a firewall that does not allow transparent outbound HTTPS
connections to an external host, you must set up a forward proxy for communications between the
agent and Cloud APM server. By setting up a forwarding proxy, you can forward all traffic to a specific
point on the network and then allow only a single connection through the firewall. For more
information, see “Configuring agents to communicate through a forward proxy” on page 159.

7. Return to Products and services on IBM Marketplace and click Launch from the Cloud APM
subscription box.
The Cloud APM console opens to the Getting Started page where you can learn about the features,
watch videos for different user scenarios, and open the associated console pages.

8. On the Getting Started page, click "Take a tour of the performance management dashboard" for a
quick tour of the navigation elements.
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Getting started

Thank you for using IBM Performance
Management as a Service.

IBM Performance Management as a Service is a
comprehensive solution that helps you manage the
performance and availability of applications deployed on
premises, public cloud, or hybrid combination. This
solution provides you with visibility, control, and
automation of your applications, ensuring optimal
performance and efficient use of resources.

This video shows you
how to get up and running with your service. These
videos also help you with agent installations:

7

This tour walks you through the key
elements of the dashboard interface.

9. Open the Windows OS summary dashboard:
a) From the navigation bar, click #k Performance > Application Performance Dashboard.

« The All My Applications dashboard is displayed with a summary status box for each defined

application in your environment. Initially, only the My Components predefined application is
displayed.

« If you see an Add Application window instead of My Components, create an application to see
your monitored resource:

1) Enter a name for the application, such as "My Apps".
2) Click * .
3) Scroll to the end of the Select Component list and click Windows OS.

4) In the Component Editor, click Primary :Host_Name :NT, click Add, and click Back to add
your agent to the application.

5) Click Save to close the window and view a summary status box for your new application in the
dashboard.

b) In the summary box, click ¥» Components.

« The summary dashboard for your Windows OS managed system is displayed. From here, you can
click anywhere in the status summary group widget to drill down to detailed dashboards with
KPIs reported from your Windows OS agent.

« It can take a few minutes for a newly started agent to communicate with the monitoring
infrastructure and send KPIs to the console.
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= Applications d All My Applications = My Components > Components =
- ._._‘_ﬂ_!.‘ Windows OS

- All My Applications (1) 1,
Status Overview Events [

My Components

q‘ ADMINIB-GT4QLGE - WINDO...
Online logical processors “

Aggregate CPU usage (%)

g 50 100
@ 0 1 @ 0 @ 0 Memory usage (%)
= — a 50 100
= Components ey
Windows OS Fi 1 Metwork usage (Pkisfsec)
q
Total real memaory (MB) 8,075

Total disk space (GB) o data available

Mumber of processes 186

Qo a1 [~ | @0

If the agent is not communicating with the Cloud APM server or is not started, the summary dashboard

shows no KPIs and the status shows as ¥ unknown. You can use the os-agent command to check
the status and start the agent if necessary. Open a command prompt as an administrator and enter the
os-agent status command from the C:\\IBM\APM\bin folder. If the agent is not started, enter
the os-agent start command.

Results
You installed a Cloud APM agent and observed monitoring data that is sent to the Application
Performance Dashboard.

What to do next

« Explore the console: While you are using the Cloud APM console, explore the features. You can learn
about the current dashboard by clicking @ in the window banner. You can open the help system or the
Cloud APM topic collection on IBM Knowledge Center from the @ Help menu in the navigation bar.

elp

About

Help Contents
Documentation

Developer Center

« Install other agents: You have all the installation files that you need to install other types of Windows
agents for monitoring your environment. You can also install agents on other systems in your
environment. If you have AIX or Linux systems, download the associated installation archive file. Some
agent types have prerequisites to be completed before you install them, and most agent types require
some configuration after you install them. For more information, see “Preinstallation on AIX systems”
on page 123, “Preinstallation on Linux systems” on page 129, “Preinstallation on Windows systems” on
page 138, and Chapter 7, “Configuring your environment,” on page 159.
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Tutorial:

Downloading and configuring a data collector

Use this tutorial to gain hands-on experience with downloading and configuring a Cloud APM Bluemix
Ruby data collector from IBM Marketplace. You can then start the Cloud APM console and check the
health of your monitored resource by viewing key performance indicators (KPIs) in the dashboards.

About this task

This tutorial involves downloading the data collector package for Bluemix applications from the Products
and services page on IBM Marketplace, extracting the configuration files, and configuring the Bluemix
Ruby data collector on a Linux system. You return to Products and services to launch the Cloud APM
console and open the Application Performance Dashboard to check the health of your Bluemix Ruby
application.

Procedure

1.

If you are not signed in to IBM Marketplace, sign in with your IBMid and password and go to Products
and services.

The Products and services page is available to active subscribers. If you have any issues, go to the
Cloud Application Performance Management Forum or to Marketplace support.

. Download the Data Collectors for Bluemix Applications package

IBM_Bluemix_Data_Collectors_Install.tgz.

. On your local system, navigate to the directory where you saved the downloaded archive file and

extract it by running the following command:

tar -zxvf IBM_Bluemix_Data_Collectors_Install.tgz

You get four compressed files, each representing a data collector for a type of Bluemix application.
The data collector package for Bluemix Ruby applications is ruby_datacollector.tgz.

. Extract the files in ruby_datacollector.tgz by running the following command, for example:

tar -zxvf ruby_datacollector.tgz

You get an ibm_xuby_dc folder.

. Copy the entire etc folder in ibm_ruby_dc to the root folder of your Ruby application by running the

following command, for example:

cp -r directory to the etc folder home directory of your Ruby application

If you extract the data collector to the /opt/ibm/ccm/ibm_xruby_dc/etc directory and the home
directory of your Ruby application is /root/xuby_app/, the command is as follows:

cp - /opt/ibm/ccm/ibm_ruby_dc/etc /root/ruby_app/

. Add the following section to the Gemfile in the home folder of your Bluemix Ruby application:

gem 'logger', '>=1.2.8'

source 'https://managemserver.ng.bluemix.net' do
gem 'ibm_resource_monitor'
gem 'stacktracer'

end

. Run the bundle lock command to regenerate the Gemfile.lock file.
. From the home directory of your Ruby application, run the following command:

ct push

. Return to Products and services on IBM Marketplace and click Launch from the Cloud APM

subscription box.

The Cloud APM console opens to the Getting Started page where you can learn about the features,
watch videos for different user scenarios, and open the associated console pages.
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10. On the Getting Started page, click "Take a tour of the performance management dashboard" for a
quick tour of the navigation elements.

Getting started

Thank you for using IBM Performance
Management as a Service.

IBM Performance Management as a Service is a
comprehensive solution that helps you manage the
performance and availability of applications deployed on
premises, public cloud, or hybrid combination. This
solution provides you with visibility, control, and

automation of your applications, ensuring optimal
performance and efficient use of resources.

This video shows you
how to get up and running with your service. These
videos also help you with agent installations:

7

This tour walks you through the key
elements of the dashboard interface.

11. Open the Bluemix Ruby applications summary dashboard:
a) From the navigation bar, click #k Performance > Application Performance Dashboard.

- The All My Applications dashboard is displayed with a summary status box for each defined
application in your environment. Initially, only the My Components predefined application is
displayed.

« If you see an Add Application window instead of My Components, create an application to see
your monitored resource:

1) Enter a name for the application, such as "My Apps".
2) Click * .
3) Click Bluemix Ruby Application.

4) In the Component Editor, select an instance, click Add, and click Back to add your data
collector to the application.

5) Click Save to close the window and view a summary status box for your new application in
the dashboard.

b) In the summary box, click = Components.

« The summary dashboard for your Bluemix Ruby application is displayed. From here, you can
click anywhere in the status summary group widget to drill down to detailed dashboards with
KPIs reported from your Bluemix Ruby data collector.

- It can take a few minutes for a newly started data collector to communicate with the monitoring
infrastructure and send KPIs to the console.
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Application Dashboard

“ Applications
e All My Applications > My Components = Compenents >
s . : .
S Bluemix Ruby Application
~ All My Applications

Status Overview Events Custom Views

Bl:1ba3bb1295f14c2880f95d2dd:BRB

>
Application name ruby-test
Port 8080
CPU used (%) 0.000

0 20 40 60 80 100
Memory used (MB) 85

Results
You installed a Cloud APM data collector and observed monitoring data that is sent to the Application

Performance Dashboard.

What to do next

« Explore the console: While you are using the Cloud APM console, explore the features. You can learn
about the current dashboard by clicking @ in the window banner. You can open the help system or the

Cloud APM topic collection on IBM Knowledge Center from the @ Help menu in the navigation bar.

‘Help
.About

Help Contents

Documentation

Developer Center

« Install other data collectors: You have all the installation files that you need to install other types of
data collectors for monitoring your environment. You can also install data collectors on other systems in
your environment. For more information, see Chapter 7, “Configuring your environment,” on page 159.
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Chapter 5. Agent and data collector deployment

Agents vary in the tasks that are required between installation and viewing the data that they collect.

Some tasks are automatic and other tasks are manual. After you download your data collectors, you must
manually configure each data collector.

Agent deployment

J
X
J

o
o
o

. Play download video

®
B
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Y ®

. Download documentation

Data collector deployment

Play video
Download
data collector
Do cumentation

AlY documentation
Linux documentation
Windows documentation

Play video

Al¥ documentation
Linux cocum entation

Windows documentation

Play video
Configure
Documentation
Documentation Launch
console
Play video
Viewdata

Documentation

. AIX preinstallation documentation

. Linux preinstallation documentation

. Windows preinstallation documentation

. Play installation video

. AIX installation documentation

. Linux installation documentation

O 00 3 O o1 W N P

. Windows installation documentation
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After installation, some agents are configured and started automatically
For any agent that is started, the agent is configured with the default settings. To determine which
agents are configured and started manually, see Table 7 on page 114.

After installation, some agents require manual configuration but start automatically
For information about how to configure your agents, see Chapter 7, “Configuring your environment,”
on page 159 To determine which agents are configured manually and started automatically, see Table

7 on page 114.
After installation, some agents must be configured and started manually

For any agent that is not started automatically, you must configure the agent before it can be started.
To determine which agents are configured and started manually, see Table 7 on page 114.

Multiple instance agents require creating a first instance and starting manually
You must create the first instance and start the agent manually. A multiple instance agent means that
a single installation of the agent instantiates a unique monitoring instance for each unique application
instance. These instances are visualized from the Cloud APM console as a result. To determine which
agents are multiple instance agents, see Table 7 on page 114.

0S agents and log file monitoring
The Linux OS agent, UNIX OS agent, and Windows OS agent are configured and started automatically.
However, you can configure log file monitoring for the OS agents, so that you can monitor application
log files. For more information, see “Configuring OS agent log file monitoring” on page 626.

Agent and data collector configuration, startup, and instance characteristics

Table 7. Postinstallation checklist

Agent or data collector | Configured and Configured Configured and Multiple
started manually and started instance
automatically started manually (started
automatically manually)
Amazon EC2 agent
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Table 7. Postinstallation checklist (continued)

Agent or data collector | Configured and Configured Configured and Multiple
started manually and started instance

automatically started manually (started
automatically manually)

Amazon ELB agent

Azure Compute agent

Cassandra agent

Cisco UCS agent

Citrix VDI agent

DataPower agent

DataStage agent

Db2 agent

Hadoop agent

HMC Base agent

You must review
the
configuration file
that the agent
creates for the
HTTP Server.
HTTP Server agent Then, you must
add the data
collector
configuration
manually to the
server
configuration
file.

IBM Cloud agent

IBM Integration Bus
agent

J2SE data collector

JBoss agent

Liberty data collector

Linux KVM agent

Linux OS agent
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Table 7. Postinstallation checklist (continued)

Agent or data collector

Configured and
started
automatically

Configured
manually and
started
automatically

Configured and
started
manually

Multiple

instance

(started
manually)

Microsoft Active Directory
agent

This agent is
started
automatically.
However, you
must configure
the agent to
view data for
some attributes.

Microsoft Cluster Server
agent

Microsoft Exchange
Server agent

This agent is
started
automatically.
However, you
must configure
the agent to
view data for all

attributes.
Microsoft Hyper-V Server
agent
Microsoft IIS agent
This agent is
started

Skype for Business Server
agent (formerly known as
Microsoft Lync Server
agent)

automatically.
However, you
must configure
the agent to
view data for
some attributes.

Microsoft Office 365
agent

Microsoft .NET agent

The data
collector must
be configured
before data is
reported.

Microsoft SharePoint
Server agent
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Table 7. Postinstallation checklist (continued)

Agent or data collector | Configured and Configured Configured and Multiple
started manually and started instance
automatically started manually (started
automatically manually)
Each agent

Microsoft SQL Server
agent

instance must
be configured
and started
manually.

MQ Appliance agent

MongoDB agent

MySQL agent

NetApp Storage agent

The agent must
be configured
before data is
reported. You
must add a
monitoring plug-
in to your
Node.js
application.

Node.js agent

Node.js data collector

OpenStack agent

Oracle Database agent

PHP agent

PostgreSQL agent

Python data collector

RabbitMQ agent

Response Time
Monitoring Agent
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Table 7. Postinstallation checklist (continued)

Agent or data collector

Configured and
started
automatically

Configured
manually and
started
automatically

Configured and
started
manually

Multiple

instance

(started
manually)

Ruby agent

For deep-dive
diagnostics, the
agent must be
configured
before data is
reported. To
enable the
diagnostics
dashboards, you
must install and
configure the
diagnostics data
collector.

Ruby data collector

SAP agent

SAP HANA Database
agent

SAP NetWeaver Java
Stack agent

Siebel agent

Sterling Connect Direct
agent

Sterling File Gateway
agent

Sybase agent

Synthetic Playback agent

The agent is
configured and
started
automatically for
public, external-
facing
applications, but
transactions
must be created
in the Synthetic
Script Manager
before data is
reported.

The agent is
started
automatically
but the agent
must be
configured for
private, internal-
facing
applications.
Transactions
must be created
in the Synthetic
Script Manager
before data is
reported.

Tomcat agent
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Table 7. Postinstallation checklist (continued)

Agent or data collector | Configured and Configured Configured and Multiple
started manually and started instance
automatically started manually (started
automatically manually)
UNIX OS agent
VMware VI agent
WebLogic agent

WebSphere Applications
agent

The agent is
started
automatically
but the data
collector must
be configured
before data is
reported.

WebSphere Infrastructure
Manager agent

WebSphere MQ agent

Windows OS agent
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Chapter 6. Installing your agents

The IBM Cloud Application Performance Management infrastructure is installed and managed by IBM. To
monitor your applications, you select and install the monitoring agents for the applications you want to
monitor. You can install the agents on Linux, AIX, or Windows operating systems. The stand-alone data
collectors do not require installation.

If you choose stand-alone data collectors to monitor your applications, you can skip the installation
procedure. Continue to Chapter 7, “Configuring your environment,” on page 159 for instructions about
how to deploy data collectors for monitoring your applications.

Remote monitoring

Some agents can be installed remotely from the resource that they are monitoring. The following agents
support remote monitoring:

Monitoring Agent for Amazon EC2

Monitoring Agent for AWS Elastic Load Balancer
Monitoring Agent for Azure Compute

Monitoring Agent for Cassandra

Monitoring Agent for Cisco UCS

Monitoring Agent for Citrix Virtual Desktop Infrastructure
Monitoring Agent for DataPower - This agent can be installed only on a remote machine.
Monitoring Agent for Db2

Monitoring Agent for Hadoop

Monitoring Agent for HMC Base

Monitoring Agent for IBM Cloud

Monitoring Agent for InfoSphere DataStage

Monitoring Agent for JBoss - If you want to use this agent for resource monitoring, install it remotely or
locally. If you want to use the agent for transaction tracking and deep dive diagnostics, install it locally.

Monitoring Agent for Linux KVM

Monitoring Agent for MariaDB

Monitoring Agent for Microsoft Cluster Server
Monitoring Agent for Microsoft Exchange Server
Monitoring Agent for Microsoft Office 365
Monitoring Agent for Microsoft SharePoint Server
Monitoring Agent for MongoDB

Monitoring Agent for MySQL

Monitoring Agent for NetApp Storage
Monitoring Agent for OpenStack

Monitoring Agent for Oracle Database
Monitoring Agent for PostgreSQL

Monitoring Agent for RabbitMQ

Monitoring Agent for SAP Applications
Monitoring Agent for SAP HANA Database
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« Monitoring Agent for SAP NetWeaver Java Stack - If you want to use this agent for resource monitoring,
install it remotely or locally. If you want to use the agent for transaction tracking and deep dive
diagnostics, install it locally.

« Monitoring Agent for Sterling Connect Direct
= Monitoring Agent for Sterling File Gateway
- Monitoring Agent for VMware VI

- Monitoring Agent for WebLogic - If you want to use this agent for resource monitoring, install it remotely
or locally. If you want to use the agent for transaction tracking and deep dive diagnostics, install it
locally.

Installing agents on UNIX systems

Install monitoring agents on your AIX or Solaris systems for the resources that you want to manage.

Agent list that you can install on AIX

- Monitoring Agent for DataPower

« Monitoring Agent for Cassandra

- Monitoring Agent for Db2

- Monitoring Agent for Hadoop

« Monitoring Agent for HMC Base

= Monitoring Agent for HTTP Server

« Monitoring Agent for IBM Integration Bus

« Monitoring Agent for MQ Appliance

= Monitoring Agent for Oracle Database

« Monitoring Agent for SAP Applications

« Monitoring Agent for SAP HANA Database

- Monitoring Agent for SAP NetWeaver Java Stack
- Monitoring Agent for Siebel

« Monitoring Agent for Sybase Server

= Monitoring Agent for UNIX OS

- Monitoring Agent for WebLogic

« Monitoring Agent for WebSphere Applications
« Monitoring Agent for WebSphere MQ

« Response Time Monitoring Agent

Agent list that you can install on Solaris Sparc
« Monitoring Agent for Db2

- Monitoring Agent for HTTP Server

- Monitoring Agent for JBoss

« Monitoring Agent for MySQL

= Monitoring Agent for Oracle Database

« Monitoring Agent for SAP Applications

« Monitoring Agent for Sybase Server

- Monitoring Agent for UNIX OS

- Monitoring Agent for WebSphere Applications
« Monitoring Agent for WebLogic
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Agent list that you can install on Solaris X86

- Monitoring Agent for Db2

« Monitoring Agent for IBM Integration Bus

- Monitoring Agent for SAP Applications

- Monitoring Agent for Sybase Server

« Monitoring Agent for UNIX OS

- Monitoring Agent for WebSphere Applications
- Monitoring Agent for WebSphere MQ

Preinstallation on AIX systems

You must complete the required preinstallation tasks before you install agents on AIX systems. Some
preinstallation tasks are agent-specific and other tasks apply to multiple agents.

Note: These requirements are in addition to the requirements identified in the Software Product
Compatibility Reports for your agent: For the current version requirements and dependencies for your
agent, see the IBM Cloud Application Performance Management Software Product Compatibility Report
for agents on AIX.

All agents
The following preinstallation tasks are applicable to all agents:

Test connectivity
Before you install agents, ensure that your system can communicate with the Cloud APM server. For
information about checking connectivity to the Cloud APM server, see Network connectivity.

Non-root user installation
You must have read, write, and execute permissions for the installation directory. Otherwise, the
installation is canceled. For more information about non-root user installation, see “Installing agents
as a non-root user” on page 142.

70-character limitation for installation path
The installation directory and the path to it must be no more than 70 characters.

100-character limitation for . tax file names
The default taxr command on AIX systems cannot handle file names that are longer than 100
characters. To avoid installation issues, complete the following steps:

1. Download and install the GNU version of the tax command from the AIX Toolbox for Linux
Applications website.

2. Make the GNU version your default tax command. Complete one of the following steps:

« Add /opt/freeware/bin to the beginning of the current PATH environment variable. For
example:

export PATH=/opt/freeware/bin:$PATH

where /opt/freeware/bin is the directory of GUN bhin.
« Replace /bin/tar with a symbolic link to /opt/freeware/bin/tar as below:

In -s /opt/freeware/bin/tar /bin/tar

Alternatively, upgrade to the latest version of AIX to receive the code fix for handling file names longer
than 100 characters. For details, see the TAR command Technote for AIX V6.1 or the TAR command
Technote for AIX V7.1.

Setting the CANDLEHOME environment variable
If you used the ITM Agent Converter to install and configure an agent on the same managed system
before, the CANDLEHOME environment variable changed to that directory where you installed the
agent with the Agent Converter. Before you install and configure a native Cloud APM agent, you must
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set the CANDLEHOME environment variable to a different directory, otherwise, the native Cloud APM
agent cannot start.

Specific agents
The following preinstallation tasks are applicable to the specified agents:

DataPower agent
Before the agent is installed, the prerequisite checker checks that ulimit is set to unlimited on AIX.
You must run the ulimit -d unlimited command to ensure that the max data segment size
system environment variable is set to unlimited. This agent cannot be installed on the same
machine as the DataPower appliance that you want to monitor.

HMC Base agent
If you plan to install the agent as a root user, you must ensure that system TLO7 is installed. If you
plan to install the agent as a non-root user, you must ensure that system TLOS8 is installed for AIX
version 6 only.

HTTP Server agent
Install and run this agent as a root user. Use the same user ID to install and run the agent. If you
install and run the agent as a non-root user, the non-root user must have the same user ID as the user
who started the IBM HTTP Server. Otherwise, the agent has problems with discovering the IBM HTTP
Server.

The installation fails on AIX because on the AIX system the default . tax command truncated a long
path. For more information, see the "100-character limitation for . tazx file names" section in this
topic.
AIX only: Install the lynx utility or the curl application.

Oracle Database agent
On Red Hat Enterprise Linux version 5 and version 6 and SUSE Linux Enterprise Server version 11 and
version 12 x64, if the Oracle Database agent monitors the Oracle database remotely, you must install

the Oracle instant clients first. Install the Oracle instant clients from Oracle Technology Network -
Instant Client Downloads.

The instant client v10.x, v11.x, and v12.x are supported by the Oracle Database agent.

Response Time Monitoring Agent

Before you install the Response Time Monitoring agent, review the installation planning section here:
“Planning the installation ” on page 679.

SAP HANA Database agent

1. Install SAP HANA database client HDBSQL version 1.00.102.06 or later on the AIX system.

2. Run the following command to add the path of the installation directory to the LIBPATH
environment variable:

export LIBPATH=$LIBPATH:install_directory_path

Example: export LIBPATH=$LIBPATH:/usr/sap/hdbclient, where /usr/sap/hdbclient
indicates the installation path of the SAP HANA database client.

Important:

If the installation path of the SAP HANA database client is not added to the LIBPATH environment
variable, the prerequisite scanner returns the FAIL result.

The environment variable that you added by using the export command persists only for a particular
session of the terminal. Therefore, ensure that you run the agent installation script from the same
terminal that was used for adding the environment variable.

WebSphere Applications agent
Before the agent is installed, the prerequisite checker checks that ulimit is set to 524000 on the AIX
system. You must run the ulimit -d 524000 command to ensure that the max data segment size
system environment variable is set to 524000.
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Preinstallation on Solaris systems

You must complete the required preinstallation tasks before you install agents on Solaris systems. Some
preinstallation tasks are agent-specific and other tasks apply to multiple agents.

Note: These requirements are in addition to the requirements identified in the Software Product
Compatibility Reports for your agent: For the current version requirements and dependencies for your
agent, see the IBM Cloud Application Performance Management Software Product Compatibility Report
for agents on Solaris.

All agents
The following preinstallation tasks are applicable to all agents:

Test connectivity
Before you install agents, ensure that your system can communicate with the Cloud APM server. For
information about checking connectivity to the Cloud APM server, see Network connectivity.

Non-root user installation
You must have read, write, and execute permissions for the installation directory. Otherwise, the
installation is canceled. For more information about non-root user installation, see “Installing agents
as a non-root user” on page 142.

70-character limitation for installation path
The installation directory and the path to it must be no more than 70 characters.

100-character limitation for . tax file names
The default tax command on Solaris systems cannot handle file names that are longer than 100
characters. To avoid @LongLink error issues, complete the following steps:

1. Download and install the GNU version of the taxr command from the http://www.gnu.org website.

2. Make the GNU version your default tax command. Complete one of the following steps:

« In the PATH environment variable, put the following variable first:
export PATH=/opt/freeware/bin:$PATH

« Replace /bin/tar with symbolic link to /opt/freeware/bin/tar

Setting the CANDLEHOME environment variable
If you used the ITM Agent Converter to install and configure an agent on the same managed system
before, the CANDLEHOME environment variable changed to that directory where you installed the
agent with the Agent Converter. Before you install and configure a native Cloud APM agent, you must
set the CANDLEHOME environment variable to a different directory, otherwise, the native Cloud APM
agent cannot start.

Specific agents
The following preinstallation tasks are applicable to the specified agents:

HTTP Server agent
Install and run this agent as a root user. Use the same user ID to install and run the agent. If you
install and run the agent as a non-root user, the non-root user must have the same user ID as the user
who started the IBM HTTP Server. Otherwise, the agent has problems with discovering the IBM HTTP
Server.

Installing agents

You can install any combination of monitoring agents on a managed system. For example, if you install the
Ruby agent to monitor Ruby On Rails applications, you might want to also install the Response Time
Monitoring Agent, the Linux OS agent, or both agents. With the Response Time Monitoring agent, you can
gather more response time information for your Ruby applications. With the Linux OS agent, you can
monitor other aspects of the system, such as the overall CPU, memory, and disk.
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The offering determines which monitoring agents are available for installation. For a list of the agents
included in each offering, see “Capabilities” on page 56.

For a list of the agents that run on AIX and Solaris systems, see “Installing agents on UNIX systems” on

page 122.

Before you begin

Download the agents. See “Downloading your agents and data collectors” on page 105.

Review the information in “System requirements” on page 85 to make sure that you have met the
requirements for the agents you plan to install.

Review the agent preinstallation tasks before you install the agents.

« For AIX systems, see “Preinstallation on AIX systems” on page 123.

 For Solaris systems, see “Preinstallation on Solaris systems” on page 125.

Important: Java Runtime is installed only when the agent requires it and is not always available. Also, ksh
is no longer required for agent installation, and SELinux in enforcing mode is supported.

About this task

You can install monitoring agents as a root user or non-root user. If you do not have root privileges and
you want to install a monitoring agent, you can install the agent as a non-root user, see “Installing agents
as a non-root user” on page 142. Also, you can install the agent as a non-root user if you are a host
administrator and you do not want to run the monitoring agent as a root user. Installation flow is the same
as for a root user.

Agent coexistence is supported. You can install IBM Cloud Application Performance Management agents
on the same computer where IBM Tivoli Monitoring agents are installed. However, both agent types
cannot be installed in the same directory. For more information about agent coexistence see “Cloud APM
agent and Tivoli Monitoring agent coexistence” on page 930.

Procedure

1. Open a terminal shell session on the AIX system or Solaris system.
2. On your system, navigate to the directory where you downloaded the .tar file.

The agents must be installed on the system where the application that you want to monitor is
installed. If needed, transfer the installation archive file to the system to be monitored. The archive
file contains the agents and installation script.

Remember: Make sure that the directory does not contain an older version of the archive file.
3. Extract the installation files by using the following command:

tar -xf ./installation files

where installation files isthe installation file name for your offering.

The installation script is extracted to a directory named for the archive file and version. For example:
offering_Agent_Install_8.1.4.0. Agent binary and configuration-related files are extracted
into subdirectories within that directory.

4. Optional: This step is required ONLY for Solaris 10. You must create a soft link to ksh before you run
the installation script on Solaris 10.

a) Backup the /bin/sh command:
mv /bin/sh /bin/sh.bkup_origin
b) Create a soft link to ksh command:

In -s /bin/ksh /bin/sh
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¢) Confirm that the result points to ksh:
1s -1 /bin/sh
5. Run the installation script from the directory that is named for the archive file and version:

./installAPMAgents.sh

To install the agents in silent mode, see “Installing agents silently” on page 145.
6. Specify whether to install individual agents, a combination of the agents, or all of the agents.
7. Depending on whether you are installing or upgrading the agents, take one of the following steps:

- Ifyou areinstalling the agents, specify a different agent installation home directory or use the
applicable default directory:

- /opt/ibm/apm/agent
« Ifyouare upgrading the agents, after you are prompted for the agent installation home directory,
enter the installation directory of the previous version of the agents.
8. When you are asked if you accept the license agreement, enter 1 to accept the agreement and
continue, or enter 2 to decline.

After you enter 1 (accept), a prerequisite scan of your environment starts and takes a few moments
to complete. If any requirements are missing, a message directs you to a log file with the reason for
the failure. A prerequisite, such as a missing library or insufficient disk space, stops the installation.
You must address the failure, and start the installation script again.

9. If you installed the agents by using a non-root user ID, you must update the system startup scripts
(see “Installing agents as a non-root user” on page 142).

10. After installation is complete and the command line is available, you can repeat the steps in this
procedure to install more monitoring agents on the managed system.

What to do next

Configure the agent as required. If your monitoring agent requires configuration as described in Chapter
5, “Agent and data collector deployment,” on page 113 or if you want to review the default settings, see
Chapter 7, “Configuring your environment,” on page 159.

- If you are using a forward proxy because your firewall does not allow transparent outbound HTTPS
connections to external hosts, you must edit the agent environment configuration file. For instructions,
see “Configuring agents to communicate through a forward proxy” on page 159.

- If you upgraded an agent from a previous version, identify any reconfiguration or migration tasks that
you must complete before logging in to the Cloud APM console. For information about those tasks, see
“Upgrading your agents” on page 1111. After an upgrade, you must restart any agent that is not both
automatically configured and started by the installer.

To start an agent, run the following command:
./hame-agent.sh start

For information about the monitoring agent commands, including the name to use, see “Using agent
commands” on page 177. For information about which agents are started automatically and manually,
see Chapter 5, “Agent and data collector deployment,” on page 113.

After an upgrade, you must restart any agent that is not both automatically configured and started by the
installer.

After you configure and start the agent, view the data that the agent is collecting.

- If you are not logged in, follow the instructions in “Starting the Cloud APM console” on page 957.

- If you want to view managed systems from your IBM Tivoli Monitoring domain in the Application
Performance Dashboard, complete the tasks that are described in “Integrating with IBM Tivoli
Monitoring V6.3 ” on page 929.
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 Restart the apmui service on the Cloud APM server so that agent online help updates are displayed in
the Cloud APM console. The apmui service is restarted by using the apm restart apmuicommand.

Installing agents on Linux systems

Install monitoring agents on your Linux systems for the resources that you want to manage.

« Monitoring Agent for Amazon EC2

« Monitoring Agent for AWS Elastic Load Balancer
« Monitoring Agent for Azure Compute

- Monitoring Agent for Cassandra

« Monitoring Agent for Cisco UCS

« Monitoring Agent for Citrix Virtual Desktop Infrastructure
- Monitoring Agent for DataPower

« Monitoring Agent for Db2

« Monitoring Agent for Hadoop

« Monitoring Agent for HTTP Server

« Monitoring Agent for IBM Cloud

- Monitoring Agent for IBM Integration Bus

- Monitoring Agent for Internet Services

« Monitoring Agent for MQ Appliance

« Monitoring Agent for InfoSphere DataStage
- Monitoring Agent for JBoss

- Monitoring Agent for Linux OS

« Monitoring Agent for Linux KVM

- Monitoring Agent for MariaDB

« Monitoring Agent for Microsoft SQL Server

- Monitoring Agent for MongoDB

- Monitoring Agent for MySQL

« Monitoring Agent for NetApp Storage

= Monitoring Agent for Node.js

- Monitoring Agent for OpenStack

« Monitoring Agent for Oracle Database

- Monitoring Agent for PHP

= Monitoring Agent for PostgreSQL

« Monitoring Agent for RabbitMQ
 Monitoring Agent for Ruby

« Monitoring Agent for SAP Applications

« Monitoring Agent for SAP HANA Database

- Monitoring Agent for SAP NetWeaver Java Stack
- Monitoring Agent for Siebel

« Monitoring Agent for Sterling Connect Direct
« Monitoring Agent for Sterling File Gateway

- Monitoring Agent for Sybase Server

- Monitoring Agent for Synthetic Playback
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- Monitoring Agent for Tomcat

« Monitoring Agent for VMware VI

- Monitoring Agent for WebLogic

« Monitoring Agent for WebSphere Applications

« Monitoring Agent for WebSphere Infrastructure Manager

« Monitoring Agent for WebSphere MQ

« Response Time Monitoring Agent

The following agents are supported on Linux on Power Little Endian (pLinux LE) systems:

- Monitoring Agent for Db2
« Monitoring Agent for IBM Integration Bus
« Monitoring Agent for Linux OS

Monitoring Agent for Tomcat - Support available for resource monitoring.
« Monitoring Agent for WebSphere Applications

« Monitoring Agent for WebSphere MQ

The following agents are supported on Linux for System z systems:

- Monitoring Agent for Db2

- Monitoring Agent for HTTP Server - Transaction tracking is not supported.
« Monitoring Agent for IBM Integration Bus

« Monitoring Agent for Linux OS

- Response Time Monitoring Agent

« Monitoring Agent for Tomcat

- Monitoring Agent for WebSphere Applications

« Monitoring Agent for WebSphere MQ

The following agent is supported on Linux for System x systems:

= Monitoring Agent for HTTP Server - Transaction tracking is not supported.

Preinstallation on Linux systems

You must complete the required preinstallation tasks before you install agents on Linux systems. Some
preinstallation tasks are agent-specific and other tasks apply to multiple agents.

Note: These requirements are in addition to the requirements identified in the Software Product
Compatibility Reports for your agent: For the current version requirements and dependencies for your
agent, see the IBM Cloud Application Performance Management Software Product Compatibility Report
for agents on Linux.

All agents
The following preinstallation tasks are applicable to all agents:

Test connectivity
Before you install agents, ensure that your system can communicate with the Cloud APM server. For
information about checking connectivity to the Cloud APM server, see Network connectivity.

Non-root user installation
You must have read, write, and execute permissions for the installation directory. Otherwise, the
installation is canceled. For more information about non-root user installation, see “Installing agents
as a non-root user” on page 142.

70-character limitation for installation path
The installation directory and the path to it must be no more than 70 characters.
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Setting the CANDLEHOME environment variable
If you used the ITM Agent Converter to install and configure an agent on the same managed system
before, the CANDLEHOME environment variable changed to that directory where you installed the
agent with the Agent Converter. Before you install and configure a native Cloud APM agent, you must
set the CANDLEHOME environment variable to a different directory, otherwise, the native Cloud APM
agent cannot start.

Ensure that the binary for bc is available on your system
The binary for bc is required to run prereq_checker when installing agents. But bc is missing on
some Linux platforms, for example, SUSE Linux Enterprise Server 15 and CentOS 7.6. You must install
bc and set it in the PATH environment variable. You can run # which bc to check. If it is available,
you can see the following message:

# which bc
/usr/bin/bc

If bc is not found, you can see the following message:

# which bc
which: no bc in (/sbin:/usxr/sbin:/usr/local/sbin:/root/bin:/usr/local/bin:/usx/bin:/bin)

Specific operating systems
Red Hat Enterprise Linux (RHEL) 8
The libnsl.so.1 package is needed on RHEL 8

By default, 1ibnsl.so.1is not installed in Red Hat Enterprise Linux release 8.0. Without this
package, no agent can be installed successfully. Have your administrator set up a yum repository
for you, and then run this command:

yum install libnsl

After successful installation, you can see /usr/1ib64/1ibnsl.so.1.

Note: The 1ibnsl.so.1 package is required only for agents. You do not need to do this step for
data collectors.

Bypassing the prerequisite scanner for some agents

Before the prerequisite scanner is updated to be compatible with the latest requirements, for
some agents, you can bypass the prerequisite scanner. For suitable scenarios and instructions,
see “Bypassing the prerequisite scanner” on page 146.

Note: You do not need to do this step for data collectors.

SUSE Linux Enterprise 15

The binary for bc is needed on SUSE Linux Enterprise 15
The binary for bc is required to run prereq_checker when installing agents. By default, bc is not
installed on SUSE Linux Enterprise 15. You must install bc and set it in the PATH environment
variable. You canrun # which bc to check. If it is available, you can see the following message:

# which bc
/usr/bin/bc

If bc is not found, you can see the following message:

# which bc
which: no bc in (/sbin:/usx/sbin:/usxr/local/sbin:/root/bin:/usxr/local/bin:/usx/bin:/bin)
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Cent0S 7.6

The binary for bc is needed on Cent0S 7.6
The binary for bc is required to run prereq_checker when installing agents. By default, bc is not
installed on CentOS 7.6. You must install bc and set it in the PATH environment variable. You can
run# which bc to check. If it is available, you can see the following message:

# which bc
/usr/bin/bc

If bc is not found, you can see the following message:

# which bc
which: no bc in (/sbin:/usxr/sbin:/usr/local/sbin:/root/bin:/usr/local/bin:/usx/bin:/bin)

Cent0S 8.1

The libnsl.so.1 package is needed on CentOS 8.1
By default, 1ibnsl.so.1is not installed in CentOS 8.1. Without this package, no agent can be
installed successfully. Have your administrator set up a yum repository for you, and then run this
command:

yum install libnsl

After successful installation, you can see /1ib64/1ibnsl.so.1.

Note: The 1ibnsl.so.1 package is required only for agents. You do not need to do this step for
data collectors.

Specific agents
The following preinstallation tasks are applicable to the specified agents:

DataPower agent
You must run the ulimit -d unlimited command to ensure that the max data segment size
system environment variable is set to unlimited. This agent cannot be installed on the same
machine as the DataPower appliance that you want to monitor.

DataStage agent
1. Enable parameters in the DSODBConfig. cfg file. Complete the following steps:
a. Open the DSODBConfig. cfg file at the following location in an editor:
infosphere_information_server_install_dir/Servexr/DSODB
b. Uncomment the following parameters by removing # symbol:

MonitoxLinks=1
JobRunUsage=1
ResourceMonitoxr=1
DSODBON=1

c. Edit values of these parameters equal to 1.

2. Copy the JDBC driver of the database that is used for metadata repository configuration on the
agent computer.

a. Type 4 JDBC 4, or later. Example: db2jcc4. jar

b. Type 4 IJDBC driver for Oracle. Example: ojdbcé. jar

c. JDBC driver for MS SQL:
« Sqljdbc4l.jar requires a JRE of 7 and supports the JDBC 4.1 APL.
« Sqljdbc42. jar requires a JRE of 8 and supports the JIDBC 4.2 APL.
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HTTP Server agent
If you install this agent as a root user, you must use the same user ID to run and configure the agent.

If you install and run the agent as a non-root user, the non-root user must have the same user ID as
the user who started the IBM HTTP Server. Otherwise, the agent has problems with discovering the
IBM HTTP Server. You can use the same user ID to run and configure the agent.

Linux KVM agent
The Monitoring Agent for Linux KVM is a multi-instance and multi-connection agent and supports
connections to the Enterprise Linux based KVM hypervisor and Red Hat Enterprise Virtualization
Manager (RHEV-M) environments. You can create multiple instances of this agent to monitor multiple
hypervisors in an RHEV-M or KVM hypervisor environment. You can monitor virtualized workloads and
analyze the resource capacity across different virtual machines. To connect the agent to a virtual
machine in the KVM hypervisor environment, you must install the prerequisites: 1ibvirtx.rpmand
Korn Shell Interpreter (pdksh). The agent collects metrics by connecting remotely to a libvirt
hypervisor that manages the virtual machines.

Microsoft SQL Server agent
To monitor a Microsoft SQL environment, the Microsoft SQL Server and Microsoft SQL ODBC driver
must be installed before you install the Monitoring Agent for Microsoft SQL Server. For example, to
install the ODBC driver on Red Hat Enterprise Linux, use the following command:

sudo yum install unixODBC
sudo yum install msodbcsqll7

To complete the execution of prerequisite checker, the agent needs to be configured on the Cloud
Application Performance Management Version 8.1.4.0 Server Interim Fix 15 (8.1.4.0-IBM-APM-
SERVER-IF0015. tar) or later.

MongoDB agent
You must install and configure the MongoDB agent on the system where the MongoDB database
server is installed.

MySQL agent
To monitor a MySQL environment, the MySQL server and MySQL JDBC driver must be installed before
you install the Monitoring Agent for MySQL. For example, to install the JDBC driver on Red Hat
Enterprise Linux, use the following command:

yum install mysgl-connector-java

After you start the agent installation and during the prerequisite check for the MySQL package name,
you might get a warning if a provider other than Red Hat is used, such as Oracle. If the MySQL Server
and JDBC driver are available, the warning does not cause the installation to fail, and you can
disregard the message. Sample output:

Scenario: Prerequisite Scan
KSE - Monitoring Agent for MySQL Prerequisite Checker [version 01000005]:

Property Result Found Expected
os.package.mysgl-server WARN Unavailable mysql-server-5.1.12+
os.package.mysqgl-connector-java WARN Unavailable mysql-connector-java-5.
1.12+

Node.js agent
The version of Node.js that you use to run your monitored application must be the same as the default
installed version.

Currently Node.js v5 is not supported.
OpenStack agent

Before you can use the OpenStack agent, you must have the following software on the server where
you install the agent:

« Python 2.6.0 or later, or Python 2.7.0 or later
- Latest OpenStack clients:
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OpenStack
Keystone

— Neutron
— Swift

To install the OpenStack command-line clients, see Install the OpenStack command-line clients.

« Paramiko library for remote access in Python.

Note: If you want to install the OpenStack agent on a clean RedHat Linux server, before you install
the Paramiko library, run the following command to install the required software:

wget https://ftp.dlitz.net/pub/dlitz/crypto/pycrypto/pycrypto-2.6.1.tar.gz
yum install gcc/openssl-devel/libffi-devel

« KornShell

Oracle Database agent
On Red Hat Enterprise Linux version 5 and version 6 and SUSE Linux Enterprise Server version 11 and
version 12 x64, if the Oracle Database agent monitors the Oracle database remotely, you must install
the Oracle instant clients first. Install the Oracle instant clients from Oracle Technology Network -
Instant Client Downloads.

The instant client v10.x, v11.x, and v12.x are supported by the Oracle Database agent.

PHP agent
If the PHP application is deployed by using the root user, you must use the root user to install,
configure, start, or stop the agent. If the PHP application is deployed by using a non-root user, you can
use root user or the same non-root user to install, configure, start, or stop the agent.

You must have an existing WordPress application installed. The PHP agent monitors WordPress
V3.7.1 or later.

The agent evaluates only the performance of PHP requests in WordPress applications. CSS and JS
loading are not evaluated.

The agent does not use URL arguments to identify URLs.

Python data collector
The Python data collector monitors Django applications.

Response Time Monitoring Agent

Before you install the Response Time Monitoring agent, review the installation planning section here:
“Planning the installation ” on page 679.

SAP HANA Database agent
1. Install SAP HANA database client HDBSQL version 1.00.102.06 or later on the Linux system.

Important: For the RHEL 5.x 64-bit operating system, install the Linux SUSE 9 on x86_64 64bit
SAP HANA database client instead of Linux on x86_64 64bit. For the RHEL 6.x, or later 64-bit
operating systems, install the Linux on x86_64 64bit SAP HANA database client.

2. Run the following command to add the path of the installation directory to the LD_LIBRARY_PATH
environment variable:

export LD_LIBRARY_PATH=$LD_LIBRARY_PATH:install_directory_path

Example: export LD_LIBRARY_PATH=$LD_LIBRARY_PATH:/usr/sap/hdbclient,
where /usx/sap/hdbclient indicates the installation path of the SAP HANA database client.

Important:

If the installation path of the SAP HANA database client is not added to the LD_LIBRARY_PATH
environment variable, the prerequisite scanner returns the FAIL result.
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The environment variable that you added by using the export command persists only for a particular
session of the terminal. Therefore, ensure that you run the agent installation script from the same
terminal that was used for adding the environment variable.

Synthetic Playback agent
To install the Synthetic Playback agent, the operating system user requires the following permissions:

- Enable read and execution permission for the installation image
 Enable write permission for the agent home
To run the Synthetic Playback agent, the operating system user requires the following permissions:

- Enable read, write, and execution permission for the agent installation location and its
subdirectories and files.

« Enable permission to run Mozilla Firefox.

« Ensure that the Mozilla Firefox execution binary is in the PATH environment variable of the user's
profile.

Before you install the Synthetic Playback agent, you must complete the following steps:

1. Synchronize agent installation locations with the Cloud APM console.
2. Install Mozilla Firefox and the Xvfb display server.
3. Verify that the Xvfb display server is working. Run the command:

# Xvib -ac

There should be no error output.
4. Check that the Xvfb process is running. Run the following command:

# ps -ef|grep Xvib
Sample output:

root 7192 1 0 Janl4 ? 00:00:14 Xvfb -ac
root 20393 17900 O 02:05 pts/0 00:00:00 grep -i xvib

5. Stop the Xvfb process. Run the following command:
# kill -9 7192

6. Navigate to install_dir/etc/hosts and edit the beginning of the hosts file to include the
following parameters:

127.0.0.1 localhost

Then, save and close the hosts file.
WebSphere Applications agent

- Before the agent is installed, the prerequisite checker checks that ulimit is set to 524000 on the
Linux system. You must run the ulimit -d 524000 command to ensure that the max data
segment size system environment variable is set to 524000.

e libstdc++.s0.5 isrequired when installing the WebSphere Applications agent on Linux for IBM
Z. 0n SUSE Linux Enterprise Server 12 and 15 for IBM Z, 1ibstdc++.s0.5 is not installed by
default. Ask your system admin to install before deploying the WebSphere Applications agent.
Otherwise, you will meet the following error:

KYN - WAS Monitoring Agent [version 07301410]:

Property Result Found Expected

0s.lib.libstdc++_64 FAIL Unavailable regexilibstdc++.s0.5%
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Installing agents

You can install any combination of monitoring agents on a managed system. For example, if you install the
Ruby agent to monitor Ruby On Rails applications, you might want to also install the Response Time
Monitoring Agent, the Linux OS agent, or both agents. With the Response Time Monitoring agent, you can
gather more response time information for your Ruby applications. With the Linux OS agent, you can
monitor other aspects of the system, such as the overall CPU, memory, and disk.

The offering determines which monitoring agents are available for installation. For a list of the agents
included in each offering, see “Capabilities” on page 56.

For a list of the agents that run on Linux systems, see “Installing agents on Linux systems” on page 128.

Before you begin

Download the agents. See “Downloading your agents and data collectors” on page 105.

Review the information in “System requirements” on page 85 to make sure that you have met the
requirements for the agents you plan to install.

Review the agent preinstallation tasks before you install the agents. For details, see “Preinstallation on
Linux systems” on page 129.

Note: Java Runtime is installed only when the agent requires it and is not always available. Also, ksh is no
longer required for agent installation, except for installation of the Summarization and Pruning agent,
which is installed during Cloud APM server installation. SELinux in enforcing mode is supported.

About this task

You can install monitoring agents as a root user or non-root user. If you do not have root privileges and
you want to install a monitoring agent, you can install the agent as a non-root user, see “Installing agents
as a non-root user” on page 142. Also, you can install the agent as a non-root user if you are a host
administrator and you do not want to run the monitoring agent as a root user. Installation flow is the same
as for a root user.

Agent coexistence is supported. You can install IBM Cloud Application Performance Management agents
on the same computer where IBM Tivoli Monitoring agents are installed. However, both agent types
cannot be installed in the same directory. For more information about agent coexistence see “Cloud APM
agent and Tivoli Monitoring agent coexistence” on page 930.

Procedure

1. Open a terminal shell session on the Red Hat Enterprise Linux system.
2. On your system, navigate to the directory where you downloaded the .tar file

The agents must be installed on the system where the application that you want to monitor is
installed. If needed, transfer the installation archive file to the system to be monitored. The archive file
contains the agents and installation script.

Remember: Make sure that the directory does not contain an older version of the archive file.
3. Extract the installation files by using the following commands, which depend on your offering:

tar -xf ./installation files.tar

where installation files is the installation file name for your offering.

The installation script is extracted to a directory named for the archive file and version. For example:
offering_Agent_Install_8.1.4.0. Agent binary and configuration-related files are extracted
into subdirectories within that directory.

4. Run the installation script from the directory that is named for the archive file and version:

./installAPMAgents.sh

To install the agents in silent mode, see “Installing agents silently” on page 145.
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5. Specify whether to install individual agents, a combination of the agents, or all of the agents.
6. Depending on whether you are installing or upgrading the agents, take one of the following steps:

- Ifyou areinstalling the agents, specify a different agent installation home directory or use the
applicable default directory:

- /opt/ibm/apm/agent

- Ifyou are upgrading the agents, after you are prompted for the agent installation home directory,
enter the installation directory of the previous version of the agents.

a. If an older version of the agents exists in the /opt/ibm/apm/agent directory, you must
specify a new installation directory. In the next step, you are asked if you want to migrate agent
configuration from the /opt/ibm/apm/agent directory.

b. If you confirm that you want to migrate the agent configuration from the old installation
directory (/opt/ibm/ccm/agent) to the new installation directory, for
example, /opt/ibm/apm/agent, you must start the agent in the new installation location.

Restriction: The older version of the agent is stopped automatically in the old installation
location, but it is not started automatically in the new installation location.

c. After installation is complete and you verify that the agent works in the new installation
directory, you must uninstall the older version of the agent from the /opt/ibm/ccm/agent
directory. If you want to remove all agents, run the fopt/ibm/ccm/agent/bin/smai-
agent.sh uninstall_all command.

7. When you are asked if you accept the license agreement, enter 1 to accept the agreement and
continue, or enter 2 to decline.

After you enter 1 (accept), a prerequisite scan of your environment starts and takes a few moments to
complete. If any requirements are missing, a message directs you to a log file with the reason for the
failure. A missing prerequisite, such as a missing library or insufficient disk space, stops the
installation. You must address the failure, and start the installation script again.

Note: If the installation exits with the following message, check whether the Server service is started
(Start -> Administrative Tools -> Services). If not, start the Server service and run
installAPMAgents.bat again.

This script [installAPMAgents.bat] must be run as Administrator.

8. If you installed the agents by using a non-root user ID, you must update the system startup scripts
(see “Installing agents as a non-root user” on page 142).

9. After installation is complete and the command line is available, you can repeat the steps in this
procedure to install more monitoring agents on the managed system.

What to do next

Configure the agent as required. If your monitoring agent requires configuration as described in Chapter
5, “Agent and data collector deployment,” on page 113 or if you want to review the default settings, see
Chapter 7, “Configuring your environment,” on page 159.

- If you are using a forward proxy because your firewall does not allow transparent outbound HTTPS
connections to external hosts, you must edit the agent environment configuration file. For instructions,
see “Configuring agents to communicate through a forward proxy” on page 159.

- If you upgraded an agent from a previous version, identify any reconfiguration or migration tasks that
you must complete before logging in to the Cloud APM console. For information about those tasks, see
“Upgrading your agents” on page 1111. After an upgrade, you must restart any agent that is not both
automatically configured and started by the installer.

To start an agent, run the following command:

./name-agent.sh start
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For information about the monitoring agent commands, including the name to use, see “Using agent
commands” on page 177. For information about which agents are started automatically and manually,
see Chapter 5, “Agent and data collector deployment,” on page 113.

After an upgrade, you must restart any agent that is not both automatically configured and started by the
installer.

After you configure and start the agent, view the data that the agent is collecting.

« If you are not logged in, follow the instructions in “Starting the Cloud APM console” on page 957.

- If you want to view managed systems from your IBM Tivoli Monitoring domain in the Application
Performance Dashboard, complete the tasks that are described in “Integrating with IBM Tivoli
Monitoring V6.3 ” on page 929.

 Restart the apmui service on the Cloud APM server so that agent online help updates are displayed in
the Cloud APM console. The apmui service is restarted by using the apm restart apmuicommand.

Installing agents on Windows systems

You can install some of the Cloud APM monitoring agents on Windows systems.

The following monitoring agents are supported on Windows 64-bit systems. Where indicated, agents are
also supported on Windows 32-bit systems.

- Monitoring Agent for Amazon EC2

« Monitoring Agent for AWS Elastic Load Balancer

« Monitoring Agent for Azure Compute

= Monitoring Agent for Cassandra

« Monitoring Agent for Cisco UCS

« Monitoring Agent for Citrix Virtual Desktop Infrastructure
- Monitoring Agent for Db2

- Monitoring Agent for Hadoop

« Monitoring Agent for HTTP Server*

= Monitoring Agent for IBM Cloud

« Monitoring Agent for IBM Integration Bus

- Monitoring Agent for Internet Services*

- Monitoring Agent for MQ Appliance

- Monitoring Agent for JBoss

« Monitoring Agent for MariaDB

- Monitoring Agent for Microsoft Active Directory*

« Monitoring Agent for Microsoft Cluster Server*

« Monitoring Agent for Microsoft Exchange Server

- Monitoring Agent for Microsoft Hyper-V Server

- Monitoring Agent for Microsoft Internet Information Services
« Monitoring Agent for Skype for Business Server (formerly known as Microsoft Lync Server)*
« Monitoring Agent for Microsoft .NET

= Monitoring Agent for Microsoft Office 365

« Monitoring Agent for Microsoft SharePoint Server

- Monitoring Agent for Microsoft SQL Server*

- Monitoring Agent for MySQL

« Monitoring Agent for NetApp Storage
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- Monitoring Agent for Oracle Database

« Monitoring Agent for PostgreSQL

« Monitoring Agent for RabbitMQ

« Monitoring Agent for SAP Applications

« Monitoring Agent for SAP HANA Database

- Monitoring Agent for SAP NetWeaver Java Stack
- Monitoring Agent for Siebel

« Monitoring Agent for Sterling Connect Direct

= Monitoring Agent for Sterling File Gateway

- Monitoring Agent for Sybase Server

« Monitoring Agent for Tomcat

« Monitoring Agent for VMware VI

« Monitoring Agent for WebLogic

« Monitoring Agent for WebSphere Applications
« Monitoring Agent for WebSphere MQ

« Monitoring Agent for Windows OS*

- Response Time Monitoring Agent*

* Supported on both 64-bit and 32-bit Windows systems.

Preinstallation on Windows systems

You must complete the required preinstallation tasks before you install agents on Windows systems.
Some preinstallation tasks are agent-specific and other tasks apply to multiple agents.

Note: These requirements are in addition to the requirements identified in the Software Product
Compatibility Reports for your agent: For the current version requirements and dependencies for your
agent, see the IBM Cloud Application Performance Management Software Product Compatibility Report
for agents on Windows.

All agents
The following preinstallation tasks are applicable to all agents:

Test connectivity
Before you install agents, ensure that your system can communicate with the Cloud APM server. For
information about checking connectivity to the Cloud APM server, see Network connectivity.

Installing from the command prompt on a local drive
Use the Windows command prompt to start the installation script. Do not use Windows PowerShell to
start the installation script.

Copy the installation files to a local disk or a mapped network drive, and then start the installation
script. Do not start the installation script from a network location.

Start the installation script from a new command prompt. Do not start the installation script from an
existing command prompt because the command prompt might have outdated environment
variables.

Setting the CANDLEHOME environment variable
If you used the ITM Agent Converter to install and configure an agent on the same managed system
before, the CANDLEHOME environment variable changed to that directory where you installed the
agent with the Agent Converter. Before you install and configure a native Cloud APM agent, you must
set the CANDLEHOME environment variable to a different directory, otherwise, the native Cloud APM
agent cannot start.
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Specific agents
The following preinstallation tasks are applicable to the specified agents:
DataStage agent
1. Enable parameters in the DSODBConfig. cfg file. Complete the following steps:
a. Open the DSODBConfig. cfg file at the following location in an editor:

infosphere_information_server_install_dir\Server\DSODB
b. Uncomment the following parameters by removing # symbol:

MonitorLinks=1

JobRunUsage=1

ResourceMonitor=1
DSODBON=1

c. Edit values of these parameters equal to 1.
2. Copy the JDBC driver of the database that is used for metadata repository configuration on the
agent computer.
a. Type 4 IJDBC 4, or later. Example: db2jcc4.jar
b. Type 4 IJDBC driver for Oracle. Example: ojdbcé. jar
c. JDBC driver for MS SOL:

« Sqljdbc4l. jaxr requires a JRE of 7 and supports the JIDBC 4.1 APL.
« Sqljdbc42.jar requires a JRE of 8 and supports the JDBC 4.2 APL.

IBM Integration Bus agent
Make sure the user id to install the IBM Integration Bus agent is in the mgbxrkzrs user group.

Internet Service Monitoring
For the Internet Service Monitoring, you must apply IBM Cloud Application Performance Management
8.1.4.0 core framework Interim Fix 3 on the APM Server from here and then preconfigure the agent.
The Agent and the bridge module uses ports 9510 and 9520. In case these ports are already in use
the installation will not progress.

Note:

- For existing users it is recommended to install Internet Service Monitoring agent on 64-bit platforms
either Windows or Linux rather than upgrading the agent on Windows 32-bit platform to a newer
version.

« Internet Service Monitoring Agent do not support Windows 2008 R2 on Windows 64-bit platform.

MySQL agent
For the Monitoring Agent for MySQL, you must install the MySQL server and MySQL JDBC driver before
you install the MySQL agent on that system. To install the JDBC driver, see MySQL Connector/J JDBC
driver.

Oracle Database agent
If the Oracle Database agent monitors the Oracle database remotely, you must install the Oracle
instant clients first from Oracle Technology Network - Instant Client Downloads on the following
systems:

« Windows Server 2012 64-bits

« Windows Server 2012 R2 64-bits

« Windows Server 2008 R2 Datacenter 64-bits
« Windows Server 2008 R2 Enterprise 64-bits
« Windows Server 2008 R2 Standard 64-bits

The instant clients v10.x, v11.x, and v12.x are supported by the Oracle Database agent.
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Response Time Monitoring Agent

Before you install the Response Time Monitoring agent, review the installation planning section here:
“Planning the installation ” on page 679.

SAP HANA Database agent

1. Install SAP HANA database client HDBSQL version 1.00.102.06 or later on the Windows system.
2. Add the installation path of the SAP HANA client to the PATH environment variable.

Example: Add C:\Program Files\sap\hdbclient to the PATH environment variable, where
C:\Program Files\sap\hdbclient indicates the installation path of the SAP HANA database
client.

Tomcat agent

1. Java SDK is installed on the Tomcat server where the agent is installed.

2. The SDK path is added to the PATH variable directly or by using the set path command before
installing the agent.

3. The JAR command is working.

Installing agents
You can install any combination of monitoring agents on a managed system. For example, if you install the
Monitoring Agent for MySQL for monitoring MySQL servers, you might want to also install the Response
Time Monitoring Agent to gather more response time information for your Ruby applications. You might
also want to install the Monitoring Agent for Windows OS to monitor other aspects of your system, such as
the overall CPU, memory, and disk.

Your offering determines which monitoring agents are available for installation. For a list of the agents
included in each offering, see “Capabilities” on page 56.

For a list of the agents that run on a Windows system, see “Preinstallation on Windows systems” on page
138.

Before you begin

Download the agents. See “Downloading your agents and data collectors” on page 105.

Review the information in “System requirements” on page 85 to make sure that you have met the
requirements for the agents you plan to install.

Review the agent prerequisite tasks before you install the agents. For details, see “Preinstallation on
Windows systems” on page 138.

About this task

Ensure that you have adequate permission to run the agent installation script and agent commands. You
must be logged in using one of the following user account types:

« default Windows administrator user account

« administrator user account

« user account, which is a member of the administrators group

« user account, which is registered as an administrator in Active Directory services

Agent coexistence is supported. You can install IBM Cloud Application Performance Management agents
on the same computer where IBM Tivoli Monitoring agents are installed. However, both agent types
cannot be installed in the same directory. For more information about agent coexistence, see “Cloud APM
agent and Tivoli Monitoring agent coexistence” on page 930.
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Procedure

Complete these steps to install monitoring agents on VMs and systems where the Windows operating
system is installed:

1. On your system, navigate to the directory where you downloaded the compressed file.

2. Extract the agent installation files for your offering (or offerings) to the location where you want to
install the monitoring agent software.
The .bat installation script is extracted to a directory named for the archive file and version. For
example: offering_Agent_Install_8.1.4.0. Agent binary and configuration-related files are
extracted into subdirectories within that directory.

3. Open a command prompt as administrator.
a) From the Start menu, type command in the search box.
b) Right-click Command Prompt from the list that displays and select Run as administrator.

4. From the command prompt, run the installation script with Administrator privileges from the directory
that is named for the archive file and version:

cd offering_Agent_Install_version
installAPMAgents.bat

Restriction: For the WebSphere Applications agent, the Administrator privileges must be the same
privileges that were used to install the WebSphere Application Server.

To install the agents in silent mode, see “Installing agents silently” on page 145.
5. If you are installing the agents, provide the name of the installation directory.

The default installation path is C: \IBM\APM. The name of the installation directory cannot exceed 80
characters or contain non-ASCII, special, or double-byte characters. Directory names in the path can
contain only the following characters:
abcdefghijklmnopqrstuvwxyzABCDEFGHIJKLMNOPQRSTUVWXYZ _\:0123456789()~-./.

Note: When short file name creation (8dot3Name) is disabled, if directory names in the path contain
spaces, installation is not supported.

If you are upgrading the agent, this step is skipped, and the agent installs into the previous installation
directory.

6. When you are asked if you accept the license agreement, enter 1 to accept the agreement and
continue, or enter 2 to decline.

After you enter 1 (accept), a prerequisite scan of your environment starts and takes a few moments to
complete. If any requirements are missing, a message directs you to a log file with the reason for the
failure. A missing prerequisite, such as a missing library or insufficient disk space, stops the
installation. You must address the failure, and start the installation script again.

Note: If the installation exits with the following message, check whether the Server service is started
(Start -> Administrative Tools -> Services). If not, start the Server service and run
installAPMAgents.bat again.

This script [installAPMAgents.bat] must be run as Administrator.

7. After installation is complete and the command prompt is available, repeat these steps to install more
monitoring agents.

What to do next

Configure your agents as required. To check if your monitoring agent requires manual configuration, see
Chapter 5, “Agent and data collector deployment,” on page 113. For configuration instructions, or, if you
want to review default configuration settings, see Chapter 7, “Configuring your environment,” on page
159.
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Before installing new agents, Windows Installer temporarily stops all agents currently running in the
installed product location. After installation completes, the installer restarts any stopped agents. You
must manually restart any monitoring agent that is not automatically started by the installer.

- If you are using a forward proxy because your firewall does not allow transparent outbound HTTPS
connections to external hosts, you must edit the agent environment configuration file. For instructions,
see “Configuring agents to communicate through a forward proxy” on page 159.

« If you upgraded an agent from a previous version, identify any reconfiguration or migration tasks that
you must complete before you log in to the Cloud APM console. For information about those tasks, see
“Upgrading your agents” on page 1111.

Use one of the following methods to start the agent:

« Click Start > All Programs > IBM Monitoring agents > IBM Cloud Application Performance
Management. Right-click on an agent and click Start.

 Run the following command

name-agent.bat start

For information about the monitoring agent commands, including the name to use, see “Using agent
commands” on page 177. For information about which agents are started automatically and manually,
see Chapter 5, “Agent and data collector deployment,” on page 113

After an upgrade, you must restart any agent that is not both automatically configured and started by the
installer.

After you configure and start the agent, view the data that the agent is collecting.

- If you are not logged in, follow the instructions in “Starting the Cloud APM console” on page 957.

- If you want to view managed systems from your IBM Tivoli Monitoring domain in the Application
Performance Dashboard, complete the tasks that are described in “Integrating with IBM Tivoli
Monitoring V6.3 ” on page 929.

 Restart the apmui service on the Cloud APM server so that agent online help updates are displayed in
the Cloud APM console. The apmui service is restarted by using the apm restart apmuicommand.

Installing agents as a non-root user

If you do not have root privileges and you want to install a monitoring agent, you can install the agent as a
non-root user. Also, you can install the agent as a non-root user if you are a host administrator and you do
not want to run the monitoring agent as a root user. Installation flow is the same as for a root user. After a
non-root installation, run the UpdateAutoRun. sh script with root user or sudo user access.

Before you begin

To uniquely identify the computer system, the Linux OS agent must identify the computer system board
Universal Unique Identifier (UUID), manufacturer, model, and serial number. This information is required
before the agent is added to an application in the Cloud APM console.

Obtain the computer system information by verifying the following entities exist on the computer system:

1. Check whether the fusx/bin/hal-get-property command is installed on the computer system
and the hald process (HAL daemon) is running. If the command is not installed, continue to step 2. If
the command is installed, skip step 2 and step 3. Note: If the OS version is Red Hat 7, the hald process
is not available.

2. If the /usx/bin/hal-get-propexrty command is not installed on the computer system, then
confirm that the /sys/class/dmi/id/product_uuid file exists and contains the computer system
UUID, and the user who installs the Linux OS agent has read access to this file. If this file does not
exist, continue to step 3. If the file exists, skip step 3.

3. If the fusx/bin/hal-get-propexrty command is not installed and the /sys/class/dmi/id/
product_uuid file does not exist, you must ensure that the hostname or hostnamectl commands
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return the fully qualified hostname. If these commands return the short hostname without the domain,
you must set the fully qualified hostname by entering the"hostname <fghn>" or "hostnamectl
set-hostname <fghn>" commands where <fghn> must be replaced with the fully qualified
hostname.

Note: The Linux OS agent retrieves this information periodically so the commands or files in the previous
steps must remain in place even after installation.

Note: The Linux OS Agent does not support monitoring of Docker when running as non-root.

Procedure
1. Install your monitoring agents on Linux or UNIX systems, as described in “Installing agents on Linux
systems” on page 128 and “Installing agents on UNIX systems” on page 122.

2. Optional: If you installed your agent as a selected user and want to configure the agent as a different
user, run the . /secure. sh script.

For more information about the . /secuxe. sh script, see “Configuring agents as a non-root user” on
page 183 and Securing the agent installation files.

For example: ./secure.sh -g db2iadml

3. Optional: Configure your monitoring agents on Linux or UNIX as necessary, see Chapter 7, “Configuring
your environment,” on page 159.

4. To update the system startup scripts, run the following script with root user or sudo user access:
install_dir/bin/UpdateAutoRun.sh

What to do next

If you installed your agent as a non-root user and you want to configure the agent as the same user, no
special action is required. If you installed your agent as a selected user and want to configure the agent as
a different user, see “Configuring agents as a non-root user” on page 183.

If you installed and configured your agent as a non-root user and you want to start the agent as the same
user, no special action is required. If you installed and configured your agent as a selected user and want
to start the agent as a different user, see “Starting agents as a non-root user” on page 992.

Use the same user ID for agent installation and upgrades.

If you run the UpdateAutoRun. sh script as root user, the agent is configured to automatically start after
the operating system restart. If you do not want this agent behavior, you can disable the automatic agent
start. For more information, see “Disabling automatic agent start on UNIX and Linux systems” on page
184.

Securing the agent installation files

After you install monitoring agents as a non-root user on Linux or UNIX systems, you can run the
secure.sh script to secure the agent installation by removing world write permissions and setting
correct file ownership.

Before you begin

« You must have read, write, and execute permissions for the installation directory.

- Installation of the monitoring agents and any agent configuration must be completed on the system and
the agents must be successfully started.

« If you are running agents as different user accounts, they must be members of the same group. (See
option -g.)

About this task
Complete this step to lock down the file permissions in your installation. Options are available to require
no root password, to specify a group name, and to view help for the command.
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Procedure

« Run the following command from the install_dir/bin directory. Usage:

secure.sh [-g common_group] [-n] [-h]

« Inthe simplest mode, run the . /secuxe. sh script, which removes world write permissions, and
sets the current user and user's group as the file owners. If the script is run by a non-root user, the
user is prompted for the root password.

- Ifanon-root user runs the . /secure.sh script with the -n option, this user is not prompted for a
root password. In this case, changing file permissions and changing ownership are done by using
this user's privileges. If the installation directory contains files that are owned by different users
and the current user has no privileges to modify permissions and ownership of other user's files,
this mode can fail.

- If you want to set a certain group as the group owner, the owner must provide the -g option with a
valid group name as an argument to that option. (See Example.)
Run secure.sh -g common_group.
The command changes ownership of the files and directories recursively.

If the common_group group is not the user's primary group, you can set the common_group group
to be the group owner of new files created in a directory, by running the following command:

chmod g+s install_dir/bin/sub_dir
where, sub_dir is any sub-directory, for example, /opt/ibm/ccm/agent.

« Runthe ./secure.sh script with the —h option to get help information for the script.

Results
The installation directory allows access to only the user who ran the script or to only the users in the
specified group.

Example

If user Alice is a member of the system group that is named "apmgroup", she can use the group to set file
group ownership with the following command:

./secure.sh -g apmgroup

After the script is run, the group is set as "apmgroup" for all files in install_dir for the group.

What to do next

Running the . /secuzre. sh script should result in the following permissions being set for the agents.

rwx rwx ---

After you run the script, check the permissions for the agent files. For example, for Response Time
Monitoring, check the files in install_dir/arch/hu/lib/mod_wrt. so. If the permissions for these
files are not set correctly, update the permissions manually. For example, for the Response Time
Monitoring agent:

1. Set the permissions, run:
chmod g+rx $AGENT_HOME/bin/rt-agent.sh
2. Set the user and group, run:

chown newuser:newgroup $AGENT_HOME/bin/rt-agent.sh
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Installing agents silently

Installing agents silently reduces installation time. To install a monitoring agent in silent mode, you must
download an agent installation image archive file from the IBM Marketplace website, extract the agent
installation files, prepare a silent response file, and run the installation script in silent mode.

Before you begin

1. Review the prerequisite tasks for installing the monitoring agents, and download and extract the agent
installation files. For details, see Installing agents on UNIX systems, Installing agents on Linux
systems, or Installing agents on Windows systems.

2. Complete the following steps to prepare a silent response file for installing agents:

a.

Locate the silent installation file for your offering (or offerings) offering_silent_install.txt,
make a copy of this file, and open it in a text editor.

. Uncomment the license agreement.
. Complete one of the following steps to specify the agents that you want to install:

« Uncomment the individual agents to be installed. For example:

INSTALL_AGENT=o0s

INSTALL_AGENT=ruby

« Uncomment INSTALL_AGENT=all to install all agents.

. Uncomment AGENT_HOME and specify the directory where you want to install the agents.

Remember: If you are upgrading agents on a Linux system, you must not specify
the /opt/ibm/apm/agent directory.

. If you are upgrading the agents on a Linux system, uncomment MIGRATE_CONF=yes.

f. Save the file.

Procedure

1. On the command line, change to the directory where you extracted the installation script and run the
following command:

cd offering_Agent_Install_version

2. Optional: This step is required ONLY for Solaris 10. You must create a soft link to ksh before you run
the installation script on Solaris 10.

a) Backup the /bin/sh command:

mv /bin/sh /bin/sh.bkup_origin

b) Create a soft link to ksh command:

In -s /bin/ksh /bin/sh

¢) Confirm that the result points to ksh:

1s -1 /bin/sh

3. Run the installation command:

./installAPMAgents.sh -p path_to_silent_response_file
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installAPMAgents.bat -p path_to_silent_response_file

The agents installation will fail on Windows if the prerequisite scanner can't obtain the type of disk
where the agent will be installed to. If this occurs, you will see a fail result for the validDestLocation
propery in the installation log file. In this case, you can skip the prerequisite scanning by adding
SKIP_PRECHECK=1 to the installation command. For example:

installAPMAgents.bat -p path_to_silent_response_file SKIP_PRECHECK=1

Note: BT When short file name creation (8dot3Name) is disabled, if directory names in the
path contain spaces, installation is not supported.

Results
The agents are installed.

What to do next

Configure the agents. See the procedure and table of commands for Linux and UNIX systems and for
Windows systems.

Bypassing the prerequisite scanner

When you install monitoring agents, a prerequisite scan of your environment starts and takes a few
moments to complete. If any requirements are missing, a message directs you to a log file with the reason
for the failure. In some installation scenarios, you might want to either ignore warning messages or
completely bypass the prerequisite check.

About this task
There are two levels of failure messages, WARN and FAIL, and there are two levels of bypassing:

« Setting the IGNORE_PRECHECK_WARNING variable causes the installer to ignore the warning (WARN)
messages.

- Setting the SKIP_PRECHECK variable causes the installer to ignore all failure messages.
If your agent installation failed and you received a warning (WARN) from the prerequisite checker, review

the warning. If you want to continue with the installation, set IGNORE_PRECHECK_WARNING and install
again.

In an environment where you have virtual machine images that serve as templates, the prerequisite scan
that is undertaken before installation begins can be done on only the first template image. If a VM image
passes the scan, the other VMs created from that image will also pass. You can save time by bypassing
the prerequisite check for other VMs that were created from the same image. Set SKIP_PRECHECK
variable and install again.

The SKIP_PRECHECK setting is also appropriate for the scenario where you have a new operating system
that IBM Support or the Software Product Compatibility Reports indicate that it is supported but the
prerequisite checker has not yet been updated. Be sure to first try to install the agent, check the log, and
make sure that this new OS is the only item failing — and the only item that you are bypassing — because
SKIP_PRECHECK causes the installer to bypass every item in the prerequisite checklist.

After downloading and extracting the installation files, complete this procedure to ignore the warning
messages or to bypass the prerequisite scan.

Procedure

On the system where you plan to install monitoring agents, enter one of the following commands:
« Ignore the warning (WARN) messages during the prerequisite check:

. BTN BTSN cxport IGNORE_PRECHECK_WARNING=1
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. NI set IGNORE_PRECHECK_WARNING=1
« Bypass the prerequisite scan:

. TSNS cxport SKIP_PRECHECK=1
. BIIMTM set SKIP_PRECHECK=1

What to do next
To restore the default setting the next time you want to install the agent with the prerequisite scanner,
turn off the IGNORE_PRECHECK_WARNING or SKIP_PRECHECK variable:

DT T nset IGNORE_PRECHECK_WARNING
- I set IGNORE_PRECHECK_WARNING=

or

« T (hset SKIP_PRECHECK
- WM set SKIP_PRECHECK=

Uninstalling your agents

Uninstall a single agent or all the agents from a managed system.

Before you begin

For multi-instance agents, you must remove all agent instances before you uninstall the agent. Otherwise,
agent entries are not cleared from the registry. To remove instances, run the following command:

« I name -agent.bat remove instance_name
. I T . /nome-agent.sh remove instance_name

where, name is the name of the agent and instance_name is the instance name. For more information, see
“Using agent commands” on page 177. For a list of multiple-instance agents, see Table 7 on page 114.

For the following agents, an agent-specific task must be completed before you complete the
uninstallation procedure:

« For the Monitoring Agent for HTTP Server, you must delete the Include statement in the http.conf
file, for example, "Include "/opt/ibm/apm/agent/tmp/khu/kvmé65s2_8044.conf", before you
restart the IBM HTTP server.

« For the Monitoring Agent for Python, run install_dir/1x8266/pg/bin/uninstall. sh to remove
injection codes before you uninstall the agent.

« For the Monitoring Agent for PHP, run install_dir/bin/1x8266/pj/lib/
uninstall.instance_name.sh to move injection codes before you uninstall the agent.

- For the Monitoring Agent for WebSphere Applications, you must unconfigure the data collector for all
monitored server instances before you uninstall the agent. Follow the instructions in “WebSphere
Applications agent: Unconfiguring the data collector” on page 149.

For the WebSphere Applications agent, make sure that the user ID, which is used to uninstall the agent,
has full read and write permissions to the 1ogs and runtime directories and all their contained
subdirectories and files within the data collector home directory. The data collector home directory is as
follows:

- W™ install_dir\dchome\7.3.0.14.08
— I T i stall dir/yndchome/7.3.0.14.08

 For the Node.js agent, you must remove the monitoring plug-in from your Node.js application before you
uninstall the agent. Follow the instructions in “Node.js agent: Removing the monitoring plug-in” on page
157.
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« For the Microsoft .NET agent, you must remove the data collector from your .NET applications before
you uninstall the agent. Follow the instructions in “Microsoft .NET agent: Removing the .NET data
collector” on page 158.

- For the IBM Integration Bus agent, if you configured transaction tracking for brokers with the agent
provided user exit, you must remove the user exit before you uninstall the agent. Follow the instructions
in “Removing the KQIUserExit user exit” on page 287.

« For the Internet Service Monitoring, go to <candle_home>\BIN and run the ism-agent.bat file with
uninstall as an argument. In case you want to uninstall all monitoring agents on the server using
smai-agent.bat, first run the ism-agent.bat with uninstall as an argument and then run the smai-
agent.bat

- For the Monitoring Agent for SAP NetWeaver Java Stack, before you uninstall the agent, stop all SAP
NetWeaver Java Stack agent instances by using the following command:

— MM sap_netweaver_java_stack-agent.bat stop instance_name

About this task
The Oracle agent on Windows systems can be uninstalled only by using the command prompt.

Procedure

1. On the VM or system where the monitoring agent (or agents) is installed, start a command line and
change to the binary directory:

o TN i hstall dir/bin
- WITTTM install_dir\BIN

where install_dir the installation directory of the monitoring agent or agents.

2. To uninstall a specific monitoring agent, enter the agent script name and the uninstall option where
name is the agent script name:

. I T ./ home-agent.sh uninstall
- I nagme-agent.bat uninstall

For a list of the agent script names, see “Using agent commands” on page 177.

Remember: For the Monitoring Agent for Microsoft .NET, you must run the command with
Administrator privileges.

The monitoring agent is uninstalled from the managed system.

If you have uninstalled all of your monitoring agents individually, continue to remove the framework
files. See What to do next.

3. To uninstall all the monitoring agents from the managed system with a confirmation prompt, enter the
script name and uninstall all option:

. mm./smai-agent.sh uninstall_all
- MM smai-agent.bat uninstall_all

A confirmation prompt is displayed. Type 1 to continue, or type 2 to cancel.
All monitoring agents are uninstalled from the system or VM.

W Linux LA

On Linux, and UNIX, to force the uninstall of all the monitoring agents without a prompt for
confirmation, enter the script name and the force uninstall all option:

./smai-agent.sh uninstall_all foxce
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What to do next

For the Monitoring Agent for HTTP Server, after you uninstall the agent, you must remove the following
files manually:

« /tmp/khu_cps.properties
« /tmp/httpserver-disc.error
For the Monitoring Agent for Python:

1. Delete the Django pyc configuration file to ensure the restored Django pyc file generates its binary.
2. Restart the Apache server to remove the loaded middleware in the Apache processes.

For the Monitoring Agent for Ruby, to uninstall the diagnostics data collector:

1. Navigate to the home directory of your application, open its Gemfile, and remove the following line
from the file: gem 'stacktracer'

2. Restart your Ruby on Rails application.
3. Uninstall the diagnostics data collector. Enter: gem uninstall Gemfile

4. Remove the runtime directory of the data collector. The default location of this directory is
install_dir/install-images/kkm/dchome

For the Monitoring Agent for Microsoft .NET, complete these steps:
1. Remove the data collector d11 files using one of the following options:
- Reboot your operating system.
« Try to delete the file install_dir\ge\bin64\CoxrProflLog.dll.
AFile in Use dialogis displayed. It identifies the .NET processes that are currently running.
« Restart each of the .NET processes.
2. Restart your .NET applications.

WebSphere Applications agent: Unconfiguring the data collector

If you uninstall the WebSphere Applications agent before you unconfigure the data collector, the agent
uninstallation fails. You can remove the data collector from an application server instance manually or by
using the interactive utility or the silent unconfiguration process.

For instances monitored with PMI resource monitoring, unconfiguration is not available. Monitoring of
PMI data continues while the server is available.

Unconfiguring the data collector interactively
If you no longer want the data collector to monitor one or more application server instances, you can
unconfigure the data collector for them.

Before you begin

Use the user ID for configuring the data collector to unconfigure the data collector, which is also the user
1D for installing the application server. Verify that this user ID has read and write permissions to the data
collector home directory and all its sub-directories. The data collector home directory is as follows, where
install_dir is the WebSphere Applications agent installation directory.

« WM install_dir\dchome\7.3.0.14.08
o I TN i stall_dir/yndchome/7.3.0.14.08

About this task

The unconfiguration utility (unconfig.sh or unconfig.bat) is a menu driven command-line utility for
unconfiguring the data collector.

Chapter 6. Installing your agents 149



Procedure

1. Log in to the system as the user ID that is used to configure the data collector.
2. Navigate to the following bin directory:

- WITTTM install_dir\dchome\7.3.0.14.08\bin
o ISR TN i nstall_dir/yndchome/7.3.0.14.08/bin

3. Optional: Set the location of the Java home directory before you start the utility.
For example:

BTN o xport JAVA_HOME=/opt/IBM/AppServer80/java

MM set JAVA_HOME=C:\Progra~1\IBM\WebSphere\AppServer80\java
4. Start the unconfiguration utility by issue the following command:

| Linux A ./unconfig.sh

BT unconfig.bat

5. The utility searches for all server instances that are monitored by the data collector. Enter the
number that corresponds to the application server instance to unconfigure for data collection or enter
an asterisk (%) to unconfigure data collection for all application server instances. To specify a subset
of servers, enter the numbers, separated by commas, that represent the servers. For example:
1,2,3.

Remember:

- For a stand-alone environment, application server instances must be running during the
configuration. (A WebSphere Application Server Liberty instance does not need to be running).

 For a Network Deployment environment, the Node Agent and Deployment Manager must be
running.

6. The utility prompts you to specify whether you want to create a backup of your current WebSphere
Application Server configuration. Enter 1 to create a backup of the current configuration. Otherwise,
enter 2 and skip to step 8.

7. The utility prompts you to specify the directory in which to store the backup of the configuration.
Specify a directory in which to store the backup of the configuration or accept the default directory.

The utility displays the name of the WebSphere home directory and the WebSphere profile for which
a backup is created.

8. The utility indicates whether WebSphere Global Security is enabled for the WebSphere Application
profile that you specified. If global security is not enabled, skip to step 10.

9. The utility prompts you to specify whether to retrieve security settings from a client properties file.
Enter 1 to allow the utility to retrieve the user name and password from the appropriate client
properties file and skip to step “10” on page 150. Otherwise, enter 2 to enter the user name and
password.

The data collector communicates with the WebSphere Administrative Services using the RMI or the
SOAP protocol. If global security is enabled for a profile, you must specify the user ID and password
of a user who is authorized to log in to the IBM WebSphere Application Server administrative console
for the profile. Alternatively, you can encrypt the user name and password and store them in client
properties files before configuring the data collector. You must use the sas.client. props file for
an RMI connection, or the soap.client.props file for an SOAP connection.

If you selected the option to back up the current WebSphere configuration, the utility starts backing
up the configuration.

10. The utility unconfigures the data collector for the specified application server instances. A status
message is displayed to indicate that the data collector was successfully unconfigured.

11. After the data collector unconfiguration completes, restart the application server instances.
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The data collector configuration takes effect when the application server instances are restarted. PMI
resource monitoring for the server instance is still available.

12. Optional: If you want to use resource monitoring for a server instance after unconfiguring the data
collector, restart the monitoring agent by running the following commands:

cd install_dir\bin
was-agent.bat stop
was-agent.bat start

cd install_dir/bin
./was-agent.sh stop
./was-agent.sh start

Results
The data collector is unconfigured for the specified application server instances.

Unconfiguring the data collector in silent mode
You can unconfigure the data collector using the unconfiguration utility in silent mode.

Before you begin

Use the user ID for configuring the data collector to unconfigure the data collector, which is also the user
ID for installing the application server. Verify that this user ID has read and write permissions to the data
collector home directory and all its sub-directories. The data collector home directory is as follows, where
install_dir is the WebSphere Applications agent installation directory.

- WM install_dir\dchome\7.3.0.14.08
N Linux | AIX install_dir/yndchome/7.3.0.14.08

About this task

When you unconfigure the data collector in silent mode, you first specify configuration options in a
properties file. A sample properties file, sample_silent_unconfig.txt, is packaged with the
unconfiguration utility. The file is available in bin directory within data collector home directory.

Procedure

1. Log in to the system with the user ID that is used to configure the data collector.

2. Specify the configuration options in the properties. txt file.
The following properties are available for unconfiguring the data collector in silent mode:
WebSphere Application Server connecting settings

was.wsadmin.connection.host
Specifies the name of the host to which the wsadmin tool is connecting.

WebSphere Application Server global security settings

was.wsadmin.username
Specifies the user ID of a user who is authorized to log on to the IBM WebSphere Application
Server administrative console. This user must have the agent role on the application server.

was.wsadmin.password
Specifies the password that corresponds to the user specified in the
was.wsadmin.username property.
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WebSphere Application Server settings

was.appserver.profile.name
Specifies the name of the application server profile you want to unconfigure.

was.appserver.home
Specifies the WebSphere Application Server home directory.

was.appserver.cell.name
Specifies the WebSphere Application Server cell name.

was.appserver.node.name
Specifies the WebSphere Application Server node name.

Backup of the WebSphere Application Server configuration

was.backup.configuration
Specifies whether to back up the current configuration of the WebSphere Application Server
data collector before unconfiguring the data collector. Valid values are True and False.

was.backup.configuration.dir
Specifies the location of the backup directory.

WebSphere Application Server runtime instance settings

was.appserver.server.name
Specifies an application server instance within the application server profile for which you want
to unconfigure the data collector.

Tip: The silent response file can have multiple instances of this property.
. Navigate to the following directory:

« MMM install_dir\dchome\7.3.0.14.08\bin

B Linux Al | install_dir/yndchome/7.3.0.14.08/bin

. Run the following command:

B Windows |

unconfig.bat -silent path_to_silent_file

unconfig.sh -silent path_to_silent_file

. After the data collector unconfiguration completes, restart the application server instances.

The data collector configuration takes effect when the application server instances are restarted. PMI
resource monitoring for the server instance is still available.

. Optional: If you want to use resource monitoring for a server instance after unconfiguring the data
collector, restart the monitoring agent by running the following commands:

cd install_dir\bin
was-agent.bat stop
was-agent.bat start

cd install_dir/bin
./was-agent.sh stop
./was-agent.sh start

Manually removing data collector configuration from an application server instance
To manually remove the data collector configuration from an application server instance, you must be
able to connect to the application server by using the wsadmin tool. This is possible only if you are using
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WebSphere Application Server Network Deployment and the Deployment Manager is running. If the
WebSphere application server cannot start, you must restore the WebSphere application server from the
backup taken when you run the configuration utility.

About this task

You can manually remove the data collector configuration from an application server instance, if any of
the following conditions apply:

« In a non-Network Deployment environment, you manually added the data collector configuration to the
application server instance and you want to unconfigure data collection. The application server instance
must be running.

« In a Network Deployment environment, you manually added the data collector configuration to the
application server instance and you want to unconfigure data collection. The Node Agent and
Deployment Manager on the application server must be running.

« In a Network Deployment environment, you configured the application server instance for data
collection manually and the application server fails to start. The Node Agent and Deployment Manager
on the application server must be running.

If you configured a stand-alone application server instance for data collection either manually or with the
configuration or migration utility and the application server fails to start, you must restore your
WebSphere Application Server configuration with your backup configuration. For more information, see
“Restoring the application server configuration from a backup” on page 872.

Remember:
« You must make manual changes to the WebSphere application server configuration for data collectors
as the WebSphere administrative user.

« Making manual changes to the WebSphere application server for data collection must be performed by
an experienced WebSphere administrator only. Any error in the manual configuration change can result
in the application server not starting.

- If you manually configure the data collector to monitor application server instances, you cannot use the
unconfiguration utility to unconfigure the data collector.

Procedure

To manually remove the data collector configuration, complete the following procedure:
. Log in to the WebSphere Administration Server Console.

. Click Servers.

. Expand Server Type and select WebSphere application servers.

. Click the name of the server.

. In the Configuration tab, go to Server Infrastructure > Java and Process Management > Process
Definition > Java Virtual Machine > Additional Properties: Custom Properties.

6. Remove any of the following JVM Custom Properties, if they are present:

g b~ W N P

- am.home

« ITCAM.DC.ENABLED

« TEMAGCCollector.gclog.path

e com.ibm.tivoli.itcam.toolkit.ai.runtimebuilder.enable.rebuild

e com.ibm.tivoli.jiti.injector.ProbeInjectorManagerChain. primaryInjectorFile
7. Identify the JVM arguments that were added for the data collector.

a) In the navigation pane, click Environment > WebSphere Variables.

b) If you manually configured the application server for data collection, locate the JVM arguments
you added manually.
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If you configured the application server for data collection with the configuration utilities, compare
the values of the AM_OLD_ARGS and AM_CONFIG_JVM_ARGS arguments to determine which
arguments were added by the configuration utility.

8. Click Server > Application Server and select the appropriate server name.

9. In the Configuration tab, go to Server Infrastructure > Java and Process Management > Process
Definition > Java Virtual Machine.

10. In Generic JVM Arguments field, remove the JVM arguments that you identified in Step 7 for the
data collector.

11. Click Apply or OK.
12. In the Messages dialog box, click Save.
13. In the Save to Master Configuration dialog box, complete one of the following steps:

« If you are under a Network Deployment environment, make sure that the Synchronize changes
with Nodes check box is selected, and then click Save.

« Ifyouare not under a Network Deployment environment, click Save.
14. Remove environment entries that were added for the data collector.

a) In the Configuration tab, go to Server Infrastructure > Java and Process Management >
Process Definition > Environment Entries.

b) Depending on the operating system, delete the following environment entry:
» sl IBPATH
. LD_LIBRARY_PATH
o WIS PATH
c) Remove the NLSPATH environment entry.
15. Click Apply or OK.
16. In the Messages dialog box, click Save.
17. In the Save to Master Configuration dialog box, complete one of the following steps:

« Ifyouare under a Network Deployment environment, make sure the check box Synchronize
changes with Nodes is selected, and then click Save.

« Ifyouare not under a Network Deployment environment, click Save.
18. In the navigation pane, click Environment > WebSphere Variables.
19. Delete the following variables:
« AM_CONFIG_JVM_ARGS
« AM_OLD_JVM_ARGS
« ITCAMDCHOME
« ITCAMDCVERSION
20. In the Messages dialog box, click Save.
21. In the Save to Master Configuration dialog box, complete one of the following steps:

« Ifyou are under a Network Deployment environment, make sure the check box Synchronize
changes with Nodes is selected, and then click Save.
« Ifyouare not under a Network Deployment environment, click Save.

22. If you configured the server instance for data collection with the data collector configuration tool,
rather than manually, complete the following steps:

a) Navigate to the dc_home/runtime directory.

b) Rename the $profile.$cell.$node.$server.input.properties file to
$profile.$cell.$node.$server.input.properties.bak.

23. If you are manually removing the data collector configuration from all application server instances in
a profile, perform the following steps:
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a) Navigate to the $appserverhome/bin directory.

b) Run the osgiC£fgInit.sh/bat -all command on Windows systems or the osgiCfgInit.sh
-all command on UNIX and Linux systems.

24. Restart the application server instance that was monitored by the data collector.

Manually unconfigure the data collector
After you manually configure the data collector for the WebSphere Applications agent, to remove data
collection within the configured application server, you must manually unconfigure the data collector.

About this task

The following procedure applies only after you manually configure the data collector following the
instructions in “Manually configure the data collector if the configuration utilities fail” on page 849. If you
used the configuration utilities to configure the data collector, you must also use the unconfiguration
utility to unconfigure the data collector. For instructions, see “Unconfiguring the data collector
interactively” on page 149 or “Unconfiguring the data collector in silent mode” on page 151.

Procedure

« To manually unconfigure the data collector for the WebSphere application server, see “Manually
unconfiguring the data collector for WebSphere Application Server traditional” on page 155.

« To manually unconfigure the data collector for the Liberty server, see “Manually unconfiguring the data
collector for WebSphere Application Server Liberty” on page 156.

Manually unconfiguring the data collector for WebSphere Application Server traditional

Procedure

1. Log in to the WebSphere Administrative Console as the administrator.

2. In the navigation pane, click Servers, expand Server Type and select WebSphere application
servers.

3. Click the name of the application server.

4. Under the Server Infrastructure section in the Configuration tab, expand Java Virtual Machine and
click Process Definition.

5. Under the Additional Properties section, click Java Virtual Machine.
6. In the Generic JVM arguments field, remove the following entries from the content.

-agentlib:am_ibm_16=$$WAS_SERVER_NAME} -Xbootclasspath/p:$${ITCAMDCHOME}/
toolkit/lib/bcm-bootstrap.jar -Djava.security.policy=${ITCAMDCHOME?}/itcamdc/
etc/datacollector.policy -verbosegc

7. Click Apply and click Save. In the Save to Master Configuration dialog box, complete the following
steps:
« If you are under a Network Deployment environment, ensure that Synchronize changes with
Nodes is selected and then click Save.
« If you are not under a Network Deployment environment, click Save.

8. In the navigation pane, click Servers, expand Server Types, click WebSphere application servers
and then click the server name.

9. In the Configuration tab, go to Server Infrastructure > Java and Process Management > Process
Definition > Environment Entries.

10. Depending on the operating system, the hardware platform, and the application server JVM, remove
the following environment entry.

o mmsm| IBPATH
- ITITEN | D LIBRARY_PATH
« I PATH
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11. In the navigation pane, click Environment > WebSphere Variables.

12. Remove the ITCAMDCHOME variable if it exists.

13. Click Apply and click Save. In the Save to Master Configuration dialog box, complete the following
steps:
« If you are under a Network Deployment environment, ensure that Synchronize changes with

Nodes is selected and then click Save.

- If you are not under a Network Deployment environment, click Save.

14. Restart the application server instance.

15. Go to the runtime directory in the agent installation directory and remove the
profile_name.cell_name.node_name.server_name.manual.input.properties file.

N Linue f A install_dir/yndchome/7.3.0.14.08/runtime/
profile_name.cell_name.node_name.server_name.manual.input.
properties

« T install_dir\dchome\7.3.0.14.08\runtime
\profile_name.cell_name.node_name.server_name.manual.input.
properties

Manually unconfiguring the data collector for WebSphere Application Server Liberty

Procedure

1. Navigate to the liberty server directory and open the jvm.options file in the server_name directory
within the Liberty server installation directory. For example, /opt/ibm/wlp/usr/servers/
defaultServer.

2. Remove the following parameters from the jvm.options file.

-agentlib:am_ibm_216=server_name

-Xbootclasspath/p:dc_home/toolkit/1lib/bcm-bootstrap.jar

-Djava.security.policy=dc_home/itcamdc/etc/datacollector.policy

-verbosegc

where, server_name is the name of the Liberty server; dc_home is the data collector home directory.

3. Open the server.xml file and remove the following lines:

<feature>webProfile-7.0</feature>

<feature>monitor-1.0</feature>
<feature>usr:itcam-730.140</feature>

4. Open the server.env file and remove the following entry value from the environment entry per the
operating system:

Table 8. Environment entry
Platform Environment entry name Environment entry value
AIX R6.1 (64-bit IVM) LIBPATH /1lib:dc_home/
toolkit/1lib/aix536
AIX R7.1 (64 bit JVM) LIBPATH /1lib:dc_home/
toolkit/lib/aix536
Solaris 10 (64-bit IVM) LIBPATH /1ib:dc_home/
toolkit/1lib/s01296
Solaris 11 (64-bit IVM) LIBPATH /1lib:dc_home/
toolkit/1lib/s01296
Linux x86_64 R2.6 (64-bit VM) |LD_LIBRARY_PATH /lib:dc_home/
toolkit/1lib/1x8266

156 IBM Cloud Application Performance Management: User's Guide



Table 8. Environment entry (continued)

Platform Environment entry name Environment entry value
Linux Intel R2.6 (32-bit JVM) LD_LIBRARY_PATH /1lib:dc_home/
toolkit/1ib/1i6263
Windows (32-bit JVM) PATH /1ib;dc_home/
toolkit/1lib/win32
Windows (64-bit JVM) PATH /1ib;dc_home/
toolkit/lib/win64

5. Restart the Liberty server.

6. Go to the runtime directory in the WebSphere Applications agent installation directory and remove
the cell_name.node_name.server_name.manual.input.properties file.

B Linux | A install_dir/yndchome/7.3.0.14.08/runtime/

cell_name.node_name.server_name.manual.input.properties

o T install_dir\dchome\7.3.0.14.08\runtime

\cell_name.node_name.server_name.manual.input.properties

Node.js agent: Removing the monitoring plug-in
Before you uninstall the Node.js agent, you must remove the monitoring plug-in from your Node.js

application.

Procedure

1. Remove data collector plug-ins from the beginning of the Node.|s application file.
« Ifyou upgrade the Node.js agent from V01.00.12.00 to V01.00.13.00, complete the following

procedure:

— If you enabled resource data collection, remove the following line from the beginning of the

Node.js application file:

require ('KNJ_NPM_LIB_LOCATION/node_modules/ibm-apm/knj_index.js"');

where KNJ_NPM_LIB_LOCATION is the directory to the 1ib folder of your npm package global
installation directory. The default directory is /usr/local/1lib.

— If you enabled resource data collection and deep-dive diagnostics data collection, remove the
following line from the beginning of the Node.js application file:

require ('KNJ_NPM_LIB_LOCATION/node_modules/ibm-apm/knj_deepdive.js');

— If you enabled resource data collection, deep-dive diagnostics data collection, and method
traces collection, remove the following line from the beginning of the Node.js application file:

require ('KNJ_NPM_LIB_LOCATION/node_modules/ibm-apm/knj_methodtrace.js');

« Ifyou upgrade the Node.js agent from V01.00.10.00 to V01.00.13.00, complete the following

procedure:

— If you enabled resource data collection, remove the following line from the beginning of the

Node.js application file.

require('install_dir/1x8266/nj/bin/plugin/knj_index.js');

, where install_dir is the installation directory of Node.js agent.

— If you enabled resource data collection and deep-dive diagnostics data collection, remove the
following line from the beginning of the Node.js application file.

Chapter 6. Installing your agents 157



require('install_dir/1x8266/nj/bin/plugin/knj_deepdive.js');

— If you enabled resource data collection, deep-dive diagnostics data collection, and method
traces collection, remove the following line from the beginning of the Node.|s application file.

require('install_dir/1x8266/nj/bin/plugin/knj_methodtrace.js');
2. Restart your Node.|s application to disable the data collector plug-ins.

« If the version of your current Node.js agent is V01.00.10.00, till now the data collector plug-ins are
successfully removed.

« If the version of your current Node.js agent is V01.00.12.00, continue to the following step.

3. Runthe . /uninstall.sh command fromthe install_dir/1x8266/nj/bin directory to remove
your previous agent settings.

What to do next

For more information about uninstalling the Node.js agent, see “Uninstalling your agents” on page 147.

Microsoft .NET agent: Removing the .NET data collector

Before you uninstall the Microsoft .NET agent, you must remove the .NET data collector from your .NET
applications.

Procedure

1. Unregister the data collector.
As an administrator, enter:

cd install_dir\ge\bin configdc unregisterdc

Where install_dir is the installation directory of the Microsoft .NET agent.
2. Stop all of your .NET applications to disable the data collector.
Enter net stop was /y

3. To ensure the complete clean-up of the .NET Data Collector after uninstallation, follow these steps:
a) On the command prompt, go to the <APM_HOME>\qge\bin directory.
b) Run the ProcListCaller.bat file.

c¢) Verify the CorProfAttach.Log log file at the <APM_HOME>\qge\logs directory. The log file lists
the processes to which .NET DC profiler component is attached.

d) Before you uninstall the agent, stop the processes from the CorProfAttach.Log file.
e) If no processes are listed, then continue with the agent uninstallation.

What to do next
Uninstall the Microsoft .NET agent. See “Uninstalling your agents” on page 147.
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Chapter 7. Configuring your environment

If your monitoring agent requires configuration or you want to review the default settings for an agent,
follow the steps provided for your agent.

Common topics

Some topics are common when you configure agents and data collectors.

Network connectivity

To ensure that agent server communications are established, test your system for connectivity to the
Cloud APM server.

To validate communications, test your connectivity to the Cloud APM data center. To ensure that your
firewall rules allow return traffic from three specific IP addresses and port 443, find the three data center
IP addresses that you need to verify connection as described in Validating connectivity to the data center.
Check that your agents can connect to these three IP addresses by using the openssl command. For
more information about using the openssl command, see Configuring agents to communicate through a
forward proxy. If your agents cannot connect, contact your local IT team. They can adjust your firewall
rules, enable port 443, and enable TLS 1.2 traffic from your servers, or configure a proxy server to
connect to the Cloud APM server.

If your firewall rules do not allow transparent outbound HTTPS connections to external hosts, you can
configure your agents to send traffic to a forward proxy. For more information, see “Configuring agents to
communicate through a forward proxy” on page 159.

Browser connectivity

To check browser connectivity to the Cloud APM console, locate the Launch URL, which was provided to
you by IBM when your subscription was provisioned. You can also sign in to your account and start the
console. Sign in to the Products and Services (http://ibm.biz/my-prodsvcs) page with your IBM
Marketplace subscription details. Click Launch to start the console and view the URL, for example:
8b68balbh9.agents.na.apm.ibmserviceengage.com. Verify that you can use the URL to log into the
console.

Secure communication
Secure communication between the agents and the Cloud APM server requires TLS 1.2.

Communication between the agents and the Cloud APM server in the IBM Cloud uses HTTPS with TLS 1.2
and the FIPS Suite-B cipher suites. The following ciphers are used:

TLS_ECDHE_ECDSA_WITH_AES_128_GCM_SHA256
TLS_ECDHE_ECDSA_WITH_AES_256_GCM_SHA384

Communications between the browser and the Cloud APM server also requires TLS 1.2. In some
browsers, TLS 1.2 is not enabled by default and must be enabled manually.

Configuring agents to communicate through a forward proxy

If your firewall rules do not allow transparent outbound HTTPS connections to external hosts, you can
configure IBM monitoring agents to send traffic to a forward proxy. Edit the KDH_FORWARDPROXY
environment variable to configure agents to communicate through the forward proxy.

Before you begin

To determine the IP address of the Cloud APM data center that your data collectors connect to, see
Validating connectivity to the data center. Then, adjust your firewall rules to allow requests to be sent to
those IP addresses from your forward proxy.
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You can use the openssl command to check whether the computer system where your agents are
installed has connectivity to the Cloud APM data center servers. You can also use the openssl command
to check whether your network supports the cipher suites that are used by Cloud APM. If the openssl
command results indicate that the computer system cannot connect, you might need to set up a forward
proxy. If the command results indicate that the Cloud APM server certificate could not be obtained, then
work with your network team to determine why the required cipher suites are not supported. For the list
of cipher suites that are used by Cloud APM, see “Secure communication” on page 159.

Run the openssl command, as shown in the following example:

echo quit | openssl s_client

-state -connect <domain-name>:443

-tlsl_2 -cipher

ECDHE-ECDSA-AES128-GCM-SHA256 : ECDHE-ECDSA-AES256-GCM-SHA384

where domain-name is the domain name for your Cloud APM subscription, such as
8b68balh9.agents.na.apm.ibmserviceengage.com.

To determine the domain name for your subscription, complete the following steps:

1. Open the agent environment configuration file in a text editor:
BT TN /opt/ibm/apm/agent/config/global . environment

BT install_dir\TMAITM6_x64\KpcENV for 64-bit Windows systems and install_dir
\TMAITM6\KpcENV for 32-bit Windows systems, where pc is the agent product code.
For a list of product codes, see “Using agent commands” on page 177.

2. Find the IRA_ASF SERVER_URL variable. The value is in the form: https://domain-
name/ccm/asf/request. Use the domain name portion of the value with the openssl command.

If the connection is successful, messages similar to the following example are displayed:
CONNECTED (00000003)

SSL_connect:before/connect initialization

SSL_connect:SSLv3 write client hello A

SSL_connect:SSLv3 read server hello A

depth=2 C = US, 0 = IBM Service Engage,

CN = ca_ec_384.ibmserviceengage.com

verify error:num=19:self signed certificate in certificate chain
verify return:0

SSL_connect:SSLv3 read server certificate A

SSL_connect:SSLv3 read server key exchange A

SSL_connect:SSLv3 read server certificate request A
SSL_connect:SSLv3 read server done A

SSL_connect:SSLv3 write client certificate A

SSL_connect:SSLv3 write client key exchange A

SSL_connect:SSLv3 write change cipher spec A

SSL_connect:SSLv3 write finished A

SSL_connect:SSLv3 flush data

SSL_connect:SSLv3 read finished A

Certificate chain

0 s:/C=US/0=IBM Service Engage/OU=Application Performance
Management/CN=x.agents.na.apm.ibmserviceengage.com

i:/C=US/0=IBM Service Engage/OU=Application Performance
Management/CN =ca_ec_384.apm.ibmserviceengage.com

1 s:/C=US/0=IBM Service Engage/OU=Application Performance
Management/CN=ca_ec_384.apm.ibmserviceengage.com

i:/C=US/0=IBM Service Engage/CN=ca_ec_384.ibmserviceengage.com

2 s:/C=US/0=IBM Service Engage/CN=ca_ec_384.ibmserviceengage.com
i:/C=US/0=IBM Service Engage/CN=ca_ec_384.ibmserviceengage.com
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Server certificate

----- BEGIN CERTIFICATE-----
MIICkjCCAhegAwIBAgIIX11r284nLPaMwDAYIKoZIzjOEAWMFADCBhDELMAKGALUE
BgwCVVMxGzAZBgNVBAOMEK1CTSBTZXJ2aWNLIEVUZ2FnZTEXMCKGALUECwWwiQXBw
bG1ljYXRpb24gUGVYyZm9ybWFuY2UgTWFuYWd1bWVudDEXMCKGALUEAWWiY2F£ZWNE
MzgOLmFwbS5pYm1zZXJ2aWN1ZW5nYWd1LmNvbTAeFwOXMzEyMDIXNjM2MD1laFwOy
MzEyMDExXNjM2MD1aMIGGMQswCQYDVQQGDAJVUzEbMBKGALUECgWSSUINIFNIcnZp
Y2UgRW5nYWd1MSswKQYDVQQLDCIBcHBsaWNhdG1lvbiBQZXImb3JtYW57ZSBNYW5h
Z2VtZW50MSOwWKwYDVQQDDCQgLmMFnZW50cy5uYS5hcGOuaWdtc2VydmljZWVuZ2Fn
ZS57b20wdjAQBgcqhkjOPQIBBgUrgQQAIgNiAAQmrGoCkAMONAC3F6MI01zR8£cO
mczYXtUux2bh10ibn3jQdxamhDR91nr2RBerGjMIITKNXd2MaOr3b6m8euk1BAL3
KsbN91qvw94kXgOBTO1IHAcdsZQB+AuEVVhmDVGjUDBOMAWGALUJEWEB /wQCMAAwW
HwYDVROjBBgwFoAU/zpE5TONQ8LSuvbSWREpbiGea®8wHQYDVROOBBYEFHLOAt40
GUdcOHVGgATf04h17LLGMAWGCCqGSM49BAMDBQADZWAWZATIWDWPHO5I04ZFVrkEk
St6gwH2UNF37jBscRN110E4SIwezZAqVs42BNMkWRjIBgiHZzAjBmAm3z0jsXzNL8
+UBALjQQCpBDT6AUHUjZzY5CRXGOXEHiI5IXsXf4QwbctnjjvTeYA=

----- END CERTIFICATE-----

subject=/C=US/0=IBM Service Engage/OU=Application Performance
Management/CN=x.agents.na.apm.ibmserviceengage.com
issuer=/C=US/0=IBM Service Engage/OU=Application Performance
Management/CN=ca_ec_384.apm.ibmserviceengage.com

Acceptable client certificate CA names

/C=US/0=IBM Service Engage/CN=ca_ec_384.ibmserviceengage.com
/C=US/0=IBM Service Engage/OU=Application Performance
Management/CN=ca_ec_384.apm.ibmserviceengage.com
/C=US/0=DigiCexrt Inc/OU=www.digicert.com/CN=DigiCert

Global Root CA/C=US/0=IBM Service Engage/OU=Application Performance
Management/CN=x.agents.na.apm.ibmserviceengage.com

Server Temp Key: ECDH, prime256vl, 256 bits

SSL handshake has read 2659 bytes and written 261 bytes

New, TLSv1/SSLv3, Cipher is ECDHE-ECDSA-AES128-GCM-SHA256

Server public key is 384 bit

Secure Renegotiation IS supported

Compression: NONE

Expansion: NONE

SSL-Session:

Protocol : TLSv1.2

Cipher : ECDHE-ECDSA-AES128-GCM-SHA256

Session-1ID:
A18C31D0OB45A1166357C917E1CFCD86A9FBEDBAAOEB768EF5390AC28C95CB7EF
Session-ID-ctx:

Master-Key:
252B8FE2731E51ACOB79A27C7BED33CA8B15AFACFDO15C98DBACA46EAOLDCA0B
9E6B56E62EOF332FF6B56266B5ADD7B0O

Key-Arg : None

Krb5 Principal: None

PSK identity: None

PSK identity hint: None

Start Time: 1510772474

Timeout : 7200 (sec)

Verify return code: 19 (self signed certificate in certificate chain)
DONE

SSL3 alert write:warning:close notify

Chapter 7. Configuring your environment 161



If the computer system does not have connectivity to the Cloud APM server, messages similar to the
following example are displayed:

getaddrinfo: Name or service not known

connect:errno=2

If the computer system cannot obtain the server certificate, because the cipher suites are being blocked
somewhere in the network, messages similar to the following example are displayed:
SSL_connect:failed

no peer certificate available

No client certificate CA names sent

About this task

When a forward proxy is used, the agent first opens a TCP connection with the proxy. The agent sends an
HTTP CONNECT request and the target endpoint (Cloud APM server) URL to the forward proxy. Then, the
forward proxy establishes a TCP connection with the target endpoint and sets up an HTTPS tunneling
session between the agent and the Cloud APM server.

Monitored host

Firewall
Cloud APM server
Cloud AFM HTTPS
agents tunneling =
session
—
HTTP ar HTTPS
tunneling —— Cloud APM, Private
Cloud APM SESE Of SEMYET
datacollectars [On premises)
Prowy

SEMED

Figure 1. Connection diagram for using a forward proxy

The monitoring agent does not support authenticating proxies, which means the agent does not support
logging on to a forward proxy by using a configured proxy user ID and password.

Procedure

Complete these steps to configure agents to communicate through a forward proxy.
1. Open the agent environment configuration file in a text editor:

| Linux 0 A install_dir/config/global.environment file, where install_dir is the
installation home directory of the agents. The global.environment file configures all agents in the
installation directory.

The customized settings in the . global.environment file are lost after agent upgrade. To preserve
your settings, make customization changes in the global.environment files. The settings in this file
are not overwritten by agent upgrade.

BT install_dir\TMAITM6_x64\KpcENV file for 64-bit agents, and install_dir
\TMAITM6\KpcENV for 32-bit agents, where pc is the agent product code. Configure the KpcENV file
for each agent.
For a list of product codes, see “Using agent commands” on page 177.

2. Edit the KDH_FORWARDPROXY environment variable to specify the proxy address and port:
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KDH_FORWARDPROXY=http://proxy-address:proxy-port-number
For example:
KDH_FORWARDPROXY=http://HostA:8085

3. Restart the agent to implement your changes. See “Using agent commands” on page 177.

Configuring data collectors to communicate through a forward proxy

If your firewall rules do not allow transparent outbound HTTPS connections to external hosts, you can
configure data collectors to send traffic to a forward proxy. Edit the APM_GW_PROXY_CONNECTION
environment variable to configure data collectors to communicate through the forward proxy.

Before you begin

To determine the IP address of the Cloud APM data center that your data collectors connect to, see
Validating connectivity to the data center. Then, adjust your firewall rules to allow requests to be sent to
those IP addresses from your forward proxy.

You can use the openssl command to check whether the computer system where your data collectors
are installed has connectivity to the Cloud APM data center servers. You can also check whether your
network supports the cipher suites that are used by Cloud APM. If the openssl command results
indicate that the computer system cannot connect, you might need to set up a forward proxy. If the
command results indicate that the Cloud APM server certificate could not be obtained, then work with
your network team to determine why the required cipher suites are not supported. For the list of cipher
suites that are used by Cloud APM, see “Secure communication” on page 159.

Run the openssl, as shown in the following example:

echo quit | openssl s_client

-state -connect <domain-name>:443

-tlsl_2 -cipher
ECDHE-ECDSA-AES128-GCM-SHA256 : ECDHE-ECDSA-AES256-GCM-SHA384
where, domain-name is the domain name for your Cloud APM subscription.

To determine the domain name for your subscription, see “Configuring agents to communicate through a
forward proxy” on page 159.

If the connection is successful, messages similar to the following example are displayed:
CONNECTED (00000003)

SSL_connect:before/connect initialization
SSL_connect:SSLv3 write client hello A

SSL_connect:SSLv3 read server hello A

depth=2 C = US, 0 = IBM Service Engage,

CN = ca_ec_384.ibmserviceengage.com

verify error:num=19:self signed certificate in certificate chain
verify return:0

SSL_connect:SSLv3 read server certificate A
SSL_connect:SSLv3 read server key exchange A
SSL_connect:SSLv3 read server certificate request A
SSL_connect:SSLv3 read server done A

SSL_connect:SSLv3 write client certificate A
SSL_connect:SSLv3 write client key exchange A
SSL_connect:SSLv3 write change cipher spec A
SSL_connect:SSLv3 write finished A

SSL_connect:SSLv3 flush data

SSL_connect:SSLv3 read finished A

Certificate chain

0 s:/C=US/0=IBM Service Engage/OU=Application Performance
Management/CN=x.agents.na.apm.ibmserviceengage.com
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i:/C=US/0=IBM Service Engage/OU=Application Performance
Management/CN =ca_ec_384.apm.ibmserviceengage.com

1 s:/C=US/0=IBM Service Engage/OU=Application Performance
Management/CN=ca_ec_384.apm.ibmserviceengage.com

i:/C=US/0=IBM Service Engage/CN=ca_ec_384.ibmserviceengage.com

2 s:/C=US/0=IBM Service Engage/CN=ca_ec_384.ibmserviceengage.com
i:/C=US/0=IBM Service Engage/CN=ca_ec_384.ibmserviceengage.com
Server certificate

----- BEGIN CERTIFICATE-----
MIICkjCCAhegAwIBAgIIX11r284nLPaMwDAYIKoZIzjOEAWMFADCBhDELMAKGALUE
BgwCVVMxGzAZBgNVBAOMEK1CTSBTZXJ2aWN1IEVUZ2FnZTEXMCKGALUECwWwiQXBw
bGLljYXRpb24gUGVYyZm9ybWFuY2UgTWFuYWd1bWVudDErMCKGALUEAWWiY2F£ZWNE
MzgOLmFwbS5pYm1zZXJ2aWN1ZW5nYWd1LmNvbTAeFwOXMzEyMDIXNjM2MD1laFwOy
MzEyMDExXNjM2MD1aMIGGMQswCQYDVQQGDAJVUzEbMBKGALUECgWSSUINIFNIcnZp
Y2UgRW5nYWd1MSswKQYDVQQLDCIBcHBsaWNhdG1lvbiBQZXImb3JtYW57ZSBNYW5h
Z2VtZW50MSOwWKwYDVQQDDCQgLmMFnZW50cy5uYS5hcGOuaWdtc2VydmljZWVuZ2Fn
ZS57b20wdjAQBgcqhkjOPQIBBgUrgQQAIgNiAAQmrGoCkAMONAC3F6MI01zR8£cO
mczYXtUux2bh10ibn3jQdxamhDR91nr2RBerGjMIITKNXd2MaOr3b6m8euk1BAL3
KsbN91qvw94kXgOBTO1IHAcdsZQB+AuEVVhmDVGjUDBOMAWGALUJEWEB /wQCMAAwW
HwYDVROjBBgwFoAU/zpE5TONQ8LSuvbSWREpbiGea®8wHQYDVROOBBYEFHLOAt40
GUdcOHVGgA4Tf04h17LLGMAWGCCqGSM49BAMDBQADZWAWZATIWDWPHO5I04ZFVrkEk
St6gwH2UNF37jBscRN110E4SIwezZAqVs42BNMkWRjIBgiHZzAjBm4m3z0jsXzNL8
+UBAL7QQCpBDT6dUHUjZzY5CRXGOXEHiI5IXsXf4QwbctnjjvTeYA=

----- END CERTIFICATE-----

subject=/C=US/0=IBM Service Engage/OU=Application Performance
Management/CN=x.agents.na.apm.ibmserviceengage.com
issuer=/C=US/0=IBM Service Engage/OU=Application Performance
Management/CN=ca_ec_384.apm.ibmserviceengage.com

Acceptable client certificate CA names

/C=US/0=IBM Service Engage/CN=ca_ec_384.ibmserviceengage.com
/C=US/0=IBM Service Engage/OU=Application Performance
Management/CN=ca_ec_384.apm.ibmserviceengage.com
/C=US/0=DigiCert Inc/OU=www.digicert.com/CN=DigiCert

Global Root CA/C=US/0=IBM Service Engage/OU=Application Performance
Management/CN=x.agents.na.apm.ibmserviceengage.com

Server Temp Key: ECDH, prime256vl, 256 bits

SSL handshake has read 2659 bytes and written 261 bytes

New, TLSv1/SSLv3, Cipher is ECDHE-ECDSA-AES128-GCM-SHA256

Server public key is 384 bit

Secure Renegotiation IS supported

Compression: NONE

Expansion: NONE

SSL-Session:

Protocol : TLSv1.2

Cipher : ECDHE-ECDSA-AES128-GCM-SHA256

Session-1ID:
A18C31D0OB45A1166357C917E1CFCD86A9FBEDBAAOEB768EF5390AC28C95CB7EF
Session-ID-ctx:

Master-Key:
252B8FE2731E51ACOB79A27C7BED33CA8B15AFACFDO15C98DBACA46EAOLDCA0B
9E6B56E62EOF332FF6B56266B5ADD7B0O

Key-Arg : None

Krb5 Principal: None

PSK identity: None
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PSK identity hint: None

Start Time: 1510772474

Timeout : 7200 (sec)

Verify return code: 19 (self signed certificate in certificate chain)
DONE

SSL3 alert write:warning:close notify

If the computer system does not have connectivity to the Cloud APM server, messages similar to the
following example are displayed:

getaddrinfo: Name or service not known

connect:errno=2

If the computer system cannot obtain the server certificate, because the cipher suites are being blocked
somewhere in the network, messages similar to the following example are displayed:
SSL_connect:failed

no peer certificate available

No client certificate CA names sent

About this task

When a forward proxy is used, the data collector first opens a TCP connection with the proxy. The data
collector sends a connection request and the target endpoint (Cloud APM server) URL to the forward
proxy. Then, the forward proxy establishes a TCP connection with the target endpoint and sets up an
HTTPS tunneling session between the data collector and the Cloud APM server.

Monitored host

Firewall
Cloud APM server
Cloud AFM HTTPS
agents tunneling =
session
—
HTTP ar HTTPS
tunneling —— Cloud AFPM, Private
Cloud APM SESE Of SEMYET
datacollectars [On premises)
Prowy

SEMED

Figure 2. Connection diagram for using a forward proxy

Some data collectors support authenticating proxies, for example Node.js and Liberty data collectors.
These data collectors support logging on to a forward proxy by using a configured proxy user ID and
password.

Procedure

1. To configure forward proxy communication for Python data collectors, complete one of the following
steps:

« Openthe <dc home>/config.properties data collector properties file in a text editor, where
<dc home> is the installation home directory of the data collectors, for example, /usr/1ib/
python2.7/site-packages/ibm_python_dc. Update the variable with the proxy host and port
number, for example, APM_GW_PROXY_CONNECTION =http://9.181.138.247:8085. Editing
the variable in this file impacts all applications with the Python data collector enabled.
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Note: To configure forward proxy communication for a single application, copy the<dc home>/
config.properties file to the directory of the single application. Update the variable in the
application directory.

« Run the following command on Linux systems:
export APM_GW_PROXY_CONNECTION =http://<http proxy host>:<http proxy port>
for example,
export APM_GW_PROXY_CONNECTION =http://9.181.138.247:8085

2. To configure forward proxy communication for Node.js data collectors, complete one of the following
steps:

* Run the following command on Linux systems:
export APM_GW_PROXY_CONNECTION =http://<http proxy host>:<http proxy port>
for example,
export APM_GW_PROXY_CONNECTION =http://9.181.138.247:8085

« Ifauser name and password is required to access the forward proxy server for Node.js data
collectors, run the following command on Linux systems:

export APM_GW_PROXY_CONNECTION =http://<http proxy user>:
<http proxy password>@<http proxy host>:<http proxy port>

for example,

export APM_GW_PROXY_CONNECTION =http://Joe:passwOrd@9.181.138.247:8085

3. To configure forward proxy communication for Liberty data collectors, edit the <Liberty server
home>/jvm.options file, where <Liberty server home> is the Liberty server home directory, for
example: /opt/ibm/wlp/usr/servers/defaultServer/jvm.options. Complete one of the
following steps:

« Ifauthentication is not required, add the following code to the jvm.options file:

-Dhttp.proxyHost=<http proxy host>
-Dhttp.proxyPort=<http proxy port>
-Dhttps.proxyHost=<https proxy host>
-Dhttps.proxyPort=<https proxy port>
-Djava.net.useSystemProxies=true

- Ifauser name and password is required to access the forward proxy server, add the following code
to the jvm.options file:

-Dhttp.proxyHost=<http proxy host>
-Dhttp.proxyPort=<http proxy port>
-Dhttp.proxyUser=<http proxy user>
-Dhttp.proxyPassword=<http proxy password>
-Dhttps.proxyHost=<https proxy host>
-Dhttps.proxyPort=<https proxy port>
-Dhttps.proxyUser=<https proxy user>
-Dhttps.proxyPassword=<https proxy password>
-Djava.net.useSystemProxies=true

4. Restart the local application to implement your changes.

Results
You configured your data collectors to communicate through a forward proxy.
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Validating connectivity to the data center
Successful configuration of your Cloud APM environment includes confirming that your monitoring agents
and console users can connect the Cloud APM server.

Procedure

Determine the IP address of the Cloud APM data center where your subscription is based:

1. Find the geography location code embedded inside the APM subscription URL where <geo> is the
code:

and console users

https://.customers.<geo>.apm.ibmserviceengage.com

Example: https://
1234567890abcdef1234567890abcdef.customers.na.apm.ibmserviceengage.com

Geography location code Data center Region

na Washington, D.C. North America
eu Amsterdam Europe

ap Sydney Asia Pacific
in-ap Chennai Asia Pacific

2. Test connectivity to ensure that your firewall rules allow return traffic from all three IP addresses for
your data center through port 443.

a) To test connectivity for downloading agent packages, point your browser to the IP address for your

location:

na https://169.47.30.166
eu https://159.8.20.242
ap https://130.198.88.182
in-ap https://169.38.69.54

If you have connectivity, you are prompted to validate the certificate. After you accept the
certificate, the ibm.com page is displayed.

b) To test connectivity for agent communication, point your browser to the IP address for your

location:

na https://169.47.30.165
eu https://159.8.20.241
ap https://130.198.88.181
in-ap https://169.38.69.53

If you have connectivity, you are prompted to validate the certificate. After you accept the
certificate, a forbidden error is displayed.

c) To test connectivity for Cloud APM console communication, point your browser to the IP address
for your location:

na https://169.47.30.164
eu https://159.8.20.240
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ap https://130.198.88.180

in-ap https://169.38.69.52

If you have connectivity, you are prompted to validate the certificate.

Results
After you accept the certificate, the IBM HTTP Server welcome page is displayed.

Managed system names

The managed system name (MSN) is used to uniquely identify each Cloud APM agent within your
environment. It is also the instance name that you see on the Application Performance Dashboard when
you select a group for each managed system from the navigator Groups section. To avoid conflicts in your
environment, assign unique MSNs to your agents.

The agent MSN format differs, depending on your agent type. It falls into one of the following categories:

« “Common MSN format for single-instance agents” on page 168

« “Common MSN format for multi-instance agents” on page 168
« “Special MSN format” on page 169

Common MSN format for single-instance agents

For most single-instance agents, the common form of the MSN follows this format:
hostname:pc

where:

- hostname is the name of the computer where the agent is installed. This part can be changed if needed.

 pcis the uppercase two-character agent code, which cannot be changed. For more information about
agent codes, see “Using agent commands” on page 177.

« : is the separator, which cannot be changed.
Example: 1inuxhost01:LZ is the MSN of the Linux OS agent.

Some single-instance agents that do not follow this MSN format are listed in Table 9 on page 169.

The MSN is limited to 32 characters. For this MSN category, 29 characters are available for the host name
because the agent code and separator cannot be changed.

Important: If the length of the MSN exceeds 32 characters, part of the MSN is truncated and it does not
display correctly in the Cloud APM console. For example, if your host name is
VerylLongSalesDivisionServexrName03, your managed system name should be
VerylLongSalesDivisionServerName03:PC. However, it is truncated to
VerylongSalesDivisionServerNameO.

Common MSN format for multi-instance agents

For most multi-instance agents, the common form of the MSN follows this format:
instancename:hostname:pc

where:

- instancename is the agent instance name that you specify during agent configuration. Use this variable
to ensure a unique MSN for each instance of each agent type on each agent host computer.

Remember:

— Letters from the Latin alphabet (a-z, A-Z), Arabic numerals (0-9), and the hyphen-minus character (-)
can be used to create agent instance names.
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— The underscore character (_) is not allowed in agent instance names.
— The instance name that you specify is limited as follows:

- TN TN 03 characters minus the length of your host name on Linux or AIX systems.

- INIIITTEM 28 characters minus the length of your host name when using the silent response file for
configuration on Windows systems. Example, Server-Name is 11 characters long. So agent
instances on the Sexrver-Name host must be less than or equal to 17 characters in length.

- IIIITEM 20 characters minus the length by which your host name exceeds 8 characters when
using the Cloud APM console configuration on Windows systems. Example, TestServeris 10
characters long, which exceeds 8 by 2. So agent instances on the TestSexver host must be less
than or equal to 18 characters in length.

- hostname is the name of the computer where the agent is installed. The host name component of the
MSN can be changed if necessary.

« pcis the uppercase two-character agent code, which cannot be changed. For more information about
agent codes, see “Using agent commands” on page 177.

« : is the separator, which cannot be changed.
Example: jboss1:win2016: JE is the MSN for the JBoss agent.

Some multi-instance agents that do not follow this MSN format are listed in Table 9 on page 169.

The MSN is limited to 32 characters. For this MSN category, 28 characters are available between the
instance name and the host name because the agent code and separators cannot be changed.

Important: If the length of the MSN exceeds 32 characters, part of the MSN is truncated and it does not
display correctly in the Cloud APM console. For example, if you specify VeryLongInstanceName as your
instance name, and your server name is Production09, your managed system name should be
VerylLongInstanceName:Production09:PC. However, it is truncated to
VerylLongInstanceName:Production®.

Special MSN format

Special MSN format applies to the agents whose MSNs do not follow the above two common MSN
formats. These agents are listed in Table 9 on page 169.

The special MSN is limited to 32 characters. In Table 9 on page 169, only the italic strings in the MSN
format column can be changed.

Table 9. Special MSN format

Agents MSN format MSN example

Amazon EC2 agent B5:ec2subnodename : INS B5:sales:INS

Amazon ELB agent - AL:instancenameA:APP - AL:elb-inst3A:APP
» AL:instancenameC:CLA « AL:elb-inst3C:CLA
» AL:instancenameN:NET « AL:elb-inst3N:NET

Azure Compute agent AK:azure_compute_subnode_n |AK:azc-inst3:AVM
ame :AVM

Citrix VDI agent VD:citriaxsitename:XDS VD:xds1:XDS

DataPower agent BN:datapowersystemname:DPS |BN:datapower23:DPS

HTTP Server agent HU:hostname_alias:HUS HU:docker-

ihs_httpd:HUS

IBM Integration Bus agent monitoredbrokername:agentI | TRADEBRK:AGT1:KQIB

D:KQIB
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Table 9. Special MSN format (continued)

Agents

MSN format

MSN example

MQ Appliance agent

MK:hostname_sectionname: AR
M

MK:bvtmin_linux150:AR
M

Node.js agent

NJ:hostname_port:NJA

NJ:KVM-014179_3000:NJ
A

Oracle Database agent

« RZ:dbconnection-
instancename-hostname : ASM

« RZ:dbconnection-
instancename-hostname:DG

« RZ:dbconnection-
instancename-hostname :RDB

RZ:11g-oracledbdemo-
GVT-1BL :RDB

Ruby agent KM:hostname_appname : RAP KM:nc9098036112_Blog:
RAP
SAP agent « SAP Instance: instancename- |+ PS5-

hostname_sid_instancenumb
er:Ins

« SAP Process Integration:
instancename-hostname :PI

= SAP Solution Manager:
instancename-hostname:S1lm

« SAP System: instancename-
hostname:Sys

IBMSAP3V1_PS5_11:1Ins
+ PS5-IBMSAP3V1:PI
« PS8-IBMSAP3V3:S1m
« PS5-IBMSAP3V1:Sys

SAP HANA Database agent

« SAP Hana Database:
S7:dbname-systemsid:HDB

» SAP Hana System:
instancename:hostname:S7

» S7:HNA-HNA:HDB
« HNA:PS8760:S7

SAP NetWeaver Java Stack agent

« SAP NW Java AS Cluster:
instancename:hostname:SV

» SAP NW Java AS Instance:
SV:systemsid-jvmid:NWJ]

« JO1:VPTO2F17:SV
+ SV:J01-83309750:NWJ

UNIX OS agent

hostname : KUX

worklight17: KUX

WebLogic agent

WB:instancename:WLS

WB:Serverl:WLS

WebSphere Applications agent

« WebSphere Application Server:
serveralias:hostname:KYNS

» WebSphere Portal Server:
serveralias:hostname:KYNR

» WebSphere Process Server:
serveralias:hostname:KYNP

simpletrade:worklight
17 :KYNS

WebSphere MQ agent

monitoredgmgrname:agentnam
e:MQ

TRADEQM: PoC: MQ

Windows OS agent

Primary:hostname:NT

Primary:TRADEIIS1:NT
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Changing the agent managed system name
Different procedures apply to change the managed system name for different Cloud APM agents. For
some agents, changing the managed system name means changing the host name or agent instance
name (or both) in the managed system name. For other agents, specific procedures are required to
change the managed system name.

Before you begin

Get familiar with the managed system name formats and naming restrictions as described in “Managed
system names” on page 168.

About this task

For most Cloud APM agents, you can use the CTIRA_HOSTNAME parameter to change the host name used
in the managed system name. To change the agent instance name in the managed system name for
multi-instance agents, you can use the agent configuration parameter. If you have configured the agent,
you must reconfigure it to assign a different agent instance name. After you reconfigure the agent, you will
not be able to retrieve the data collected by the previous agent instance.

You might not be able to change the managed system name in one single procedure, depending on which
part of the managed system name you want to change.

To find out the managed system name change method for the agent of your interest, refer to Table 10 on
page 171.

Exception: Changing the managed system name is not supported by the HTTP Server agent, Node.js
agent, or the Synthetic Playback agent

Table 10. Changing managed system name methods for Cloud APM agents

Agent managed system name change method

Amazon EC2 agent Use agent configuration parameter to change the EC2 subnode name
in the managed system name, see “Configuration parameters for the
Amazon EC2 agent” on page 195.

Amazon ELB agent Create a new agent instance with a new instance name to change the
managed system name.

Azure Compute agent Use agent configuration parameter to change the subnode name in
the managed system name, see “Configuration parameters for the
Azure Compute agent” on page 209.

Cassandra agent Use CTIRA_HOSTNAME parameter to change the host name in the
managed system name. See “Changing the host name in managed
system name” on page 175.

Use agent configuration parameter to change the instance name in
the managed system name.

Cisco UCS agent Use agent configuration parameter to change the agent instance
name, see “Configuration parameters for the agent” on page 217.

Citrix VDI agent Use agent configuration parameter to change the Citrix site name,
see “Configuration parameters for the Citrix VDI agent” on page 227.

Db2 agent Use CTIRA_HOSTNAME parameter to change the host name in the
managed system name. See “Changing the host name in managed
system name” on page 175.

Use agent configuration parameter to change the instance name in
the managed system name.
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Table 10. Changing managed system name methods for Cloud APM agents (continued)

Agent

managed system name change method

DataPower agent

Use agent configuration parameter to change the managed system
name, see “Configuring the DataPower agent” on page 238.

DataStage agent

Use CTIRA_HOSTNAME parameter to change the host name in the
managed system name. See “Changing the host name in managed
system name” on page 175.

Use agent configuration parameter to change the instance name in
the managed system name.

Hadoop agent

Use CTIRA_HOSTNAME parameter to change the host name in the
managed system name. See “Changing the host name in managed
system name” on page 175.

HMC Base agent

Use CTIRA_HOSTNAME parameter to change the host name in the
managed system name. See “Changing the host name in managed
system name” on page 175.

Use agent configuration parameter to change the instance name in
the managed system name.

IBM Cloud agent

Use CTIRA_HOSTNAME parameter to change the host name in the
managed system name. See “Changing the host name in managed
system name” on page 175.

Use agent configuration parameter to change the instance name in
the managed system name.

IBM Integration Bus agent

“Specifying unique managed system name for IBM Integration Bus
agent” on page 285

JBoss agent

Use CTIRA_HOSTNAME parameter to change the host name in the
managed system name. See “Changing the host name in managed
system name” on page 175.

Use agent configuration parameter to change the instance name in
the managed system name.

Linux KVM agent

Use agent configuration parameters, see “Configuring Linux KVM
monitoring” on page 474.

Linux OS agent

Use CTIRA_HOSTNAME parameter to change the host name in the
managed system name. See “Changing the host name in managed
system name” on page 175.

Microsoft .NET agent

Use CTIRA_HOSTNAME parameter to change the host name in the
managed system name. See “Changing the host name in managed
system name” on page 175.

Microsoft Active Directory agent

Use CTIRA_HOSTNAME parameter to change the host name in the
managed system name. See “Changing the host name in managed
system name” on page 175.

Microsoft Exchange Server agent

Use CTIRA_HOSTNAME parameter to change the host name in the
managed system name. See “Changing the host name in managed
system name” on page 175.
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Table 10. Changing managed system name methods for Cloud APM agents (continued)

Agent

managed system name change method

Microsoft Hyper-V Server agent

Use CTIRA_HOSTNAME parameter to change the host name in the
managed system name. See “Changing the host name in managed
system name” on page 175.

Microsoft IIS agent

Use CTIRA_HOSTNAME parameter to change the host name in the
managed system name. See “Changing the host name in managed
system name” on page 175.

Microsoft Office 365 agent

Use CTIRA_HOSTNAME parameter to change the host name in the
managed system name. See “Changing the host name in managed
system name” on page 175.

Microsoft SQL Server agent

Use CTIRA_HOSTNAME parameter to change the host name in the
managed system name. See “Changing the host name in managed
system name” on page 175.

Use agent configuration parameter to change the instance name in
the managed system name.

Microsoft SharePoint Server
agent

Use CTIRA_HOSTNAME parameter to change the host name in the
managed system name. See “Changing the host name in managed
system name” on page 175.

MongoDB agent

Use CTIRA_HOSTNAME parameter to change the host name in the
managed system name. See “Changing the host name in managed
system name” on page 175.

Use agent configuration parameter to change the instance name in
the managed system name.

MySQL agent

Use CTIRA_HOSTNAME parameter to change the host name in the
managed system name. See “Changing the host name in managed
system name” on page 175.

Use agent configuration parameter to change the instance name in
the managed system name.

NetApp Storage agent

Use agent configuration parameters, see “Configuring NetApp
Storage monitoring” on page 577.

OpenStack agent

Use CTIRA_HOSTNAME parameter to change the host name in the
managed system name. See “Changing the host name in managed
system name” on page 175.

Use agent configuration parameter to change the instance name in
the managed system name.

Oracle Database agent

Use agent configuration parameters, see “Configuring Oracle
Database monitoring” on page 610.

PHP agent

Use CTIRA_HOSTNAME parameter to change the host name in the
managed system name. See “Changing the host name in managed
system name” on page 175.

Use agent configuration parameter to change the instance name in
the managed system name.
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Table 10. Changing managed system name methods for Cloud APM agents (continued)

Agent managed system name change method

PostgreSQL agent Use CTIRA_HOSTNAME parameter to change the host name in the
managed system name. See “Changing the host name in managed
system name” on page 175.
Use agent configuration parameter to change the instance name in
the managed system name.

RabbitMQ agent Use CTIRA_HOSTNAME parameter to change the host name in the

managed system name. See “Changing the host name in managed
system name” on page 175.

Use agent configuration parameter to change the instance name in
the managed system name.

Response Time Monitoring agent

“Specifying unigue managed system name for the Response Time
Monitoring agent” on page 707

Ruby agent Use CTIRA_HOSTNAME parameter to change the host name in the
managed system name. See “Changing the host name in managed
system name” on page 175.

SAP agent Use CTIRA_HOSTNAME parameter to change the host name in the

managed system name. See “Changing the host name in managed
system name” on page 175.

Use agent configuration parameter to change the instance name in
the managed system name.

SAP HANA Database agent

Use CTIRA_HOSTNAME parameter to change the host name in the
managed system name. See “Changing the host name in managed
system name” on page 175.

Use agent configuration parameter to change the instance name in
the managed system name.

SAP NetWeaver Java Stack agent

Use CTIRA_HOSTNAME parameter to change the host name in the
managed system name. See “Changing the host name in managed
system name” on page 175.

Use agent configuration parameter to change the instance name in
the managed system name.

Siebel agent

Use CTIRA_HOSTNAME parameter to change the host name in the
managed system name. See “Changing the host name in managed
system name” on page 175.

Use agent configuration parameter to change the instance name in
the managed system name.

Skype for Business Server agent
(formerly known as Microsoft
Lync Server agent)

Use CTIRA_HOSTNAME parameter to change the host name in the
managed system name. See “Changing the host name in managed
system name” on page 175.
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Table 10. Changing managed system name methods for Cloud APM agents (continued)

Agent managed system name change method

Sterling File Gateway agent Use CTIRA_HOSTNAME parameter to change the host name in the
managed system name. See “Changing the host name in managed
system name” on page 175.

Use agent configuration parameter to change the instance name in
the managed system name.

Sterling Connect Direct agent Use CTIRA_HOSTNAME parameter to change the host name in the
managed system name. See “Changing the host name in managed
system name” on page 175.

Use agent configuration parameter to change the instance name in
the managed system name.

Tomcat agent Use CTIRA_HOSTNAME parameter to change the host name in the
managed system name. See “Changing the host name in managed
system name” on page 175.

Use agent configuration parameter to change the instance name in
the managed system name.

UNIX OS agent Use CTIRA_HOSTNAME parameter to change the host name in the
managed system name. See “Changing the host name in managed
system name” on page 175.

WebSphere Applications agent | To change the host name in the managed system name, see How to
change the host name used in managed system name for the WAS

agent instance?.
To change the server alias name in the managed system name,

reconfigure the agent, see “Reconfiguring the data collector
interactively” on page 839.

WebSphere Infrastructure Use CTIRA_HOSTNAME parameter to change the host name in the
Manager agent managed system name. See “Changing the host name in managed
system name” on page 175.

Use agent configuration parameter to change the instance name in
the managed system name.

WebSphere MQ agent “Specifying unigue managed system names for multiple queue
managers” on page 918

Windows OS agent Use CTIRA_HOSTNAME parameter to change the host name in the
managed system name. See “Changing the host name in managed
system name” on page 175.

Changing the host name in managed system name

About this task

It is not a common practice to change the host name in the managed system name. The host name is
automatically detected and set during agent configuration. Change the host name in the managed system
name only when necessary and make sure the value that you specify does not cause any truncations due
to managed system name naming restrictions.
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Procedure

1. Stop all existing instances of the agent and wait for the Cloud APM console to show that the agent or
its subnodes are offline. If you do not have any existing agent instances, proceed to the next step.

For more information about stopping agent instances, see “Using agent commands” on page 177.

2. If the agent is a single-instance agent, complete the following steps to change the CTIRA_HOSTNAME
parameter. The value that you specify for the CTIRA_HOSTNAME parameter is the value that is applied
to all new agent instances.

a) Make a backup copy of the following file:

M Linux | A install_dir/config/pc.environment
- T install_dir/TMAITM6_x64/kpccma.ini
where:

- install_dir is the agent installation directory.
« pcis the two character agent code. See Agent names and agent codes table.

b) Edit the file by changing the CTIRA_HOSTNAME parameter value as follows, where newhostname is
the custom string that is used instead of the actual host name of the computer where the agent is
installed.

. IS TN C TIRA_HOSTNAME=newhostname

o I CTIRA_HOSTNAME=newhostname .TYPE=REG_EXPAND_SZ
c) Save your changes.

3. If the agent is a multi-instance agent, complete the following steps to change the CTIRA_HOSTNAME
parameter. Normally all agent instances on a computer use the same host name value. If you need
agent instances to use differing values, vary the value that you assign to CTIRA_HOSTNAME when you
perform this step.

a) Make a backup copy of the following files:

- I i sta11 dir/config/pc_instance.environment

- T install_dir/TMAITM6_x64/kpccma_instance.ini
b) Edit the file the change the CTIRA_HOSTNAME parameter value as follows:

o Linux | AKX | CTIRA_HOSTNAME=newhostname

- LTI CTIRA_HOSTNAME=newhostname .TYPE=REG_EXPAND_SZ
¢) Save your changes.

il Windows
Reconfigure existing agent instances. You can either reconfigure the agent using the procedure in
Using the IBM Cloud Application Performance Management window on Windows systems or use the
agent . bat script to configure the agent. See “Using agent commands” on page 177 for more details
on using the agent . bat script. If the agent . bat script does not provide a config option, use the IBM
Cloud Application Performance Management GUI to reconfigure the agent.

5. Start all agent instances.

What to do next
After you change the agent managed system name, start the Cloud APM console and modify your

applications by removing the old managed system name from applications and adding the new managed
system name in its place.

176 IBM Cloud Application Performance Management: User's Guide



Configuring agents
After installation, some agents are configured and started automatically, while some agents require

manual configuration but start automatically. Some agents must be configured and started manually.
Multiple instance agents require creating a first instance and starting manually.

Before you begin

When you install an agent, a sample silent configuration file is placed in the /opt/ibm/apm/agent/
samples directory, for example, ynv_silent_config_agent.txt and
datapower_silent_config.txt.

Note: Some agents, for example Monitoring Agent for WebSphere Applications, have multiple silent
configuration files for different tasks such as configuring the data collector.

About this task
For specific deployment details for agents, see Chapter 5, “Agent and data collector deployment,” on
page 113.

To configure an agent, you can use the command line or a silent response file as described in this
procedure.

Configuration methods vary across agents; use the procedure that is provided for your agent.

Procedure

« Runthe agent-name.sh configcommand.
For more commands, see Table 12 on page 180 and Table 13 on page 181.

- Edit the silent response file and then run one of the following commands:

- For single instance agents, run the following command:
agent-name.sh config response_file

« For multiple-instance agents, run the following command:
agent-name.sh config instance_name response_file

- where instance_name is the instance name, which can be assigned to indicate what you are
monitoring.

B Windows |
For agents that are supported on Windows systems, you can perform certain configuration tasks by
using the IBM Cloud Application Performance Management window. Click Start > All Programs > IBM
Monitoring agents > IBM Cloud Application Performance Management. For more information, see
“Using the IBM Cloud Application Performance Management window on Windows systems” on page
182.

- To perform advanced configuration for certain agents such as configuring transaction tracking or data
collection, and enabling diagnostic data, use the Agent Configuration window. For more information,
see “Agent Configuration page” on page 182.

Using agent commands
The same scripts that you use to install monitoring agents are also used to check the status of an installed
agent, stop or start it, or uninstall the agent.

About this task
The agent name and agent codes are provided for your reference.

Use the agent name in the following commands:

I TN 1 ome - agent . sh
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BT name -agent . bat

Where name is the name of the agent that is specified in Table 11 on page 178.

Table 11. Agent names and agent codes

Two letter agent

Monitoring agent name code
Monitoring Agent for Amazon EC2 amazon_ec2 b5
Monitoring Agent for Azure Compute azure_compute ak
Monitoring Agent for Cassandra cassandra zc
Monitoring Agent for Cisco UCS cisco_ucs V6
Monitoring Agent for Citrix Virtual Desktop citrix_vdi vd
Infrastructure
Monitoring Agent for DataPower datapower bn
Monitoring Agent for Db2 db2 ud
Monitoring Agent for Hadoop hadoop h8
Monitoring Agent for HMC Base hmc_base ph
Monitoring Agent for HTTP Server http_server hu
Monitoring Agent for IBM Cloud ibm_cloud fs
Monitoring Agent for IBM Integration Bus iib qi
Monitoring Agent for MQ Appliance ibm_mqg_appliances mk
Monitoring Agent for InfoSphere DataStage datastage dt
Monitoring Agent for JBoss jboss je
Monitoring Agent for Linux KVM linux_kvm vl
Monitoring Agent for Linux OS 0s 1z
Monitoring Agent for MariaDB mariadb mJj
Monitoring Agent for Microsoft Active Directory msad 3z
Monitoring Agent for Microsoft Cluster Server mscs g5
Monitoring Agent for Microsoft Exchange Server msexch ex
Monitoring Agent for Microsoft Hyper-V Server microsoft_hyper- hv
v_server
Monitoring Agent for Microsoft Internet msiis q7
Information Services
Monitoring Agent for Skype for Business Server skype_for_business_ser |ql
(formerly known as Microsoft Lync Server) ver
Monitoring Agent for Microsoft .NET dotnet ge
Monitoring Agent for Microsoft Office 365 microsoft_office365 mo
Monitoring Agent for Microsoft SharePoint Server [ms_sharepoint_server ap
Monitoring Agent for Microsoft SQL Server mssql 0q
Monitoring Agent for MongoDB mongodb kj
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Table 11. Agent names and agent codes (continued)

Two letter agent

Monitoring agent name code
Monitoring Agent for MySQL mysql se
Monitoring Agent for NetApp Storage netapp_storage nu
Monitoring Agent for Node.js nodejs nj
Monitoring Agent for OpenStack openstack sg
Monitoring Agent for Oracle Database oracle_database 1z
Monitoring Agent for PHP php pi
Monitoring Agent for PostgreSQL postgresql pn
Monitoring Agent for Python python pg
Monitoring Agent for RabbitMQ rabbitMQ zr
Monitoring Agent for Ruby ruby km
Monitoring Agent for SAP Applications sap sa
Monitoring Agent for SAP HANA Database sap_hana_database s7
Monitoring Agent for SAP NetWeaver Java Stack sap_netweaver_java_sta |sv
ck
Monitoring Agent for Siebel siebel uy
Monitoring Agent for Sterling Connect Direct sterling_connect_direc |FC
t-agent

Monitoring Agent for Sterling File Gateway file_gateway fg
Monitoring Agent for Sybase Server sybase oy
Monitoring Agent for Synthetic Playback synthetic_transactions |sn
Monitoring Agent for Tomcat tomcat ot
Monitoring Agent for UNIX OS 0s ux
Monitoring Agent for VMware VI vmware_vi vm
Monitoring Agent for WebLogic oracle_weblogic wh
Monitoring Agent for WebSphere Applications was yn
Monitoring Agent for WebSphere Infrastructure wim do
Manager

Monitoring Agent for WebSphere MQ mq mq
Monitoring Agent for Windows OS 0s nt
Response Time Monitoring Agent rt t5

Procedure

On the system where you want to send a command to the monitoring agent, change to the
install_dir/bin directory. Enter any of the commands in Table 12 on page 180 where name is the
agent name that is specified in Table 11 on page 178.
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Table 12. Commands for UNIX and Linux systems

Command

Description

./name-agent.sh status

Checks the agent status. Status can be either
running or not running. When the agent is
running, the connection status between the agent
and the Cloud APM server is also checked.
Possible negative connection statuses are:
Connection failed, Error detected, Disconnected-
error. The positive status is Connected, this is the
expected status. The transitional status is
Connecting. A status of Unknown means that the
agent status cannot be recognized, possible due
to errors in the file system or in the agent log file.

./name-agent.sh start

Starts the monitoring agent. If the agent has
instances, enter an instance name after the
command.

./name-agent.sh stop Stops the agent. If the agent has instances, enter
an instance name after the command.

./name-agent.sh prereqcheck Runs a prerequisite scan. This command option is
available for most agents.

./name-agent.sh install Installs the monitoring agent. For more

information, see “Installing agents on UNIX
systems” on page 122 and “Installing agents on
Linux systems” on page 128.

./name-agent.sh config instance_name
path_to_silent_config_file

Configures the monitoring agent. Run the
command from the install_dir/bin directory
and add the response file path if required.

If the agent has instances, enter an instance
name. For more information about which agents
are multiple instance agents, see the Table 7 on
page 114 .

The silent_config_file is optional. If you do not
specify a file for silent configuration, you can
configure the monitoring agent interactively by
following the prompts.

./name-agent.sh uninstall

Uninstalls the monitoring agent. For more
information, see “Uninstalling your agents” on
page 147.

./smai-agent.sh uninstall_all

Uninstalls all the monitoring agents on the
managed system.

./name-agent.sh remove instance_name

Removes an instance of a multiple instance
agent.

./name-agent.sh

View a description of the functions that are
available with the script.

On the system where you want to send a command to the monitoring agent, change to the
install_dir\BIN directory at the command prompt, for example: C: \IBM\APM\bin. Enter any of
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the commands in Table 13 on page 181 where name is the agent name that is specified in Table 11 on

page 178.

Table 13. Commands for Windows systems

Command

Description

name-agent.bat status

Checks the agent status.

Checks the connection status between the agent
and the Cloud APM server. Possible negative
connection statuses are: Connection failed, Error
detected, Disconnected-error. The positive status
is Connected, this is the expected status. The
transitional status is Connecting. A status of
Unknown means that the agent status cannot be
recognized, possible due to errors in the file
system or in the agent log file.

name-agent.bat start

Starts the monitoring agent. If the agent has
instances, enter an instance name after the
command.

name-agent.bat stop

Stops the agent. If the agent has instances, enter
an instance name after the command.

name-agent.bat prereqcheck

Runs a prerequisite scan. This command option is
available for most agents.

name-agent.bat install

Installs the monitoring agent. For more
information, see “Installing agents” on page 140.

name-agent.bat config instance_name
path_to_silent_config_file

Configures the monitoring agent. Run the
command from install_dir\bin directory and
add the response file path if required.

If the agent has instances, enter an instance
name. For more information about which agents
are multiple instance agents, see the Table 7 on
page 114 .

The silent_config_file is optional. If you do not
specify a file for silent configuration, you can
configure the monitoring agent interactively by
following the prompts.

name-agent.bat uninstall

Uninstalls the monitoring agent. For more
information, see “Uninstalling your agents” on
page 147.

smai-agent.bat uninstall_all

Uninstalls all monitoring agents on the managed
system.

name-agent.bat remove instance_name

Removes an instance of a multiple instance
agent.

name-agent.bat

View a description of the functions that are
available with the script.

Agent version command

- To see the version of an agent in your environment, run the following commands:
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install_dir/bin/cinfo

Enter 1 to show the versions.
N Vindows |

install_dir/InstallITM/kincinfo

Related tasks
“Using the IBM Cloud Application Performance Management window on Windows systems” on page 182

Using the IBM Cloud Application Performance Management window on Windows systems
Windows supported agents have a GUI utility that you can use to perform agent configuration and check
the connection status.

The GUI configuration utility is not available for the Monitoring Agent for WebSphere MQ or Monitoring
Agent for IBM Integration Bus.

Procedure

« Click Start > All Programs > IBM Monitoring agents > IBM Cloud Application Performance
Management.

Results

The IBM Cloud Application Performance Management window is displayed. Each installed agent
component is listed with its configuration status, whether it is started or stopped, the connection status,
the version number, and other information.

What to do next
Start or stop an agent or configure the parameters by right-clicking the agent and selecting an option.

Agent Configuration page
Use the Agent Configuration page to centrally configure settings for such agents as the Response Time
Monitoring Agent and WebSphere Applications agent.

General usage
After you click ¥ System Configuration > Agent Configuration from the navigation bar, a tabbed
dashboard is displayed with one tab for each configurable monitoring agent. The table shows columns of
configuration information, such as the name and IP address for each managed system, one row for each
managed system.
Actions

Use the Actions options to enable or disable such functions as transaction tracking or data collection.

Column resize
Drag a column heading border to adjust the column width.

Column sort
Click inside a column heading to sort by that column. Click the same column heading again to switch
between ascending and descending sort order.

Table filter
Click inside the filter text box & and type the beginning of the value to filter the table by. As
you type, the table rows that do not fit the criteria are filtered out and the row Total is updated for the
number of rows found.

Click the "x" in the filter box [ Bl or press the Backspace key to clear the filter.

Agent configuration

For more information about the settings for the specific agents, see the following topics:
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« DataPower agent: “Configuring DataPower monitoring” on page 230

- IBM Integration Bus agent: “Configuring transaction tracking for the IBM Integration Bus agent” on
page 285

- Internet Service Monitoring“Configuring the agent on Windows systems” on page 438

« JBoss agent: “Setup the JBoss agent transaction tracking or diagnostics data collector” on page 460

« Microsoft .NET agent: “Enabling collection of transaction tracking and diagnostics data” on page 525

« OS agent log file monitoring: “Adding or removing log file monitoring configuration for the OS agents” on
page 626

« Response Time Monitoring Agent: “Configuring using the Agent Configuration Page” on page 683

 Geolocation: “Customizing End User Transaction location values” on page 704

« Ruby agent: “Disabling or enabling diagnostics data for Ruby applications” on page 715

« SAP NetWeaver Java Stack agent: “Enabling the collection of transaction tracking and diagnostics data”

on page 763
- Tomcat agent: “Enabling the collection of transaction tracking and diagnostics data” on page 799

- WebLogic agent: “Configuring transaction tracking for the WebLogic agent” on page 822

« WebSphere Applications agent: “Dynamically configuring data collection on Agent Configuration page”

on page 869
« WebSphere MQ agent: “Configuring transaction tracking for the WebSphere MQ agent” on page 920

Configuring agents as a non-root user
If you want to configure your agent as a non-root user, create a common group on the system and make
each user a member of this group.

Before you begin

If you installed your agent as a root or non-root user and you want to configure the agent as the same
user, no special action is required.

If you installed your agent as a selected user and want to configure the agent as a different user, create a
common group on the system. Make all agent management users members of this common group.
Transfer ownership of all agent files and directories to this group.

Note:

« For the HTTP Server agent, if you configure the agent as a non-root user, the non-root user must have
the same user ID as the user who started the IBM HTTP Server. Otherwise, the agent has problems with
discovering the IBM HTTP Server.

- For the IBM Integration Bus agent, if IBM Integration Bus installation is a single-user deployment, use
the same user ID as the user who installed IBM Integration Bus to configure the agent. Before you
configure the agent, complete the following steps for this user ID.

Procedure

1. Install your monitoring agents on Linux or UNIX as described in “Installing agents on Linux systems”
on page 128 and “Installing agents on UNIX systems” on page 122.

2. Runthe . /secure. sh script with the group name of the non-root user to secure the files and set the
file group ownership to the files.
For example: ./secure.sh -g db2iadml

3. Configure your monitoring agents on Linux or AIX as necessary, see Chapter 7, “Configuring your
environment,” on page 159.

4. To update the system startup scripts, run the following script with root user or sudo user access:
install_dir/bin/UpdateAutoRun.sh
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What to do next

For more information about the . /secuzre. sh script, see Securing the agent installation files.

Use the same user ID for agent installation and upgrades.

Disabling automatic agent start on UNIX and Linux systems
On the UNIX or Linux system, an agent can automatically start after an operating system restart. If you
don’t want the agent to start automatically after system restart, you can disable automatic agent start.

About this task

If you install an agent as root user on the UNIX or Linux system, the agent can automatically start after
system restart. Or, if you install an agent as non-root user but run the UpdateAutoRun. sh script as root
after installation, the agent can automatically start after system restart.

Procedure
1. Complete the following steps to disable the automatic start on some agents:

a. For the Linux OS agent and the WebSphere® Applications agent, add the following code to the
agent_install_dir/registry/kcirunas.cfg file:

<productCode>1z</productCode>
<default>
<autoStart>no</autoStart>
</default>
<productCode>yn</productCode>
<default>
<autoStart>no</autoStart>
</default>

b. Run the agent_install_dix/bin/UpdateAutoRun.sh command.
2. Complete the following steps to enable the automatic start on some agents:

a. For the Linux OS agent and the WebSphere® Applications agent, in the agent_install_dir/
registry/kcirunas.cig file, change the value of the <autoStart> tag to yes.

b. Openthe agent_install_dir/registry/AutoStart file and check the content.

c. Delete the /etc/init.d/ITMAgents{$Num? file, where {$Num} is a positive number in the
agent_install_dir/registry/AutoStart file. If the value is 1, you must delete the /etc/
init.d/ITMAgentsl file.

d. Run the agent_install_dix/bin/UpdateAutoRun.sh command.

Results
After system restart, an agent script will not automatically run to start the agent.

General procedure for configuring data collectors

To use a data collector to view monitoring data in the Cloud APM console for your applications, you must
complete several configuration tasks.

About this task
This procedure is a roadmap for configuring the monitoring for your applications, which includes both
required, conditional, and optional steps. Complete the necessary steps according to your needs.

Procedure

1. Download and extract the data collector package. For instructions, see “Downloading your agents and
data collectors” on page 105.
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2. Configure the data collector to collect monitoring data about IBM Cloud and on-premises applications
and send it to the Cloud APM server. Complete one or more of the following tasks according to the type
of your application:

Liberty applications

« “Configuring the Liberty data collector in on-premises environments (Liberty V18.* and older
versions)” on page 464

« “Configuring the Liberty data collector in IBM Cloud environment (Liberty V18.* and older
versions)” on page 468

Node.js applications

« “Configuring the stand-alone Node.js data collector for IBM Cloud(formerly Bluemix)
applications” on page 590

- “Configuring the stand-alone Node.js data collector for on-premises applications” on page 595

Python applications
« “Configuring the Python data collector for IBM Cloud applications” on page 664

 “Configuring the Python data collector for on-premises applications” on page 669

Ruby applications
 “Configuring the Ruby data collector for IBM Cloud applications” on page 715

Java applications

 “Configuring J2SE monitoring” on page 442

3. If the key file or the Cloud APM server changes, reconnect the data collector to the Cloud APM server.
For instructions, see “Reconnecting the data collector to the Cloud APM server” on page 185.

What to do next

After you complete all necessary configuration tasks, you can verify that the monitoring data for your IBM
Cloud application is displayed in the Cloud APM console.

Reconnecting the data collector to the Cloud APM server
If the Cloud APM server, key file, or the key file password is changed, you must set several environment
variables to reconnect the data collector to the Cloud APM server.

Before you begin
If the key file is changed, encrypt the plain text password of your key file by using Base64 first. If you are
a Linux user, run the following command:

echo -n keyfile_password | base64d

The command output is your encrypted password. For example, if your plain text password is password,
the command output cGFzc3dvcemQ= is your encrypted password. You then use the encrypted password
to set APM_KEYFILE_PSWD: encrypted_keyfile_passwordand
APM_KEYFILE_PSWD=encrypted_keyfile_password in the following configurations.

Procedure

« Toreconnect the data collectors to the Cloud APM server for IBM Cloud applications, see
“Reconnecting the data collectors for IBM Cloud applications” on page 186.

- Toreconnect the data collectors to the Cloud APM server for on-premises, see “Reconnecting the data
collector for on-premises applications” on page 187.
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Reconnecting the data collectors for IBM Cloud applications

About this task
You have the following two options to reconnect the data collector to the Cloud APM server:

- Editthe manifest.yml of your application to set the variables.
- Set the variables on the IBM Cloud UI.

Procedure

« Tousethemanifest.yml file of your IBM Cloud application to reconnect the data collector,
complete the following steps:

a) Edit the variables in the manifest. yml file of your IBM Cloud application according to the
changes.

— To configure the Gateway to use HTTP, set the following variable:

APM_BM_GATEWAY_URL: http://server_ip_or_hostname:80

— To configure the Gateway to use HTTPS, set the following three variables:

APM_BM_GATEWAY_URL: https://server_ip_or_hostname:443
APM_KEYFILE_PSWD: encrypted_keyfile_password
APM_KEYFILE_URL: http://hosted_http_server:port/keyfile_name

Tip: The key file for the Liberty data collector is a . jks file. For the Python, Node.js, and Liberty
data collectors, the key files are . p12 files.

b) Change to the directory of your IBM Cloud application, and run the following command:
cft push

« Touse the IBM Cloud UI to reconnect the data collector, complete the following steps:
a) Log in to the IBM Cloud UI.
b) Click the IBM Cloud application.
c) Click Runtime on the left panel.
d) Switch to the Environment variable tab.

e) In the user-defined section, use one of the following methods to define the variables according to
your needs:

— To configure the Gateway to use HTTP, set the following variable:

APM_BM_GATEWAY_URL: http://server_ip_or_hostname:80

— To configure the Gateway to use HTTPS, set the following three variables:

APM_BM_GATEWAY_URL: https://server_ip_or_hostname:443
APM_KEYFILE_PSWD: encrypted_keyfile_password
APM_KEYFILE_URL: http://hosted_http_server:port/keyfile_name

Tip: The key file for the Liberty data collector is a . jks file. For the Python, Node.js, and Liberty
data collectors, the key files are . p12 files.

f) From the directory where you run the c£ push command to push your application, run the
following command for your changes to take effect:

cf restage <app_name>
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Results
The values of the variables are properly set to connect the data collector to the Cloud APM server.

Reconnecting the data collector for on-premises applications

About this task

By modifying the global.environment or the dc.java.propexrties file, you can customize the
connection between the data collector and the Cloud APM server.

Procedure

1. Find the corresponding file that contains the connection variables.

a) For the Liberty data collector, Node.js data collector, and Python data collector, find the
global.environment file according to the information in the following table:

Data collector name Directory to the global.environment file

Liberty data collector The itcamdc/etc/global.environment
folder where your Liberty data collector is
installed.

Node.js data collector The ibmapm/etc folder where your Node.js

data collector is installed.

Python data collector The etc folder where your Python data
collector is installed.

b) For the J2SE data collector, find the dc. java.properties file in the DC_HOME/itcamdc/etc
folder. DC_HOME is the directory where your J2SE data collector is installed.

2. Edit the variables in the corresponding file according to the changes.

a) For the Liberty data collector, Node.js data collector, and Python data collector, edit the
global.environment file according to the following instruction:

« To configure the Gateway to use HTTP, set the following variable:

APM_BM_GATEWAY_URL=http://server_ip_or_hostname:80

« To configure the Gateway to use HTTPS, set the following variables:

APM_BM_GATEWAY_URL=https://server_ip_or_hostname:443
APM_KEYFILE_PSWD=encrypted_keyfile_password
APM_KEYFILE_URL=http://hosted_http_server_:port/keyfile_name

Tip: The key file for the Liberty data collector is a . jks file. For the Python, Node.js, and Liberty
data collectors, the key files are . p12 files.

b) For the J2SE data collector, edit the dc. java.properties file according to the following
instruction:

« To configure the Gateway to use HTTP, set the following variable:
apm.http.type=http

If the value of this variable is left empty, http is the default value
« To configure the Gateway to use HTTPS, set the following variables:

apm.ssl.password=encrypted_keyfile_password
apm.http.type=https
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Important: If the password is changed, replace the DC_HOME /itcamdc/etc/keyfile. jks file
with the /opt/ibm/ccm/keyfiles/default.agent/keyfiles/keyfile. jks file from the
Cloud APM server, where DC_HOME is the home directory of your J2SE data collector.
3. Optional: If you do not use the default key file for your Node.js data collector, set the following
variable:

APM_SNI=owner_host_in_the_key_file

Tip: To find out the value of the owner host variable, open the key file that you use and search for
owner. And then set the APM_SNI variable to the same value of owner.

4. Restart the application for the change to take effect.

Results
The values of the variables are properly set to connect the data collector to the Cloud APM server.

Sample manifest.yml file
Refer to the following lines for the content of the manifest.yml file of an IBM Cloud application:

applications:

- disk_quota: 1024M
host: myBluemixApp
name: myBluemixApp
path: .
domain: mybluemix.net

instances: 1
memozry: 512M

env:
KNJ_ENABLE_TT: "true"
KNJ_SAMPLING: 1

Removing data collectors from Cloud APM console

After you unconfigure a data collector, you should also remove the data collector from the applications
and from the resource groups that it was added to. Otherwise, the Cloud APM console will show that no
data is available for the application and will not indicate that the data collector is offline.

Procedure
1. Remove the data collector from any applications that you added it to by manually editing the
applications.
It is similar to removing offline agents from your application, see “Viewing and removing offline
agents” on page 1078.
2. Remove the data collector from any custom resource groups that you added it to.
For more information, see “Resource Group Manager” on page 962.
3. Open a ticket for the Cloud APM Operations team to perform the following steps on the Cloud APM
server:
a) Editthe install_dir/serveragents/config/hostname_bi.cfg file to remove the lines for
the data collector that has been unconfigured.
b) Restart the server component for data collectors by running the following command as root user:

apm restart biagent

Results

After a few minutes, the Cloud APM console will indicate that the data collector is offline in the My
Components application and in the Resource Group Manager UI when you select the system resource
group for the data collector.
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After the interval specified by the Remove Offline System Delay configuration property in the Advanced
Configuration page, the data collector will automatically be removed from My Components and from its
system resource group.

Tip: You can adjust the Remove Offline System Delay setting in the Advanced Configuration page to
increase or decrease the wait time before the offline agent is removed from view. For more information,
see“Agent Subscription Facility” on page 1051.

Remember: If the data collector provided transaction tracking data to the Cloud APM server, the Cloud
APM console might continue to display the data collector in the My Components application and display
the message of The agent is invalid for the data collector after the time period specified by the
Remove Offline System Delay setting has expired. If you have installed Cloud APM 8.1.4.0 Server
Interim Fix 3 or later, an invalid data collector will eventually be removed from the My Components
application 8 days after transaction tracking data stops being received from the data collector.

Configuring Amazon EC2 monitoring

The Amazon EC2 agent provides you with a central point of monitoring for the health, availability, and
performance of your Amazon Elastic Compute Cloud (EC2) Instances. The agent displays a
comprehensive set of metrics to help you make informed decisions about your EC2 environment. These
metrics include CPU usage, Elastic Block Store (EBS) usage, network usage, Amazon Web Services (AWS)
maintenance updates, and disk performance.

Before you begin

 Read the entire “Configuring Amazon EC2 monitoring” on page 189 topic to determine what is needed
to complete the configuration.

- The directions here are for the most current release of the agent, except as indicated.

« Make sure that the system requirements for the Amazon EC2 agent are met in your environment. For
the up-to-date system requirement information, see the Software Product Compatibility Reports (SPCR)
for the Amazon EC2 agent.

« Ensure that the following information is available:

— Alist of the AWS region names that contain EC2 instances to monitor.

— The AWS security credentials (Access Key ID and Secret Access Key) with permission to access each
AWS region.

« Ensure that the AWS security credentials that are used for each AWS region are a member of a group
that includes at least the AmazonEC2ReadOnlyAccess policy.

About this task

The Amazon EC2 agent is both a multiple instance agent and also a subnode agent. You can create one
agent instance with multiple subnodes — one for each Amazon EC2 region, or you can create an agent
instance for each Amazon EC2 region with one subnode for that region. Or you can create a combination
of each type of configuration. After you configure agent instances, you must start each agent instance
manually. If you have more than 50 resources per Amazon EC2 region, it is suggested that you create an
agent instance per region or use tagging on your EC2 instances and filter agent instances by the tags you
create by using the agent's filtering condition parameter.

Procedure

1. Configure the agent on Windows systems with the IBM Performance Management window or the
silent response file.

 “Configuring the agent on Windows systems” on page 190.

« “Configuring the agent by using the silent response file” on page 194.

2. Configure the agent on Linux systems with the script that prompts for responses or the silent response
file.
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« “Configuring the agent by responding to prompts” on page 193.
« “Configuring the agent by using the silent response file” on page 194.

What to do next

In the Cloud APM console, go to your Application Performance Dashboard to view the data that was
collected. For more information about using the Cloud APM console, see “Starting the Cloud APM