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1.1

1.2

Preface

Objectives and target groups of this manual

The “Introduction to System Administration” is intended for system administration and
operating staff of the BS2000 operating system.

Its purpose is to provide assistance in administering, controlling and monitoring the
operating system.

Summary of contents

This manual applies only for SE servers.
The manual “Introduction to System Administration” for BS2000/0SD-BC V9.0, supple-
mented by a Readme file for BS2000 OSD/BC V10.0, still applies for S and SQ servers.

The “Introduction to System Administration” provides information on topics relating to
administering and monitoring BS2000.

The following topics are not described in this manual, but in separate manuals:

e “SDF (System Dialog Facility)”,
see the “SDF Dialog Interface” [45] and “SDF-A” [46] manuals.

e “Subsystem management”,
see the “Subsystem Management (DSSM/SSCM)” manual [18].

e “Product delivery and product installation”, see the “IMON” manual [25].

e “Creating and analyzing diagnostic documents”,
“online maintenance (WARTOPT)",
“error files and logging files (HEL, SERSLOG, CONSLOG, RESLOG)”,
see the “Diagnostics Handbook” [14].

The commands and macros mentioned in this manual are described in the “Commands”

[27], “Executive Macros” [30] or “DMS Macros” [20] manual unless reference is made to
another manual.
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Summary of contents

Preface

Architecture of the SE servers

A FUJITSU Server BS2000 SE Series (for short: SE server) consists of the following

components in the maximum configuration:

e Server Units (SU /390 and SU x86)
e Application Units (AUs)
e Peripherals (storage)
e Management Unit (MU) with SE Manager
e Net Unit, for SU /390 with HNC
SE Server

C

Management Unit with SE Manager

D

Server Unit /390
(SU /390)

BS2000
VM2000

Server Unit x86
(SU x86)

BS2000
VM2000
Windows

Linux

Application Unit
(AU)

Windows
Linux
VMware

Peripherie

Online-/Nearline
Storage

Net Unit

Customer Network (LAN)

Figure 1: Architecture of the SE servers

With the SE Manager you can operate and manage all components of the SE server
centrally from the Management Unit. The SE Manager offers a user-friendly, web-based
user interface for this purpose.

16
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Preface

Summary of contents

In addition to the maximum configuration, variants are also offered which do not contain all
Units.

Operation of the SE Manager is described in the online help for the SE Manager and in the
“Operation and Administration” manual [59].

The Net Unit, for SU /390 with High-Speed Network Connect (HNC), offers highest perfor-
mance and security for internal communication in an SE server and for the connection to
customer networks (LANSs).

The BS2000 operating system in the released versions serves the Server Unit /390 (/390
architecture) and the Server Unit x86 (x86 architecture).

@ Further configuration levels of the Server Units may be released at some point in
the future. Watch out for product announcements and release information.

Readme file

The functional changes to the current product version and revisions to this manual are
described in the product-specific Readme file.

Readme files are available to you online in addition to the product manuals under the
various products at Attp://manuals.ts.fujitsu.com. You will also find the Readme files on the
Softbook DVD.

Details under BS2000

When a Readme file exists for a product version, you will find the following file on the
BS2000 system:

SYSRME .<product>.<version>.<lang>

This file contains brief information on the Readme file in English or German (<lang>=E/D).
Die Information kdnnen Sie am Bildschirm mit dem Kommando /SHOW-FILE oder mit einem
Editor ansehen.

The /SHOW-INSTALLATION-PATH INSTALLATION-UNIT=<product>command shows the user
ID under which the product’s files are stored.

Additional product information

Currentinformation, version and hardware dependencies, and instructions for installing and
using a product version are contained in the associated Release Notice. These Release
Notices are available online at http://manuals.ts.fujitsu.com.
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Changes since the last edition of the manual Preface

1.3

Changes since the last edition of the manual

The following major changes have been made since the last edition of the manual.

The manual has been reoriented and applies only for SE servers.

The device peripherals of the SU /390 are operated over Fibre Channel or LAN.
Channel types 2 and S are no longer supported (exception: virtual console on SU /390).

SE servers have no global storage.

SE servers have no service and console processor SKP (as device).

On SE servers the hardware functionality of the SKP (local console, devices for SU
/390, NTP server, connection to remote service) is implemented in the Management
Unit (MU). The MU synchronizes the Server Units' system time in place of the SKP.
On SE servers the software functionality of the SKP (previously SKP Manager) is
integrated into the SE Manager.

Access to the SVP console (SU /390) is implemented by emulating a control window on
the SE Manager. In this control window the SVP is operated as before via SVP frames.

In this manual the term “console” is used consistently instead of “terminal” or “operator
terminal”’, and also in the terms main console, subsidiary console, IPL console and
standby console.

The chapters “BS2000 user management”, “File management” and “Pubset
management” have been reorganized and structured in a more straightforward manner.

The parameter record ADAM has been omitted.

Enhancements in managing Net-Storage.
New section “Interoperability on Net-Storage”.

New system user ID SYSWSA
Note on message output of PCS when it intervenes for control purposes.

New system parameters MIGHOST and NBLOGTO.

The new features in BS2000 OSD/BC V10.0 are described in the sales documents and
Release Notice (product BS2CP, version 190), which are available at
http://manuals.ts.fujitsu.com.

18
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Preface

Notational conventions

1.4 Notational conventions

For the sake of simplicity and clarity, frequently used names are abbreviated as follows:
e System parameters for the class 2 system parameters of BS2000 OSD/BC

e BS2000 operating system when BS2000 need not be distinguished according to
version and configuration.

With standard file names, <ver> stands for the internal name of the BS2000 version, e.g.
190 for BS2000 OSD/BC V10.0.

In the examples the strings <date>, <time> and <version> specify the current outputs for
date, time and version of a software product when the examples are otherwise independent
of date, time and version.

The following typographical elements are used in this manual:

Input Inputs in examples are shown in bold typewriter font
Output DSECTS, compiler lists or outputs in examples are shown in typewriter font
@ For notes on particularly important information

C This symbol designates special information that points out the possibility that
data can be lost or that other serious damage may occur.

[1 References to other publications within the text are given in abbreviated form.
The full title of each publication referenced by a number is provided in full after
the corresponding number in the “Related publications” section.
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Functions of system administration Preface

1.5

Functions of system administration

Administration of BS2000 comprises those tasks that have to be performed so that the
system can be used efficiently, securely and with the greatest possible benefit.

System administration functions can be summarized as follows:
e assembling and introducing the appropriate operating system components

e managing and updating the organization program used in the data center and the
program libraries

e securing the functionality of the system software and system-related software
e managing access authorization for the system

e managing and distributing the resources

e user and file management

e evaluating error statistics

e backing up system and user data

e installing software products

e taking action to rationalize and automate data center operation

e creating and allocating operator IDs and operator roles (in connection with the admin-
istration of privileges)

e creating diagnostic documents in the case of operating system, user program and
operating errors

Suitable tools for performing these system administration tasks are available with privileged
user IDs at the command and utility level.

Commands

In addition to special system administration commands which are reserved for privileged
callers, all the user commands and a subset of the operator commands may be used.
The subset of operator commands enables the system administration to exercise a
controlling and monitoring influence at the operator interface over domains of the system
operator, such as load distribution and task control.

With regard to the user commands, the privileges of the TSOS user ID, for example, provide
an extended range of functions available to the system administration. These functions

essentially provide a means of obtaining more precise and more extensive information and
of enjoying the benefits typical of a “super user” of an operating system which come from
the lifting of the resource, process and catalog limits that are set for non-privileged users.

20
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Preface Functions of the operating
Utility routines
All the utility routines available to users are also available to the system administration, in
some cases with extended functionality (e.g. DPAGE, HSMS/ARCHIVE, JMU,
SPCCNTRL).
In addition, the system administration may use special utility routines which run only under
a privileged user ID and which are used for controlling and monitoring the operating system.

1.6 Functions of the operating

The operating is responsible for controlling system startup, intervening to control the
system, communicating with the user and operating the peripheral devices. System initial-
ization (startup) and system dumps (SLED) can be used exclusively by the operating. There
are further SVP commands available for diagnostics and reconfiguration functions which
are reserved for the operating at the console.

For the other tasks, the operating uses commands (special operator commands, user or
user/system administration commands) whose use are also described in detail in this
manual. The following are the principal tasks performed by the operating:

e starting and monitoring the data communication system

e reconfiguring the hardware components and the connections to the peripherals
e providing and allocating external volumes

e monitoring and controlling device allocation

e controlling resource allocation

e monitoring operations

e communicating with the users
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Automation Preface

1.7 Automation

The main area of use of BS2000 systems in the high-performance and uninterrupted
execution of customers’ applications.

For many BS2000 customers operation is completely automated, i.e. the following phases
are executed fully automatically and reliably:

e startup (from system startup to availability of the applications)
e operation (system maintenance and execution of the applications)
e system termination

By using modern hardware, such as robot-controlled magnetic tape cartridge systems,
manual operation of devices is largely unnecessary. From the point of view of software, it is
necessary to adapt the execution of these phases to the customer’s hardware and software
(“customizing”).

The SDF-P command language and the Job Variable communication tool (both chargeable
products, apart from SDF-P-BASYS, the basic component of SDF-P) enables the afore-
mentioned routines to be programmed and automated at command level.

In the startup and system termination phases, in which these tools are not yet or no longer
available, the file-oriented or data-oriented interfaces of the SVP (e.g. activation/deacti-
vation sequences), of system initiation (startup parameter service) and of DSSM
(subsystem catalog) are offered.

For all further automation tasks involved in systems support, such as automatic response
to events, the PROP-XT software product offers suitable user commands and supplies the
relevant data in S variables.

Thus, thanks to the supplementary function of PROP-XT, SDF-P and job variables provide
a user-friendly, uniform tool for automating all systems support tasks.
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2 System initialization and termination

This chapter describes the processes and procedures relating to system initialization and
system termination.

2.1 Overview of the stages of system initialization

The BS2000 system initialization procedure consists of “bootstrapping”, i.e. more and more
powerful functional units are loaded and started step by step until BS2000 is operational.

Execution of the various routines is initiated on a hardware-dependent basis via the service
processor (SVP) on SU /390 or X2000 on SU x86, or via restart processing in the case of
automatic restart. This initial program loading (IPL) starts system initialization. Here both
the IPL disk and the type of system initialization are defined. The setting for the load options
for BS2000 defines whether the system startup is to take place in a convenient or flexible
way.

In FAST and AUTOMATIC mode, system initialization is convenient and to a large extent
automatic. In DIALOG mode, system initialization is flexible and interactive (seesection
“Types of system initialization” on page 44).

For a VM2000 guest system, system initialization is started by means of the SE Manager
(see the “Operation and Administration” manual [59]) or using the VM2000 command
START-VM (see the “VM2000” manual [62]). On SU x86 the VM2000 guest system can
also be started using the SVP functions on the KVP console which is assigned to the virtual
machine.
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Overview of the stages of system initialization System initialization and termination

The most important steps in the system initialization procedure, from the point at which the
hardware is made available through to the end of the startup procedure, “System ready”,
are:

Stage 1: Prepare the hardware

(Described in the operating

— Switch the CPU on manuals for the SE Servers)

— Load the firmware

— Switch on the peripherals needed for the session
(disks, controllers, terminals, ...)

Stage 2: Set the load options for BS2000

Stage 3: Load BS2000 and select the type of system initialization

FAST startup

AUTOMATIC startup

SYSBOOT (2)

DIALOG startup

i 1: Load and start SYSBOOT
2: Load SYSIPL and SYSREP.IPL.nnn, start
SYSIPL (3) SYSIPL
i 3: Patch SYSIPL, initialize hardware,
identify disks, load, patch and
start SYSSTART
SYSSTART )
class 1 exec 4: Read in parameters, load, patch,
parameterize and start class 1 exec
i 5: Load, patch, start class 2 Exec,
Call E2START
] BSZgOO 5 6: Parameterize BS2000 load system, cal
class ¢ exec initialization routines, pass control to
job scheduler, start subsystem management
(DSSM)
SYSINIT ) 7: Load DSSM subsystems
(E2START)
—————p “System Ready”
DSSM — Load subsystems (7)

Figure 2: Flow chart of functions for BS2000 system initialization
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System initialization and termination Overview of the stages of system initialization

System initialization for BS2000 can begin when the required hardware units (MU, Server
Units, peripheral devices) have been activated and are operational. The relevant operation
guides for the SE servers involved describe in detail how to perform these steps, i.e. how
to activate the power supply, load the firmware, etc.

Internally, system initialization for BS2000 begins with the loading of the initial program
loader (SYSBOOT). This is actually performed by the HW-IPL routine (step (1) in figure 2).

SYSBOOT is the first program in system initialization. It performs elementary checks and
initiates other load routines (step (2) in figure 2).

The routine loaded and started by SYSBOOT is SYSIPL, which queries the options in
DIALOG mode and determines the current disk and processor configuration (step (3) in
figure 2). The time base for the system time is defined. The disk configuration is checked
to ensure that it is complete and unique. With DRV disks in the home pubset, the associated
disk pairs are established. In addition, this routine loads and corrects SYSSTART or SLED.

The two programs SYSBOOT and SYSIPL and the IPL REP file reside in fixed locations on
a specific disk known as the IPL disk. The IPL disk may be a public disk (a disk belonging
to a pubset) or a private disk. For FAST and AUTOMATIC startup, this must be one of the
disks of the home pubset.

To enable automatic restart in the event of a system crash, the disk with the lower
subchannel number should always be specified as the IPL disk in the case of DRV
pubsets.

Private disks may only be used for initial program loading in a DIALOG startup. At a later
stage in the system initialization procedure, the operator must specify which pubset is to be
the home pubset for the session.

When initial program loading takes place from a public disk, the pubset to which the disk
belongs is automatically selected as the home pubset. Only in the case of dialog startup
with the ALLDISK option can the operator still change the pubset.

If the IPL disk does not belong to the later home pubset, particular care must be taken to
ensure that the versions and correction statuses on the two are the same.

A disk configuration may include more than one IPL disk. Setting up IPL disks is a
@ systems support task performed using the SIR utility routine, described in detail in

the “Utility Routines” manual [15].

An IPL disk can be used either for SU /390 or for SU x86.
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Overview of the stages of system initialization System initialization and termination

When loading SYSBOOT and SYSIPL/SLED the BS2000 file management functions are
not yet available. The necessary files can therefore only be found if they are “anchored”
beforehand on the IPL disk. This is done with the CREATE-IPL-VOLUME statement of the
SIR utility and consists of the following steps:

e The files needed to load SYSBOOT and SYSIPL/SLED are copied to the IPL disk.
e The backup files used by SYSBOOT and SLED are created on the IPL disk.

e A direct reference to each of these files is entered in the SVL of the IPL disk:

Original file File created by SIR

- SYSDAT.IPL-CONF.DSKnnn
-— SYSPRG.BOOT.DSKnnn.SAVE
SYSPRG.IPL.<ver> SYSPRG.IPL.DSKnnn

- SYSPRG.SLED.DSKnnn.SAVE
SYSREP.IPL.<ver> SYSREP.IPL.DSKnnn
SYSREP.SLED.<ver> | SYSREP.SLED.DSKnnn

“nnn” stands for the number of the IPL disk within the pubset. If the IPL disk is a private
disk, then the VSN of the private disk is used instead of the DSKnnn name section.

e If not yet present on a different disk belonging to the pubset, the backup file for system
patches, SYS.NSI.SAVERERP, is created (but not for private disks).

The original files are not needed anymore to initialize the system and can safely be changed
while the system is running to, for example, to accept a new correction status. However, all
changes only affect the initialization of the system after new copies have been created and
anchored with SIR.

The anchored files may not be changed or deleted during operation because that will
generally destroy the disk's IPL capability. They are protected by SIR with BACKUP-
CLASS=E and MIGRATE=INHIBITED so that they cannot be moved or preempted.

All the other routines required for system initialization reside as “normal files” on either a
pubset or a private disk.
The configuration tables are generated dynamically.

SYSSTART (step (4) in figure 2) is a program that prepares and carries out system initial-
ization proper for BS2000. The preparation stage mainly involves reading in the parameters
for BS2000, determining the object code corrections for the class 1 Executive and checking
the SYSSTART and BS2000 versions for consistency. During execution, the individual
BS2000 initialization functions are called via tables. These initialization functions also
include the virtual memory management data structures and the initialization of the paging
areas used by SYSSTART to prepare the transition to BS2000 virtual addressing mode.

26
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System initialization and termination Overview of the stages of system initialization

Finally, SYSSTART calls the BS2000 load system (step (5) in figure 2), which consists of
the two parts “class 1 Executive” (resident) and “class 2 Executive” (pageable).

At this stage of system initialization, a device management application is made for access
rights to system initialization devices (disks of the home pubset and paging pubsets). Once
this phase of system initialization is complete, the BS2000 load system has been loaded,
patched and parameterized.

BS2000 is said to be loaded once this part of it is contained in its entirety in main memory.
The portions of BS2000 which are resident in main memory (class 1 Executive) are loaded
first. The remaining portions are pageable. SYSINIT copies these routines to the paging
memory via main memory.

Patched means that modules of these portions have been modified by SYSSTART during
system initialization by means of REP records. REP records can be read in from a
maximum of four cataloged disk files in any order. The console can also be defined as the
input device, but not for REPs for SYSIPL. During system initialization, all REP records
processed from disk and console are written to backup file SYS.NSI.SAVEREP and later
logged in the file $SYSAUDIT.SYS.REPLOG.<date>.<sessno>.01.

Parameterized means that a set of parameter records containing statements for the
BS2000 initialization routines has been read in. The entire parameter input consists of a
series of sections - identified by specific keywords - that affect specific functional units and
are evaluated by these functional units (see chapter chapter “Parameter service” on

page 75).

By presetting a value on system start, the operator can specify that loading, patching and
parameterization are to be almost fully automatic and noninteractive (in this case, files with
default names are used) or that these procedures are to be more flexible, controlled by
means of a dialog with the operator.

The final phase of BS2000 system initialization is started using E2START (step (6) in
figure 2). This routine is already executing under BS2000 and first determines the name of
the command file (CMDFILE) to be started automatically after “System ready”.

To make BS2000 operational, this phase includes the execution of initialization routines for:
e activating the task scheduler

e opening the system files (user catalog, SYSEAM, etc.)

e making file catalog management available

e activating the dynamic binder loader (DBL)

e activating the PLAM library access method

e starting the functions for monitoring disk and tape devices

e activating the SERSLOG function

e starting DSSM (Dynamic SubSystem Management) R
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System initialization and termination

Once the memory occupied by system initialization has been released and the job
scheduler started, “System ready” has been reached and processing of the commands
stored in the command file CMDFILE is initiated. Although it is not mandatory to use a
command file - the name of which may be freely selected - it is highly advisable because of
the demand for automation of the operations.

Command files can be used for the automatic activation of the system components and
settings that make a specific system operable:

starting up the optional subsystems

starting the BS2000 data communication system 2)
loading the SPOOL system 3)

specific load regulation

activating special programs by means of ENTER files

28
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Notes

1)

DSSM:

During system initialization, control passes to DSSM (Dynamic SubSystem
Management). DSSM initializes itself with the specified subsystem catalog and
activates subsystems or initiates their activation. The time at which a subsystem is
started up (before or after “System ready”) is determined by systems support upon
declaration. This makes it possible for subsystems to be activated automatically.

When a subsystem is started, DSSM uses IMON-GPN to determine the path names of
all the files of the subsystem from the current SCI. If IMON-GPN is not available
(already loaded when DSSM is started) or if there is no file under the specified path
name, DSSM uses the standard names entered in the subsystem catalog. If a standard
name is used, message ESM0665 is output.

Data communication system (DCM):

To start the data communication system even before “System Ready”, it is possible to
specify the DCSTART command as a BCAM parameter in the startup parameter file
(see the “BCAM” manual [4], section BCAM BS2000 parameter file).

If that is not the case, the data communication system has to be activated separately
after each system initialization. This is done by means of the DCSTART command,
which is stored in the CMDFILE for reasons of convenience.

The DCSTART command automatically initiates opening of the following internal privi-
leged applications of the server:

e I$DIALOG (application for interactive processing (TIAM))
e S$CONSOLE (application for logical consoles, see page 539)
e 3$BCAM (application for the DCM information service)

If the first DCSTART command is issued later than 10 min. after the “System Ready” or
if the DCM is terminated while BS2000 is running (BCEND command) and restarted,
the $DIALOG application must be started manually by the operator using the START-
DIALOG-APPLICATION command. Another option would be to include /START-
DIALOG-APPLICATION in BCAM’s SOF (Start Option File). A prerequisite for this is
that a console access has been configured for BCAM with the authorization for START-
DIALOG-APPLICATION (see the “BCAM” manual [4]).
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In the operating mode with operator logon, the operator must first enter SET-LOGON-
PARAMETERS and REQUEST-OPERATOR-ROLE commands after “System ready”
before being able to enter further commands. Consequently, it is advisable to also
remove the prerequisites for the first two commands from the CMDFILE. The prerequi-
sites are as follows:

e the operator ID must be unlocked
e the operator role must be set up
e the operator role must be assigned to the operator ID

Since the operator ID has to be unlocked under the TSOS ID but an operator role can
only be set up and assigned to an operator ID under SYSPRIV, it is advisable to invoke
from the CMDFILE an ENTER job which issues the UNLOCK-USER command and
calls a further procedure for setting up and assigning the operator roles under the
SYSPRIV ID.

The whole process could look something like this:
Call from the CMDFILE:
/ENTER-JOB E.OQPR-LOGON.TSOS

Contents of the E.OPR-LOGON.TSOS procedure

/SET-LOGON-PARAMETERS

/ UNLOCK-USER SYSPRIV

/ SET-JOB-STEP

/ UNLOCK-USER SYSOPR

/ SET-JOB-STEP

/ ENTER-JOB FROM-FILE=$TSOS.E.OPR-LOGON.SYSPRIV,—
/ PROC-ADMISS=*PAR(USER-ID=SYSPRIV,—

/ ACC=SYSACC, -

/ PASS=*NONE)
/EXIT-J0B
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Contents of the E.OPR-LOGON.SYSPRIV procedure

/SET-LOGON-PARAMETERS
/ CREATE-OPERATOR-ROLE OPERATOR-ROLE=SYSADM,ROUT-CODES=*ALL
SET-JOB-STEP
MODIFY-OPERATOR-ATTR USER-ID=SYSOPR,ADD-OP—ROLE=SYSADM
SET-JOB-STEP
INFORM-OPERATOR, -

MSG="'*** OPERATOR-ROLE SYSADM CREATED AND ADDED ***'
INFORM-OPERATOR, —
MSG="+ !
INFORM-OPERATOR, -
MSG="! THE FIRST OPERATOR COMMANDS AFTER SYSTEM READY U
INFORM-OPERATOR, -
MSG="! (BEFORE /DCSTART ... ) MUST BE: O
INFORM-OPERATOR, —
MSG="! /SET-LOGON-PARAMETERS SYSOPR, SYSACC O
INFORM-OPERATOR, -
MSG="! /REQUEST-OPERATOR-ROLE OP—ROLE=SYSADM U
INFORM-OPERATOR, -
/ MSG="+ f
/EXIT-J0B

N N

Only then is BS2000 capable of communication.

SPOOL:

After each system start SPOOL has to be loaded and initialized separately. SPOOL
startup is initiated by the START-SUBSYSTEM command. The SUBSYSTEM-
PARAMETER operand can be used to specify whether a warm or cold start is to be
carried out for SPOOL, and whether additionally the software product RSO is to be
loaded. This command should either be issued immediately after “System ready” or be
included in the command file CMDFILE. If SPOOL is not loaded, no SPOOLIN or
SPOOLOUT jobs can be executed. SPOOL requests from the operator (e.g. the
commands START-PRINTER-OUTPUT, MODIFY-PRINTER-OUTPUT-STATUS,...) are
rejected, ignored or suspended.
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System initialization and termination

To summarize, system initialization consists of the following internal steps:

HW-IPL:

SYSBOOT:

SYSIPL:

SYSSTART:

Class 1
Executive:

Class 2
Executive:

SYSINIT
(E2START):

~System Ready”

Loading the 1st block of SYSBOOT

Loading the 2nd block of SYSBOOT
Loading SYSREP.IPL.<version>
Loading and starting SYSIPL

Self correction
Loading, correcting and starting SYSSTART

Reading in the parameters

Loading and correcting the memory-resident portions of
BS2000 (class 1 exec)

Initialization of the paging memory

Initialization of the resident portion of BS2000

Automatic attachment of the disk devices which were generated as
DETACHED and on which are mounted the necessary public disks 1
Loading the pageable portion of BS2000 (class 2 exec)

Correction of the pageable portions

Initialization of the pageable portions

Determining the command file and calling initialization functions for
BS2000 functional units (DSSM, PLAM, etc.)
Release of occupied memory and start of the job scheduler

command file CMDFILE, for example, is now activated)

1

During the startup phase, all public disks of the home pubset and all pubsets which contain paging disks and

which were specified in the parameter service are automatically attached to the system, even if they were
explicitly generated as DETACHED. These devices remain ATTACHED during the entire session. However, the
paths to these devices must have been generated as INCLUDED (see page 155).

The SHOW-SYSTEM-INFORMATION command can be used to obtain information on the
system configuration, the VM2000 version used, the monitor system and the time setting

parameters.

32
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21.1

Determining the time on system initialization

See also the chapter “System time administration” on page 635.
There are three sources for determining the date and time during system initialization:

e SVP clock: returns local time
— On SU /390 the SVP clock is synchronized by the Management Unit.
— On SU x86 the SVP clock is emulated by X2000. The SVP time corresponds to the
time of the carrier system.

e CPU clock (TODR): provides the local time with a correction value stored on the home
pubset. This clock continues to run even if the CPU stops, but not if the power supply
is interrupted.

— On SU /390 the TODR is an autonomous clock.
— On SU x86 the TODR is emulated by X2000.

e Operator
The currently valid time is displayed for the operator at the console. In the event of an
error or in DIALOG mode (using the UNLOCK option), the operator receives the appro-
priate messages at the console and is requested to confirm or to make corrections.

The local time (LT) is the statutory time at the location at which BS2000 is installed.
Because of statutory changes (summer/winter time) it does not run continuously once sef;
instead, it requires a positive or negative correction at the changeover times. This
correction is made automatically with the aid of the GTIME parameter file in which the
correction value and the changeover times are stored (see page 86).

The system time is based on the local time. BS2000 cannot run without the system time.

Systems support uses the parameters for time zone, time increments, summer and winter
time and the changeover data to define the basis for calculating the universal world time
UTC from the local time LTT and for summer/winter time changes of local time during
system execution.

In this way, the system and the users can use the GTIME function to access both a local
time reference system and a time reference system valid for the entire system.
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Determining the time automatically for manual startup

The time is determined automatically when the following conditions are met:

e The IPL option UNLOCK is not set, i.e. system initialization was carried out in FAST or
AUTOMATIC mode or without the IPL option UNLOCK in DIALOG mode.

e The time of the SVP clock is valid.
e The time of the SVP clock has the correct format (e.g. not 31.2.14).

e The time of the SVP clock is greater than the time of the last session and the positive
increment compared with the last session is not greater than 6 days (exception: in
AUTOMATIC mode, the positive increment may be any size).

If a shutdown is performed immediately before switching from daylight savings time to
normal time and the startup immediately thereafter, system initialization starts with a time
less than the last session. This is only possible if the UNLOCK option was set in DIALOG
mode (see page 47).

Negative time increments outside these changeover periods are permissible only by
agreement with systems support. There is a risk of introducing inconsistencies into the data
resources.

Influencing the time definition in DIALOG startup

If DIALOG mode is used and the UNLOCK option set, the operator is prompted for confir-
mation even if the value of the SVP clock is valid. If the time (and the date) of the SVP clock
is not confirmed, the operator must enter the date and time himself. It is possible to specify
large positive and negative time increments in relation to the last session. Once the time
has been specified in this way and confirmed by logging, it is used as the valid system time
for the next session.

34
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2.1.2 Format of messages during system initialization

Every system initialization message has one of the following formats:

? P.msgtext
? tsn—makz.hhmmss % msgtext

where:
? Message requiring a response (message not requiring a response: %)
P Message from startup

msgtext
Message text

tsn Message from BS2000; tsn is the task sequence number of a system task or a job
name

- Hyphen (omitted in messages from the resident portion of system initialization

mjid Message job ID (3 numeric characters or letters; leading zeros may be omitted).
mjid is omitted in messages from the resident portion of system initialization

. / # Separator; depends on the system parameter SECSTART (see page 689)

hhmmss Current time of day (omitted in messages from the resident portion of system
initialization

The message text always starts with a code number (3-digit message class and 4-digit

sequential number, where x is a hexadecimal digit).

Messages from the resident portion of system initialization have the code number NSTxxxx
(Nucleus System Initialization).

The messages of the pageable portion of system initialization have the code number
EXCxxxX.

Example of a message from the resident portion of system initialization:
? P.NSI0050 SPECIFY PARAMFILE ...

Example of a message after the resident portion of system initialization:
? TSC-000.112133% NSIO077 ENTER AUTOMATIC COMMAND FILE

The response proper begins with the character string (preceded by a question mark)
belonging to the message in question (P or tsn), including a hyphen, if appropriate, and the
message job ID, followed by a period. The response text must follow without a break.

Example of a response during the resident portion of system initialization:
P.FN=PARAMFILE.QPR

Example of a response after the resident portion of system initialization:
TSC.CMDFILEX

System installation messages are always output in English.
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2.1.3 General notes on initial program loading

Regardless of the type of server to be controlled by the operator, it is important to answer
the following questions in advance in order to make sure that the loading procedure is
executed correctly:

e How are the required files and devices identified?

e What points must be observed regarding unique disk configuration?

e How is the home pubset determined and checked for completeness and consistency?
e How does the system react to assigned pubsets or detached devices?

e What can cause devices to be unavailable during system initialization?

e What points must be observed regarding multiprocessors?

e What is the function of the parameter file in system initialization?

e How is the loading procedure logged?

e What must be taken into account with regard to Unicode capability?

Identification of the required files and devices

The volumes required for HW-IPL must be addressed as follows:

For SU /390, the IPL device is identified by the device number. The correlation between
device number and MN is unique and is described in the “System Installation” manual [57].

For SU x86, the IPL device is identified by the mnemonic device name (MN).

Only disks of the home pubset should be used as IPL disks. Disks with a physical block size
of 4KB are not supported as IPL disks.

All other devices subsequently required for the loading procedure are identified by the
mnemonic device name MN.

If files which are stored on private disks are used for system initialization, not only the file
name but also the corresponding VSN must be specified. Private disks may be used only if
they are included in the disk configuration for system initialization.
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Unique disk configuration

After SYSBOOT, SYSIPL determines the available disk configuration (via an online scan).
At this point, the BS2000 device tables, i.e. the generated hardware configuration, are not
yet available.

Multiple online scan sessions are prevented by creating a separate table for all disks
identified that are not added to the system initialization device table. If one of these disks is
used later on, then it is added to the system initialization device table without performing
another online scan.

Private disks are only accepted into the disk configuration for system initialization if the IPL
disk itself is a private disk, if private disks are required for a SLED dump, or if the operator
explicitly requests this (by selecting the ALLDISK option in the DIALOG initialization mode).

System initialization is problem-free only if each accessible disk on the present server has
a unique VSN. If more disks with the same VSN can be accessed, this will normally be
recognized.

Exception: the current IOCF of the SU /390 is not correct.

If disks having the same VSN are detected and at least one of these is not a DRV disk, then
the system proceeds as follows: When the disks belong to the same pubset as the IPL disk,
then the disk with the same time stamp as the IPL disk is selected. If none of the disks has
the same time stamp as the IPL disk or the disks belong to a different pubset than the IPL
disk, then a check is made to see if one of the disks was already selected by responding to
message NS12208. If this is true, then this disk is selected again. This applies not only to
pubset disks but also to private disks.

CAUTION!

& In the exceptional case stated above, any discrepancy between the real and
generated configurations goes undetected. If system initialization is then continued,
this may result in unpredictable 1/O errors and the destruction of disk contents!

During system initialization, all attached devices are normally checked to determine the disk
configuration. This process can be time-consuming and prone to error, especially if a large
number of peripherals are being used (e.g. devices that are not required and therefore not
operational are addressed). To circumvent this process, the following option is offered: The
disk configuration actually required for system initialization (i.e. all disks of the home and

paging pubsets and any private disks used) can be saved in SYSDAT.IPL-CONF.DSKnnn,
a file reserved for this purpose on the IPL disk (hnnn = number of the IPL disk in the pubset).
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Dynamic partitioning of the IPL-CONF file

The IPL-CONF file (SYSDAT.IPL-CONF.DSKnnn) is partitioned dynamically. This enables
startup configurations of various servers to be stored in this file.

When a pubset is used as the home pubset on various servers, the entries for the startup
configuration in the IPL-CONF file are not lost, but each is stored in a separate partition.
When the server is switched, the relevant server-specific startup configuration is used
without an online scan necessarily being required.

A new startup configuration does not overwrite an existing one, but is entered as a new
startup configuration after the last existing one. When an existing startup configuration for
a particular server is modified, the original one is “discarded” and the modified startup
configuration is entered like a new one after the last existing one.

However, the IPL-CONF file is not enlarged: When there is a lack of space, the startup
configurations declared invalid are first of all deleted one after the other. If the free space in
the file is still not sufficient after this, the startup configuration which has remained unused
for the longest time is removed. This action is performed without consulting the operator
and is repeated until enough space is available for the new or modified startup configu-
ration.

CAUTION!

The format of the data in the IPL-CONF file is not compatible with the data format
which was valid up to BS2000/0SD-BC V6.0. Any IPL-CONF file on the IPL disk
from a version earlier than BS2000/0OSD-BC V7.0 can therefore not be used.
Consequently, the first time system initialization takes place in BS2000 OSD/BC
V10.0 from this IPL disk, the online scan is performed and the IPL-CONF is
rewritten.

The IPL-CONF file can contain, for example, 12 startup configurations each with

@ 255 disks. When there are fewer disks, the number of configurations increases:
Consequently, 30 configurations each with 100 disks or 57 configurations each with
50 disks are possible, for instance.

38
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Saving a startup configuration in the IPL-CONF file is initiated as follows:

e in DIALOG mode:
If the operator responds to the message NS11110 with the IPL-CONF option SAVE, the
startup configuration is saved as a new partition.

e In all startup modes:
The startup configuration is saved when:
— the IPL disk is one of the disks of the home pubset
— and the IPL-CONF option IGNORE has not been explicitly specified
— and online scan has been performed.

The online scan is always performed automatically when the home pubset or one or more
paging pubsets has/have been extended or a new paging pubset has been specified using
BS2000 parameters (in the SYSPAR.BS2.nnn file or via the console).

The file is then used automatically for all subsequent system initializations, provided that
the VSN of the saved pubsets, the mnemonic device name MN, the disk type and the
number of disks belonging to the pubsets remain unchanged.

To support modifications to existing, server-specific startup configurations in the
SYSDAT.IPL-CONF.DSKnnn file (e.g. if an extended or different pubset is used), in DIALOG
mode the message NS11110 offers the operator the following functions if the IPL-CONF
option is specified:

e IGNORE function:

The server-specific partition in the SYSDAT.IPL-CONF.DSKnnn file is ignored. An
online scan is executed.

e RESET function:
The current startup configuration in the SYSDAT.IPL-CONF.DSKnnn file which is valid
for the server is still used for the current system initialization and is then declared
invalid.

e SAVE function:
The disk configuration required for startup is saved in the SYSDAT.IPL-CONF.DSKnnn
file as a new partition.

All combinations except SAVE and RESET are valid.
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Determining the home pubset and checking for completeness and consistency

If the IPL-CONF function is not used for system initialization, the home pubset can be deter-
mined as follows according to the type of system initialization, and once the available disk
configurations have been determined:

e in FAST or AUTOMATIC mode:
The home pubset selected is the one to which the IPL disk belongs.

e in DIALOG mode:
If the IPL disk belongs to a pubset, the home pubset selected is the one to which the
IPL disk belongs.
If the IPL disk is a private disk or the IPL option ALLDISK was specified and the disk
configuration consists of more than one pubset, the ID (PVSID) of the home pubset is
queried via message NSI1135.

Disks with a physical block size of 4KB cannot belong to a home pubset. SM pubsets and
shared pubsets are likewise not supported as home pubsets.

The home pubset should have a high degree of availability, i.e. through the hardware, the
data for a virtual disk is recorded on several physical disks. This redundancy ensures that
there is no loss of data if a physical disk crashes.

All the disks available in the startup configuration and disks belonging to the home pubset
according to VSN syntax are compared with the volume list on Pubres. In DIALOG mode
or in error situations the disks belonging to the home pubset are logged with the last time
stamp and their mnemonic device name MN (with message NS11143 or NS11145).

The following error situations are displayed:

e System ID (SYSID) of the home pubset not defined (message NS11280)
System initialization proceeds with the default value.

e Invalid SYSID of the home pubset (message NS11285)
System initialization proceeds with the default value.

e Missing disk in the home pubset (message NS13215)
System initialization cannot proceed.

e Time stamp of a disk not the same as the time stamp of Pubres (message NS11148)
Whether or not system initialization can proceed depends on the response to message
NST1148.

e DMS attributes of a disk different to the DMS attribute of the home pubset (NS13220)
The relevant DMS attribute s are indicated by message NS13221.
System initialization is aborted since such an inconsistent pubset cannot be imported
by the IMCAT command.
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e Unknown disk in the home pubset (message NS11145)
Disks that do not belong to the home pubset are indicated by the words 1S NEW in
message NS11145.

Support for DRV disks

DRV pubsets are also permitted as home pubsets. DRV private disks are still not supported,
and neither are DRV disks outside of the home pubset at startup paging initialization.

Because the DRV function is not yet available in the early phase of system initialization, the
accesses to the DRV disks must be implemented by the IPL EXEC itself.

The following restrictions apply during system initialization:

1. Datais only ever read from or written to one disk of a DRV disk pair. The disk to be used
is selected either automatically or in DIALOG startup by the operator specifying the
DRV-SELECT option.

A disk can be selected from a disk pair with the same VSN only if both disks are in the
DRV-DUAL state and the time stamp is identical on both of them. If this is not the case,
selection of the disk is subject to restrictions (see also the “DRV” manual [17]).

If the IPL disk belongs to a DRV pair, the system initialization can continue with a
different disk after the online scan or after the IPL-CONF file has been evaluated. This
means that changes to the data are not written to the disk selected at the start of IPL,
but are written instead to a different disk of the DRV pair.

2. Input/output errors on one DRV disk during system initialization do not cause the
second disk of the pair to be accessed. As with individual disks, the discovery of irrecov-
erable 1/O errors leads to abortion.

3. The home pubset is started up in the DRV-MONO state; reconstruction must be
initialized with the START-DRV command.

4. If the home pubset was in the DRV-DUAL state on shutdown, reconstruction is initiated
by DRV. This process reconstructs the files which have been modified since system
initialization.
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START/STOP mode for multiprocessors

In multiprocessor systems, the START/STOP mode controls selection of the CPUs when
the SVP-START/STOP function is used. The SVP-START/STOP function is not needed in
BS2000 operation. Nevertheless the START/STOP mode must be set correctly so that
when the SVP-START/STOP or address stop function is used there are no undesirable side
effects.

The following conditions apply for the settings of the START/STOP mode:

e If all CPUs are to be used, the START/STOP mode must be set to ALL CPU so that in
the case of STOP all CPUs are stopped and in the case of START all CPUs are started.
This setting should be used as the presetting.

e Ifonly one CPU is to be used or if the SVP-START/STOP or address stop function is
required for system initialization or for the dump function, the START/STOP mode must
be setto TARGET CPU (CPU currently in use). This prevents the SVP-START function
from starting CPUs that can no longer or not yet be controlled by the software.

e If more than one CPU but not all the CPUs are to be used, correct functioning of the
SVP-START/STOP function cannot be guaranteed.

Releasing assigned pubsets

If the home and/or paging pubsets required for system initialization were not exported
correctly during the last system session (by means of SHUTDOWN), or if they are being
used by another system, the operator will be requested to release them (message
NSI424A).

The operator is informed of the precise nature of this use in a message preceding the
request.

It is absolutely essential to assign unique SYSIDs if multiple home pubsets are operated in
parallel.

Release is only possible if these pubsets are not currently being used by another system.
If pubsets are released without a careful preliminary check, then the pubset data may be
destroyed as a result of unrestricted access by two systems.

42
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21.4

Parameter service

A startup parameter file is essential if system initialization is to be performed correctly. The
parameter service supplies the software components with data.

For a detailed description of the parameter service including the structure and contents of
the parameter files, see chapter “Parameter service” on page 75.

Logging the startup dialog on the IPL console

All messages, including those not output at the console in FAST and AUTOMATIC mode,
and all responses are logged in main memory and transferred to the logging file
($SYSAUDIT.SYS.CONSLOG.date.session-no.ser-no) as soon as the CONSLOG function
is available.

For information on the CONSLOG logging file structure and contents, please refer to the
“Diagnostics Handbook” [14].

If system initialization is concluded before the CONSLOG function is made available, the
console dialog can be found in a subsequent dump.

System initialization on SU x86

On SU x86 (X86-64 architecture) the bus and Fibre Channel peripherals are configured by
the carrier system X2000, and the configuration is determined dynamically at startup. The
SU x86 does not require hardware generation with IOGEN.

Filename Use

instead of SYSPRG.IPL.<ver>: Load objects SYSBOOT, SYSIPL + SYSIPLEX and SLED,
SKMPRG.IPL.<ver> default file

instead of SYSPRG.STRT.<ver>: Load object SYSSTART + SYSIPLEX
SKMPRG.STRT.<ver>

instead of SYSPRG.BS2.<ver>: Load object BS2000-CL1/2 exec
SKMPRG.BS2.<ver>

Table 1: Alternate default file names on SU x86

Automatic IPL and time-controlled startup/shutdown

On SU x86 systems support (using the SE Manager) can configure an automatic IPL, a
time-controlled startup or shutdown under X2000. In the event of a system shutdown via
X2000 the system parameter SHUTPROC (see page 690) determines whether the
shutdown should take place immediately or using an enter job.

If automatic IPL was set, then an IPL is automatically initiated from the default IPL disk after
the X2000 system has started up.
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2.2 Types of system initialization

2.21

System initialization can take place in a convenient or flexible way. The FAST and
AUTOMATIC modes are available for a convenient system start, and the DIALOG mode for
a flexible system start.

The save file has the version-independent name SYS.NSI.SAVEREP. Except in the case of
private disks, it is created by SIR when an IPL disk is set up.

For information on the file names for the parameter file see chapter “Parameter service” on
page 75.

FAST startup

FAST startup permits system initialization to be performed without dialog. To this end, the
object code corrections (REPs), parameter and programs to be loaded must be stored in
files with version-specific standard names. Alternatively, the file names can be stored in the
parameter file. The parameter file itself must have the version-specific standard name, with
or without a suffix.

The most important events during system initialization are logged on the IPL console. The
detailed log - as in DIALOG mode - is written to the CONSLOG logging file.

If the files SYSREP.BS2.<ver>, SYSREP.STRT.<ver>, SYSPAR.BS2.<ver>[.<name>],
SYSPRG.STRT.<ver>or SYSPRG.BS2.<ver> are missing and if the parameter file does not
specify a REP file or BS2000, the correction data and parameters may optionally be
submitted from disk files with any name or via the console in an operator dialog (see chapter
“Parameter service” on page 75 and section “System corrections” on page 60).

The choice of startup type and the decision as to whether the user catalog is to be recon-
structed depends on the values that have already been set for the system parameters
STUPTYPE and RECONUC (see page 688 and page 693).

For information on selecting the startup type, see also section “Selecting the startup type
and catalog reconfiguration” on page 52.
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The following standard file names are valid for dialog-free system initialization and must be
cataloged under user ID $TSOS on the home pubset:

Filename

Use

SYSPRG.BOOT.DSKnnn.SAVE

Save area

SYSPRG.IPL.DSKnnn

Load objects SYSBOOT, SYSIPL and SLED, use at startup 2

SYSREP.IPL.DSKnnn

Reps for SYSIPL, use at startup 2

SYSDAT.IPL-CONF.DSKnnn

Save area for the function IPL-CONF '

SYSPRG.STRT.<ver>

Load object SYSSTART

SYSREP.STRT.<ver>

REPs for SYSSTART

SYSREP.BS2.<ver>

Object code patches (REPs) 3

SYS.NSI.SAVEREP

Buffer for REP logging *

SYSPAR.BS2.<ver>[.<name>]

Parameter

SYSPRG.BS2.<ver>

Load object BS2000-CL1/2 exec 3

The file is created by SIR as an empty backup file and is anchored in the SVL. “nnn” in the name part “DSKnnn”

is the number of the disk on which the file was created by SIR. These file names are not checked during startup.
The files with a disk-specific name are not taken into account in a logical save.

The file was copied by SIR from a version-dependent original file into this version-independent file (suffix

“DSKnnn”), which was then incorporated in the SVL. “nnn” in the name part “DSKnnn” is the number of the disk
on which the file was created by SIR. These file names are not checked during startup.
The files with a disk-specific name are not taken into account in a logical save.

on the “secure system startup”.

The file name can be specified via the startup parameter service.

The file is created by SIR as an empty backup file. If this file is missing or if it is too small, this has repercussions

If one of the files is missing or cannot be used, the file name is requested via the console

(not in the case of anchored files).

The disk-specific naming of the anchored files, i.e. those stored in the SVL, means that
several IPL disks of a BS2000 version can be created in parallel in a pubset.
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2.2.2 AUTOMATIC startup

AUTOMATIC mode supports unmanned operation. AUTOMATIC startup is used in
conjunction with automatic system power-up following abnormal system termination when
the automatic restart function is switched on. Its characteristics and logging correspond to
the FAST mode.

AUTOMATIC mode may only be used if the SVP clock is functioning (omitted for restart)
and the home pubset disks and paging disks are used only by this system.

In AUTOMATIC mode there are standard responses to certain exception conditions. This
means that the operator is not required to make a decision. An example of a standard
response is the automatic release of disks which are required but which are still locked as
a result of an abnormal system termination.

Automatic restart is described in section “Automatic restart” on page 74.

The choice of startup type and the decision as to whether the user catalog is to be recon-
structed depends on the values that have already been set for the system parameters
STUPTYPE and RECONUC (see page 688 and page 693).

For information on selecting the startup type, see also section “Selecting the startup type
and catalog reconfiguration” on page 52.
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2.2.3 DIALOG startup

DIALOG startup enables the operator to control system initialization and select special
functions. A detailed dialog takes place, in which messages indicating the permissible
operator inputs are displayed on the screen. The operator specifies the desired function by
selecting the appropriate entry from those displayed. These functions include:

e free choice of IPL disk, input media for the object code corrections (REPs), parameters
and programs to be loaded

e activation of specific debugging functions or functions for dealing with exceptional situa-
tions

Special protection is offered for DIALOG startup because DIALOG startup allows the
operator to change the settings (parameters, REPs) made by systems support for system
initialization:

As an option, system initialization of BS2000 in DIALOG mode can be restricted to a
specific console. This restriction can be imposed and canceled only in DIALOG mode; it
always relates to the console currently in use. The mnemonic device name of the console
is stored in the home pubset as the authorization (routing) code.

Execution of a DIALOG startup
Execution of DIALOG startup is logged in detail on the IPL console.

In DIALOG mode, message NSI1110 shown below prompts the operator to enter options:

NSI1110 ENTER OPTIONS OR EOT.
REPLY (UNLOCK,TEST,ALLDISK,DRV-SELECT,CREATE-DRV,IPL-CONF)

Any combinations are possible. The meaning of each of the options is given below:

UNLOCK: Indicates that, in the event of conflicting information regarding the system
time, system initialization can be continued or the operator can determine
the system time.
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TEST:

ALLDISK:

Message NS11113 offers the operator certain test options.

NSI1113 ENTER TEST-OPTIONS OR EOT.
REPLY (DUMPTEST, STRTNAME, REPERRIGN, WATCH, ASYNSKPIN)

Meaning of the test options

DUMPTEST:
Test option, not essential for system initialization.

STRTNAME:
Causes the file name of the load module and of the SYSSTART REP file to
be requested before SYSSTART is loaded.

REPERRIGN:
Test option, not essential for system initialization.

WATCH:

Test option, not essential for system initialization. It supports error diagnosis
during online scanning. A monitoring function is activated for a given device
and system initialization is aborted if problems are detected in connection
with this device. In this way, diagnostic documents (SLED) can be
generated at the moment the error occurs.

ASYNSKPIN:
Test option, not essential for system initialization.

In the disk configuration used by startup, private disks are also automati-
cally scanned (via an online scan) so that load objects and REP or
parameter files can also be read from private disk. If the IPL disk is a private
disk, the ALLDISK option is set automatically. Startup inquires the required
home pubset with the following message:

NSI1135 ENTER ACTUAL HOME-PVS IDENTIFIER. REPLY (PVSI)

The IPL-CONF option IGNORE is set implicitly. This option can only be
used if a maximum of 1290 disks are online. In the event of an error, the
following message is output:

NSI2335 OVERFLOW OF STARTUP DEV.TABLE; SWITCH UNNEEDED DISKS OFF
REPLY (R(RETRY); S(STOP))

The online scan is repeated or the system initialization is aborted,
depending on your response.
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DRV-SELECT:

CREATE-DRV:

IPL-CONF:

This option means that selection of the disk for startup from a DRV disk pair
is left to the operator.

This is meaningful if, due to a disk error on one DRV disk during startup, the
other disk of the DRV disk pair is to be used instead.

The IPL-CONF option IGNORE is set implicitly.

This option means that, through implicit starting of the DRV subsystem after
system initialization a DRV pubset in the DRV-MONO state is created from
an SRV home pubset (Single Recording by Volume).

This option controls the processing of the server-specific partition for the
SYSDAT.IPL-CONF.DSKnnn file which is always created on the IPL disk
(the meaning of this parameter is also described on page 39). If this option
is not specified, an attempt is made to evaluate the server-specific partition
of the file, as in all other startup modes (FAST, AUTOMATIC).

When the server-specific partition is processed successfully, the online
scan is suppressed.

When this option is specified, message NS11116 prompts the operator to
specify how the server-specific partition in the SYSDAT.IPL-CONF.vvv file
is to be processed:

NSI1116 ENTER IPL-CONF OPTION OR EOT.
REPLY (IGNORE; RESET; SAVE. EOT=IGNORE)

Meaning of the possible replies

IGNORE:

The server-specific partition in the SYSDAT.IPL-CONF.DSKnnn file is
ignored. An online scan is executed. IGNORE is implicitly set if the
ALLDISK option was specified.

RESET:

The partition in the SYSDAT.IPL-CONF.DSKnnn file which is currently valid
for this server is still used for the current system initialization and then
declared invalid.

SAVE:
The disk configuration required for startup is saved in the SYSDAT.IPL-
CONF.DSKnnn file as a new partition.

All combinations except SAVE and RESET are valid.
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Once the options entered have been processed, the startup routine checks the available
disk configuration. To this end, either a partition which is present in the SYSDAT.IPL-
CONF.DSKnnn file on the IPL disk and is valid is evaluated (unless excluded explicitly using
the IGNORE option) or the online scan is executed. If disks with the same VSN are encoun-
tered, the disk configuration must be limited to disks with unique VSNs (see also the section
“Unique disk configuration” on page 37).

If several pubsets are available on the system, the operator is requested to define the home
pubset (NS11135). In addition to the home pubset and the processors, the date and time of
day are also logged. If necessary, the operator is requested to enter a confirmation or to
make corrections.

The default file name is always used to load SYSSTART. The operator receives the
following prompt to enter the file name only if the default file name is not found in the catalog
or if STRTNAME was explicitly specified when the test options were entered:

NSI1190 ENTER STARTUP-FILENAME.
REPLY (FILENAMEC(,VOL=VSN); EOT (USE STANDARD FILE))

The default file name is used for the SYSSTART REP file. If this file does not exist or the
STRTNAME option was selected, the name of the file or input medium is requested by
message NS10050 (see page 66).

The file name and the input medium for the parameter are then requested (see also the
chapter “Parameter service” on page 75). The following message is then issued:

NSI1190 ENTER BS2000—-FILENAME.
REPLY (FILENAMEC(,VOL=VSN); EOT (USE STANDARD FILE))

The operator can enter the file name of the BS2000 system to be loaded, together with the
archive number if the file is on a private disk. If no file name is specified, the parameter file
is evaluated. If no file name is entered there either, BS2000 is loaded from the default file
SYSPRG.BS2.<ver>.

REP processing then takes place (see page 66). Then the selected paging disks are
logged.

The following message is displayed, requesting the operator to specify the name of the
command file. Following “System ready”, the commands contained in the command file are
executed automatically.

NSI0077 ENTER AUTOMATIC COMMAND FILE NAME.
REPLY (FILE NAME; N(DO NOT USE); EOT(USE STANDARD))

The following message is displayed, requesting the operator to specify the type of system
startup (see page 52):
(see also the description of the system parameter STUPTYPE, page 693)
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2.2.4

NSI6005 SYSTEM PARAMETER STUPTYPE = (&00). SHALL VALUE BE CHANGED?
REPLY ( UCNCHANGED), W(ARM), C(OLD), SCELECTIVE), Z(IP),
T(SN FILE RESET ONLY), J(OIN AND TSN FILE RESET), EOT=UNCHANGED)

By replying the following message the operator can determine whether and how the user
catalog is to be reconstructed (see the description of the system parameter RECONUC,
page 688).

NSI6010 SYSTEM PARAMETER RECONUC = (&00). SHALL VALUE BE CHANGED?
REPLY ( UCNCHANGED), N(O), BC(ACKUP), T(SOSCAT), A(LL), R(ESET),
EOT=UNCHANGED )

The further execution of system initialization is controlled by DSSM (see also the note on
page 29). System initialization is complete when the “System Ready” message is
displayed.

Switching modes during system initialization

In some special cases, too - e.g. when testing new software, parameters or corrections - it
may be necessary for system initialization to take place as far as possible without dialog.
To this end, the parameter file may contain the deviations from the standard case and also
the option of switching to a different mode once these presettings have been processed.
The operator selects DIALOG mode from the SVP menu and, while in DIALOG mode,
specifies the appropriate parameter file. By entering NEW-IPL-MODE=FAST under the
keyword SYSOPT-IPL in the parameter file, systems support specifies that, once the
parameter file has been evaluated, system initialization is to continue in FAST mode, i.e.
unattended.

For information on the parameter record SYSOPT-IPL, see alsosection “Modifying the IPL
options (SYSOPT-IPL)” on page 122.
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2.2.5 Selecting the startup type and catalog reconfiguration

In a DIALOG startup, the operator is prompted to select the type of startup by responding
to the message:

NSI6005 SYSTEM PARAMETER STUPTYPE = (&00). SHALL VALUE BE CHANGED?
REPLY ( U(NCHANGED), W(ARM), C(OLD), SCELECTIVE), Z(IP),
T(SN FILE RESET ONLY), J(OIN AND TSN FILE RESET), EOT=UNCHANGED)

In FAST and AUTOMATIC modes, this decision can only be made using the system
parameter STUPTYPE (see page 693).

In DIALOG startup, the following types can be specified:
e U=Unchanged

The startup is the type defined by systems support with the system parameter
STUPTYPE.

e W=Warm start
This is the default setting for the STUPTYPE system parameter.

All jobs that were in the JMS job queue (listed according to user ID and task sequence
number for type 1 and type 2) and which were not processed during the previous
session are now scheduled for processing by job control.

e C=Cold start

This type of startup ignores any jobs in the job queue. They are deleted without being
processed. If, for example, a disk error in the job queue files has caused a system
breakdown, the next session must always commence with a cold start. Because after a
disk error, the queue must be completely recreated. A cold start should be avoided
whenever possible, since it causes loss of one-off and repeat jobs. In the case of one-
off and repeat jobs, the JMP utility routine can be used to reconstruct the necessary
ENTER-JOB commands prior to the cold start (see section “JMP: reconstruction of
batch jobs” on page 401).

e T=First start with resetting of the TSN file
This type of startup must be used the first time a pubset is used.

The resetting of the TSN file ($TSOS.TSOSJOIN.TSNN) causes the JMS job queue
and the TSN file to be reset. This means that existing jobs are deleted, the session
number is reset to 1 and the next job number (tsn) the system assigns is 0001 or 0AAA,
depending on the TSN mode.
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J=First start with resetting of the user catalog
The user catalog, JMS job queue and TSN file are all reset.

First start is only required during the first startup following an initial installation (from the
starter tape (DVD).

The resetting of the user catalog causes an existing user catalog to be deleted and a
new one to be generated. This new user catalog contains entries for the system user
IDs only (SERVICE, SYSAUDIT, SYSDUMP, SYSGEN, SYSHSMS, SYSMAREN,
SYSNAC, SYSPRIV, SYSSNAP, SYSSNS, SYSSOPT, SYSSPOOL, SYSUSER,
SYSROOT, SYSOPR, SYSWSA and TSOS).

CAUTION!

All files except for those under the TSOS ID are deleted.

This means that access (via the catalog) to all user files except the system files
is no longer possible. The storage space previously occupied by these deleted
user files is also released.

The user IDs of the system (with the exception of TSOS and SERVICE) are assigned
the account number SYSACC and are locked. Systems support can release these user
IDs by means of the UNLOCK-USER command. If that is the case, they should be
assigned system access control attributes.

The resetting of the TSN file ($TSOS.TSOSJOIN.TSNN) causes the JMS job queue
and the TSN file to be reset. This means that existing jobs are deleted, the session
number is reset to 1 and the next job number (tsn) the system assigns is 0001 or 0AAA,
depending on the TSN mode.

S=Selective start

Selective startup enables the operator to specify that certain queues are to be retained;
the remainder are handled by the system as for a a cold start.

If S is entered in response to messages NS16005 and NS16010, the following message
appears:

? JOBP... JMS0510 SPECIFY QUEUE(S) OF BATCH JOBS TO BE SAVED WITH
SELECTIVE START. REPLY: (1: AWAITING PROCESSING; 2: BEING
PROCESSED)

By responding to the JMS0510 message the operator can specify the JMS jobs (queues
Q1 and Q2) which are to be retained.

U2417-J-Z2125-19-76
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Responses have the following format: JOBP.n

where
n=1 is the job queue for batch jobs to be processed and
n=2 indicates the batch jobs that were being processed.

If JOBP. is specified, no queues are selected.

Example

JMS0510 SPECIFY QUEUE(S) OF BATCH JOBS TO BE SAVED WITH SELECTIVE
START. REPLY: (1: AWAITING PROCESSING; 2: BEING PROCESSED)

JOBP.1

The old queue files (JOBPOOL file for the JMS jobs in queues Q1 and Q2) are then
checked to see whether they contain any jobs which should be retained. If this is the
case, all entries made for jobs to be processed are transferred to the new queue file and
the associated counters set accordingly. Once the files have been read they are closed
and deleted from the catalog. The new files will be processed in the new session.

e Z=Zip start

This startup type is used when there is not enough disk space available for a normal
start. When “7” is entered in response to messages NS16005 and NS16010, no attempt
is made to allocate disk space for queue files. This mode is only intended for buffering
or deleting files after system initialization in order to obtain free storage space on the
disks. No other functions should be performed in this session.

By replying the following message in DIALOG startup, the operator can similarly determine
whether and how the user catalog is to be reconstructed:
(see the description of the system parameter RECONUC, page 688)

NSI6010 SYSTEM PARAMETER RECONUC = (&00). SHALL VALUE BE CHANGED?
REPLY ( UCNCHANGED), N(O), BCACKUP), T(SOSCAT), A(LL), R(ESET),
EOT=UNCHANGED )
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2.2.6 Example of DIALOG startup

The following example illustrates the stages in a DIALOG startup (in extracts) on an SU /390. It corre-
sponds to the logging in the CONSLOG file (partially abbreviated); the message sequence output at the
console may differ from the sequence given below.

TCLOG .153842 ***2014-09-04*** 000001 **** UTC+02:00

(CO) %  P-000.153842 NSIOOE3 IPL-REPS READ: 0; EXECUTED: O

(CO) %  P-000.153842 NSI1100 IPL DEVICE = MH19.0; IPL PATH = BE1E (MN=BEI1E)

(CO) %  P-000.153842 NSI1106 *** BS2000 DIALOGUE STARTUP ***

(C0) ? P-000.153842 NSI1110 ENTER OPTIONS OR EOT. REPLY (UNLOCK,TEST,ALLDISK,DRV-SELECT,CREATE-DRV,IPL-CONF)

P R(C0)-000.153842. (1)
(CO) %  P-000.153842 NSI3135 IPL DISK-SETUP READ FROM IPL-CONF PREPARED 2014-08-05 08:07:09
(C0) %  P-000.153842 NSI1143 002 PUBVOLS OF HOME-PVS MH19 WITH SYSID 120 ONLINE (2)
(CO) %  P—-000.153842 NSI1145 MH19.0 2014-09-04 15:31:32 ON BE1E
(CO) %  P-000.153842 NSI1145 MH19.1 2014-09-04 15:31:32 ON BEIF
(C0) 2 P-000.153842 NSI1126 CHECK IF AUTHORIZATION FOR DIALOGUE STARTUP SHALL BE RESTRICTED TO THIS CONSOLE CO.

REPLY (Y; N; EOT=N)
P R(C0)—-000.153842.
(CO) %  P-000.153842 NSI1153 STATE OF PROCESSORS ONLINE:
(CO) %  P—000.153842 NSI1155 CPU 00 ONLINE, ATTACHED (IPL CPU)
(CO) %  P-000.153842 NSI1158 CPU 01 ONLINE, DETACHED
(CO) %  P-000.153842 NSI1163 LOCAL DATE = 2014-09-04, TIME = 15:37:17 FROM SVP (3)
(CO) %  P-000.153842 NSI1180 LOAD ADDRESS OF SYSPRG.STRT.190 = 0076A000
(CO) %  P-000.153842 NSIOOE6 SYSREP.STRT.190 IS USED AS REP FILENAME (4)
(C0) 2 P-000.153842 NSI0050 SPECIFY PARAM FILE OR DEVICE.
REPLY (EOT (USE STANDARD FILE);FN=FILENAME(,VOL=VSN);CONS;END)

P R(C0)—-000.153842. (5)
(CO) %  P-000.153842 NSIOOE6 SYSPAR.BS2.190.VM07S700 IS USED AS PARAM FILENAME
(CO) %  P-000.153842 NSI006B FILE SYSPAR.BS2.190.VM07S700 NOT FOUND
(CO0) %  P-000.153842 NSIOOBC LAST PARAM FILE/DEVICE IGNORED
(CO) %  P-000.153842 NSIOOE6 SYSPAR.BS2.190 IS USED AS PARAM FILENAME
(CO) ?  P-000.153842 NSI0050 SPECIFY PARAM FILE OR DEVICE.

REPLY (EOT (USE STANDARD FILE);FN=FILENAMEC(,VOL=VSN);CONS;END)

P R(C0)—-000.153842.END (6)
(CO) ?  P-000.153842 NSI1190 ENTER BS2000—-FILENAME. REPLY (FILENAMEC(,VOL=VSN); EOT (USE STANDARD FILE))

P R(C0)—-000.153842. (7)
(C0) ? P-000.153842 NSI0050 SPECIFY BS2000 REP FILE OR DEVICE.

REPLY (EOT (USE STANDARD FILE);FN=FILENAME(,VOL=VSN);CONS;END)

P R(C0)—-000.153842. (8)
(CO) %  P-000.153842 NSIOOE6 SYSREP.BS2.190 IS USED AS REP FILENAME
(CO) ?  P-000.153842 NSIO050 SPECIFY BS2000 REP FILE OR DEVICE. REPLY (EOT (END); FN=FILENAME(,VOL=VSN);CONS;END)

P R(C0)—-000.153842.END (9)
(C0) %  P-000.153842 NSI0028 AVAILABLE MEMORY = 512.0 MB. CPU = 30029001 26000000 (10
(CO) %  P—-000.153842 NSI5103 BS2000 : NAME = L10BXS, VERSION = 19.0A00, GEN-TIME = 2014-07-24 13:43:51
(CO) %  P-000.153842 NSI5102 COPYRIGHT (C) FUJITSU TECHNOLOGY SOLUTIONS 2009 ALL RIGHTS RESERVED
(CO0) %  P-000.153842 EMM2960 EFFECTIVE SYSSIZE VALUE IS 240 MB
(CO) %  P—-000.153842 NSI5150 CPU'S ONLINE: 2 CPU'S INSTALLED: 2
(C0) %  P-000.153842 ETMGT10 GTIME-VALUES FOR SESSION: ZONE=+01:00, DIFF=1:00
(C0) %  P-000.153842 ETMGTOl TODR-EPOCH FOR SESSION: EPOCH=00
(CO) %  P—-000.153842 NSI3130 IPL-CONF SAVED ONTO DISK MN=BEIE WITHOUT ERRORS
(CO) %  P-000.153842 NSI5104 IOCF: NAME = SU700001SU700-29001 GEN-TIME = 2014-08-04 09:52:50
(CO) %  E-000.153842 EMM2301 PAGING AREA ON VOLUME MH19.0 SIZE = 05120.00 MB.

(CO) % E-000.153842 EMM2301 PAGING AREA ON VOLUME MH19.1 SIZE = 05120.00 MB.
(CO) %  E-000.153842 EMM2850 THE SIZE OF THE PAGING-AREA IS 0010240.00 MB;
THE RESERVED SIZE OF THE PAGING-AREA IS 0000011.61 MB.
(CO) %  P-000.153842 NSI6102 BS2000 EXECUTIVE: CLASS2 ACTIVE (1D
(CO) %  P-000.153842 NSI4110 /INPUT DISK F=SYSPAR.BSZ2.190 (12)
(CO) %  P-000.153842 NSI4110 /BEGIN ACCOUNT
(CO) % P-000.153842 NSI4110 /EOF
(CO0) %  P-000.153842 NSI4110 /BEGIN BCAM
(C0) %  P-000.153842 NSI4110 /EOF
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/BEGIN DSSM
/EOF

/BEGIN GTIME
ZONE=+00:00
DIFF=1:00
SEASON=S
EPOCH=00

CHDATE=1900-01-01/00:00
CHDATE=1980-03-16/02:00

CHDATE=2018-03-25/01:00
CHDATE=2018-10-28/02:00

NEXTZONE
ZONE=+01:00
DIFF=1:00
SEASON=S
EPOCH=00

CHDATE=1900-01-01/00:00
CHDATE=1980-04-06/02:00

CHDATE=2018-03-25/02:00
CHDATE=2018-10-28/03:00

NEXTZONE

/EOF

/BEGIN IOCONF
/EOF

/BEGIN ISAM
/EOF

/BEGIN JMS
/EOF

/BEGIN MEMORY
/EOF

/BEGIN OPR

DEFINE-CONSOLE CONSOLE=CO
SET-CODE CODE=*ALL,CONSOLE=*IPL

SET-CODE CODE=*ALL,CONSOLE=(CON1,CON2,CON3,CON4,CON5,CON6,CON7)

SET-CODE CODE=T, CONSOLE=MARE
SET-CODE CODE=E, CONSOLE=MARE

SET-CMD—CODE
SET-CMD—CODE
SET-CMD-CODE
SET-CMD—CODE
SET-CMD—CODE
SET-CMD-CODE
SET-CMD—CODE
SET-CMD—CODE
SET-CMD-CODE
SET-CMD—CODE
SET-CMD—CODE
SET-CMD-CODE
SET-CMD—CODE
SET-CMD—CODE
SET-CMD-CODE
SET-CMD—CODE
SET-CMD—CODE
SET-CMD-CODE
SET-CMD—CODE
SET-CMD—CODE
SET-CMD-CODE
SET-CMD—CODE
SET-CMD—CODE
SET-CMD-CODE
SET-CMD—CODE
SET-CMD—CODE
SET-CMD-CODE
SET-CMD—CODE

E

,ADD-FILE-LINK
$,MODIFY-SPACE-SATURATION-LEVELS
$,MODIFY-USER-PUBSET-ATTRIBUTES
$,PRINT-DOCUMENT

@,FILE

@,SEVER

@,CATJIV

@, FSTATUS

@, SHOW-SPOOL—CHARACTER-SETS
@,CATM

@, SHOW-SPOOL-DEVICES

@,CoPY

@, IMPORT

@, SHOW-SPOOL—FORMS

e,
@
@
@
@
@
@
@
@
@
@
@
@
@

DCLJV

,JOIN

, SHOW-SPOOL-PARAMETERS
,ERAJV

, SHOW-USER-ATTRIBUTES
,ERAM

,PASSWORD

,STAJV

,ERASE

,PRINT
,ADD-MASTER-CATALOG-ENTRY
, IMPORT-FILE
,ADD-PASSWORD
,LOCK-USER
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(CO)
(CO)
(CO)
(CO)
(CO)
(CO)
(CO)
(CO)
(CO)
(CO)
(CO)
(CO)
(CO)
(CO)
(CO)
(CO)
(CO)
(CO)
(CO)
(CO)
(CO)
(CO)
(CO)
(CO)
(CO)
(CO)
(CO)
(CO)
(CO)
(CO)
(CO)
(CO)
(CO)
(CO)
(CO)
(CO)
(CO)
(CO)
(CO)
(CO)
(CO)
(CO)
(CO)
(CO)
(CO)
(CO)
(CO)
(CO)
(CO)
(CO)
(CO)
(CO)
(CO)
(CO)
(CO)
(ZA)
(CO)

<*

(CO)

%

% UCO0-000.
% UC0-000.
% UCO0-000.

.153842
.153842
.153842
.153842
.153842
.153842
.153842
.153842
.153842
.153842
.153842
.153842
.153842
P-000.
P-000.
P-000.
P-000.
P-000.
P-000.
P-000.
P-000.
P-000.
P-000.
P-000.
P-000.
P-000.
P-000.
P-000.
P-000.
P-000.
P-000.
P-000.
P-000.
P-000.
P-000.
P-000.
P-000.
P-000.
P-000.
P-000.
P-000.
P-000.
P-000.
P-000.
P-000.
P-000.
P-000.
P-000.
P-000.
P-000.
P-000.
P-000.
P-000.
P-000.
E-000.
% UC0-000.

153842
153842
153842
153842
153842
153842
153842
153842
153842
153842
153842
153842
153842
153842
153842
153842
153842
153842
153842
153842
153842
153842
153842
153842
153842
153842
153842
153842
153842
153842
153842
153842
153842
153842
153842
153842
153842
153842
153842
153842
153842
153842
153844

153844
153844
153844

NSI4110
NSI4110
NSI4110
NSI4110
NSI4110
NSI4110
NSI4110
NSI4110
NSI4110
NSI4110
NSI4110
NSI4110
NSI4110
NSI4110
NSI4110
NSI4110
NSI4110
NSI4110
NSI4110
NSI4110
NSI4110
NSI4110
NSI4110
NSI4110
NSI4110
NSI4110
NSI4110
NSI4110
NSI4110
NSI4110
NSI4110
NSI4110
NSI4110
NSI4110
NSI4110
NSI4110
NSI4110
NSI4110
NSI4110
NSI4110
NSI4110
NSI4110
NSI4110
NSI4110
NSI4110
NSI4110
NSI4110
NSI4110
NSI4110
NSI4110
NSI4110
NSI4110
NSI4110
NSI4110
EMM2310

SET-CMD-CODE
SET-CMD—-CODE
SET-CMD—-CODE
SET-CMD-CODE
SET-CMD—-CODE
SET-CMD—-CODE
SET-CMD—-CODE
SET-CMD—-CODE
SET-CMD—-CODE
SET-CMD-CODE
SET-CMD—-CODE
SET-CMD—-CODE
SET-CMD-CODE
SET-CMD—-CODE
SET-CMD—-CODE
SET-CMD—-CODE
SET-CMD—-CODE
SET-CMD—-CODE
SET-CMD—-CODE
SET-CMD—-CODE
SET-CMD—-CODE
SET-CMD-CODE
SET-CMD—-CODE
SET-CMD-CODE
SET-CMD—-CODE
SET-CMD—-CODE
SET-CMD—-CODE
SET-CMD—-CODE
SET-CMD—-CODE
SET-CMD-CODE
SET-CMD-CODE
SET-CMD—-CODE
SET-CMD-CODE
SET-CMD-CODE
SET-CMD-CODE
ADD-CMD—ENTRY
ADD-CMD-ENTRY
ADD-CMD-ENTRY
ADD-CMD—ENTRY
ADD-CMD—-ENTRY
ADD-CMD-ENTRY
/EOF

/BEGIN PAGING
/EOF

/BEGIN SNAP
/EOF

/BEGIN SRPM
/EOF

/BEGIN SYSOPT—

/EOF

/BEGIN SYSOPT—

/EOF
/BEGIN VM2000
/EOF

PPRPPPPPPPEPPEPPPPPPOEPPOPOPOPRPOPRO OO

ADD-USER
MODIFY—-FILE-ATTRIBUTES
COPY—=FILE
MODIFY—FILE-GENERATION-SUPPORT
CREATE-FILE
MODIFY—-FILE-GROUP-ATTRIBUTES
CREATE-FILE-GENERATION
MODIFY—-JV-ATTRIBUTES
CREATE-FILE-GROUP
MODIFY-MASTER-CATALOG-ENTRY
CREATE-JV
MODIFY—-USER-ATTRIBUTES
CREATE-TAPE-SET

PRINT-FILE

DELETE-FILE
REMOVE-MASTER-CATALOG—ENTRY
DELETE-FILE-GENERATION
DELETE-FILE-GROUP
REMOVE-USER

DELETE-JV
SHOW-FILE-ATTRIBUTES
DELETE-TAPE-SET
SHOW-JV-ATTRIBUTES
DELETE-SYSTEM-FILE
SET-FILE-LINK

EXPORT-FILE

SET-JV-LINK

REMOVE-JV-LINK
SHOW—-JV—-LINK
EXTEND-TAPE-SET
UNLOCK-USER
WRITE-SPOOL-TAPE
REMOVE-PASSWORD

TYPE
SHOW-LIVE-MIGRATION-HISTORY
—C=R,C—-N=CMD1, A-N=CON1
,C-N=CMD2 , A-N=CON2
,C—N=CMD3, A-N=CON3
,C-N=CMD4 , A-N=CON4
,C—N=CMD5, A-N=CON5
,C=N=CMD6 , A-N=CON6

CLASS2

IPL

THE SIZE OF MAIN MEMORY IS 00000512 MB; THE MINIMAL SIZE OF MAIN MEMORY IS 00000512 MB
% NBRO706 TEST OUTPUT FOR CONSOLE 'ZA'

% NBRO706 TEST OUTPUT FOR CONSOLE 'CO'
% EXC0903 CONSOLE 'ZA' INOPERABLE
% EXC0652 CONSOLE 'CO' TAKES OVER ALL FUNCTIONS AND AUTHORIZATIONS OF CONSOLE 'ZA'
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<*

TSC
<*
<*

Q
<*
<*

Q
<*
<*
<R
<*
<*
<*
<*
<H
<R
<@
<@
<A
<*
<*

? TSC-000.

R(C0)-000.
% UC0-000.
?  Q-000.

R(C0)-000.
% UC0-000.
?  Q-000.

R(C0)-000.
% UCO-000.
% Q-000.

%DSSM-000.
% M-000.

% M-000.
% M-000.

%SERS—000.
% TSC-000.

% TSC-000.

%HT1E-000.
%HT1E-000.

% TSC-000.
% MSG-000.
%ACCT—-000.

% TSC-000.
% TSC-000.
% TSC-000.
% TSC-000.
% TSC-000.
% TSC-000.
%SEST—000.
/(C0)-000.
% UC0-000.
+RUNT—-000.
+RUNT-000.
/(C0)-000.
/(C0)-000.

153845 NSI0077 ENTER AUTOMATIC COMMAND FILE NAME.
REPLY (FILE NAME; N(DO NOT USE); EOT(USE STANDARD))

153901.

153901
153901

153911.

153911
153911

153914.

153914
153914

153914

153915

153915
153915

153927
153927

153927

153928
153928

153946
153946
153946

153946
153946
153946
153946
153946
153946
153946
153946
153946
153946
153946

(13)
NBRO792 QUESTION '000' FROM ' TSC' ANSWERED BY '(CO)'. REPLY:

NSI6005 SYSTEM PARAMETER STUPTYPE = W. SHALL VALUE BE CHANGED? REPLY ( U(NCHANGED), W(ARM),
C(OLD), SCELECTIVE), Z(IP), T(TSN FILE RESET ONLY), J(JOIN AND TSN FILE RESET),EOT=UNCHANGED)

(14)
NBRO792 QUESTION '000' FROM ' Q' ANSWERED BY '(CO)'. REPLY: C

NSI6010 SYSTEM PARAMETER RECONUC = N. SHALL VALUE BE CHANGED?

REPLY ( U(NCHANGED), N(O), B(ACKUP), T(SOSCAT), A(CLL), R(ESET), EOT=UNCHANGED

(15)
NBRO792 QUESTION '000' FROM ' Q' ANSWERED BY '(CO)'. REPLY:
DMS035B IMCAT TASK 'XABZ' FOR PUBSET WITH PUBSET ID 'MH19' CREATED AND STARTED

ESM0220 FUNCTION 'CREATE' FOR SUBSYSTEM 'CALENDAR/V19.0' COMPLETELY PROCESSED

NMH1102 MESSAGE OUTPUT FILE ':MH19:$TSOS.SYSMES.BS2CP.190"',

ACCESS=DLAM + ISAM, ACTION=STARTUP

NMH1102 MESSAGE OUTPUT FILE ':MH19:$TSOS.SYSMES.EKP.01', ACCESS=ISAM, ACTION=STARTUP
NMH1112 MESSAGE PROCESSING READY

NER1500 SERSLOG LOGGING FILE ':MH19:$TS0S.SYS.SERSLOG.2014-09-04.048.01"' OPENED
HELOOO1 HW ERROR LOGGING FILE ':MH19:$TSOS.SYS.HEL.2014-09-03.143802"

OPENED WITH 'SPACE= 402'

EXC0040 LOGGING FILE ':MH19:$SYSAUDIT.SYS.REPLOG.2014-09-04.048.01"' OPENED

CMD0695 SYSTEM SYNTAX FILE ':MH19:$TSOS.SYSSDF.SDF.047' ACTIVATED
CMD0695 SYSTEM SYNTAX FILE ':MH19:$TSOS.SYSSDF.AC0.022' ACTIVATED

NJAOOOL D.E.R INITIALIZED SUCCESSFULLY

ETMRK18 CPU 01 ATTACHED

NAMOOO1 NEW ACCOUNTING FILE ':MH19:$TSOS.SYS.ACCOUNT.2014-09-04.048.01"

OPENED WITH 'SPACE=(48,48)"

NSIO000 *** S Y STEM READY *** (16)
JMS0066 JOB 'JSSTD' ACCEPTED ON 14-09-04 AT 15:39, TSN = 7BZW

JMS0066 JOB 'JSSTD1' ACCEPTED ON 14-09-04 AT 15:39, TSN = 7BZX

JMS0066 JOB 'JSSTD2' ACCEPTED ON 14-09-04 AT 15:39, TSN = 7BZY

JMS0066 JOB 'JSTSOS' ACCEPTED ON 14-09-04 AT 15:39, TSN = 7BZZ

JMS0300 JOB STREAM '$SYSJS' 'ATTACHED'

NBR3000 SYSTEM EVENT STREAM FILE ':MH19:$SYSAUDIT.SYSLOG.ESS.SYSTEM' OPENED

CMDFILE (17)
NBRO972 OPERATOR TASK WITH TSN 'XAB1' CREATED FOR PROCESSING OF /RUN COMMAND SEQUENCES
NBR100O COMMAND '/RUN' RECEIVED. RUN ID '0001' ASSIGNED

NBRIOO1 RUN ID '0001'. READING OF /RUN COMMAND FILE ':MH19:$TSOS.CMDFILE' STARTED

153946 DCS DCSOF=SOF.SU700-001
153946 START-SS SPOOL
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DIALOG startup is to be performed without a special option (response: EOT).
The home pubset is online.

Date and time as per SVP are displayed

The SYSSTART REP file is processed.

The default startup parameter file should be processed (response: EOT).

No other parameter files are to be processed (response: END).

The file name for BS2000 should be entered. If the response is £0T, BS2000 is
loaded from the default file.

The response EOT causes the default REP file to be processed.
No other REP files should be processed (response: END).

Various items of system information are output: name and version of the operating
system, time of generation, available memory space, time zone information, TODR
epoch, configuration data, size of the paging areas.

The paging section of the BS2000 execution section was successfully loaded and
corrected (REP processing). It is thus ready for execution.

The parameter records selected in (5) are logged in CONSLOG. Processing takes
place at different times depending on the parameter keyword.

The command file with the name specified by means of the system parameter
CMDFILE is to be automatically processed after “System Ready” (response: EOT).
If the response is N (DO NOT USE), a CMDFILE can subsequently be started with the
RUN CMDFILE command.

A cold start is to be performed (response: C).

Catalog reconfiguration should be performed as defined in the parameter service
(response: N). In this example, therefore, with RECONUC=N.

“System Ready”, the BS2000 system is ready to operate.

Automatic start of the command file CMDFILE (see (13)).

U2417-J-Z2125-19-76

59



System corrections System initialization and termination

2.3 System corrections

2.3.1 Function and structure of a REP file

At system startup, REP files, consisting of REP records, can be used to correct the SYSIPL,
SYSSTART, SLED and SYSFIRST load objects and the Control System.

REP records permit byte-by-byte correction of the load modules itemized above.
“Selectable units” that are not linked to Exec can also be corrected by means of REP
records. The corresponding REP file is named SYSREP.SU<entryname> and is cataloged
under TSOS. REP records cannot be used to exchange entire modules. Instead, these
must be imported into the associated library (OML) with LMS.

In general, REP processing is applied to the last object loaded. Loading of the BS2000
operating system takes place in two steps; each of these is corrected individually.

Class 1 REP records are processed immediately after the resident part of the Control
System is loaded. They should be created only for those class 1 modules (resident part) of
the Control System that are needed for loading and initializing class 2 modules (non-
resident, pageable part) of the Control System. The relocation of correction data in class 1
REP records is limited to class 1 modules and system startup modules; entries can only be
relativized at the beginning of the module.

Class 2 REP records are processed immediately after the non-resident part of the Control
System is loaded. These records can be used to correct all the remaining modules of the
Control System. Relocation of correction data is possible for all modules and entries.

REP processing during system initialization

Except when an error arises, REP processing is executed automatically during FAST and
AUTOMATIC startup, i.e. without interaction with the operator. In the case of DIALOG
startup, REP processing can be influenced by the operator, except for SYSIPL and SLED.

During FAST and AUTOMATIC startup, the REPs to be processed are expected in the
$TSOS.SYSREP.BS2.<ver> and $TSOS.SYSREP.STRT.<ver> files on the home pubset,
unless the startup parameter file specifies other REP files for the Control System
(REPFILEx parameter). A dialog with the operator will only be initiated if errors arise.

60 U2417-J-2125-19-76



System initialization and termination System corrections

The default names of the REP files are:

for BS2000: SYSREP.BS2.<ver>

for SYSIPL: SYSREP.IPL.<ver> '  copied to file SYSREP.IPL.DSKnnn
for SYSSTART: SYSREP.STRT.<ver>

for SLED: SYSREP.SLED.<ver> " copied to file SYSREP.SLED.DSKnnn

" These files are copied by SIR and are then anchored in SVL. They cannot be addressed using file names (see
below).

With DIALOG startup, REP files may be on a public disk or private disk or they may be input
via the console.

The processing sequence is determined by the operator, who specifies an input device in
response to each NS10050 message. The REPs are processed immediately. Thereafter, the
NSI0050 message appears again. This procedure is repeated until the operator enters
P.END (or P., if a REP file with a standard name has already been processed) as the
response (see next page).

A disk file can be specified four times and the console twice as the input device. A check is
made to see whether the specified file has already been processed. These restrictions
apply only to BS2000 REP files. They do not apply to any other objects.

Dialog at the console is opened separately for class 1 REP records and class 2 REP
records. The entered data is treated exactly as if it had been input via a REP file.

It is also written to the save file SYS.NSI.SAVEREP and later to the REPLOG
($SYSAUDIT.SYS.REPLOG.<date>.<sessno>.01) file.

@ Processing REP files for SYSIPL and SLED

REPs for SYSIPL and SLED are each held in a REP file which is stored in the SVL
by SIR. During system initialization or the generation of diagnostic information, the
operator has no opportunity to select another REP file.

For the same reason, the type of system initialization has no influence on this part
of the REP processing.

If these REP files are modified, they must again be incorporated in the SVL with SIR
(CREATE-IPL or MODIFY-IPL function).
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Structure of a REP file

A REP file for system initialization has the following structure:

BS2000_LOADER[_comment] 1st record (mandatory)

Class 1 REP records REP records for selected modules of the resident
part of the Control System and system initialization
(optional)

_END[_comment] End statement for class 1 REP records
(mandatory)

Class 2 REP records REP records for the entire Control System (optional)

_END[_comment] End statement for class 2 REP records

/[_comment] End-of-file identifier

*%comment The comment record is output to the console (does

or not apply to comments in SYSREP.IPL.vvv)

*%%comment

This structure applies equally to SYSIPL, SLED, SYSSTART, BS2000 and SYSFIRST. The
distinction between class 1 REP processing and class 2 REP processing is only relevant
for BS2000.

Either a second END statement or an end-of-file identifier must exist as the end criterion for
class 2 REP records and the REP file.

On disk, the REP records may be 1-256 bytes long, although the characters after the
80th byte are not processed.

The REP file is a SAM file with variable records and standard blocking BUFFER-
LENGTH=STD(SIZE=1) or (SIZE=2). The file name can be freely selected. Changes to the
REP file on disk should only be made with RMS (see section “RMS: REP delivery and
installation” on page 70).

The REP files are read and processed in the order specified by systems support.

The console can be specified twice as the REP input device. If any faulty disk REPs were
read in, these can be corrected again at the end, from the console.

Comment records (with * in column 1) can be inserted anywhere in the REP file after the
record “BS2000 LOADER”. They are ignored by startup. Comment records with the %
character in column 2 are logged via the console (does not apply to comments in
SYSREP.IPL.vwv).

REP records for modules that are not linked into the Control System but whose names are
known to the Control System are skipped without an error message. It is thus possible to
integrate REP records for all modules of a given BS2000 version in a REP file.
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2.3.2

REP records containing invalid module names are logged as faulty. However, if a REP
record contains an “S” or “U” in column 69, the error message is suppressed. In this way
REP records for modules that are (still) unknown to the Control System (e.g. selectable
units, page 60) can be included in the REP file.

REP records

The address of the data to be corrected is always specified with respect to the start of the
module. Each REP record is checked for correct format before it is processed. The check
data, parity digit and module version are verified only if specified, i.e. they may also be
omitted for test purposes. Faulty records are logged together with an error message at the
console; the records themselves are not corrected.

Correction data depending on the address of another module can be specified in the form
“base + offset”. This type of REP is called a “relative REP”. The offset is specified relative
to the start of the module or to the entry or to the ISL entry, and the base in the form of the
module/entry/ISL entry name. Thus REP records are not affected by changes in other
Control System modules or by regeneration of the Control System.

In the following table:
e a stands for an alphanumeric character (0-9, A-Z)

e Xx stands for a he xi decimal number (0-9, A-F)

Column Contents Meaning
1 _ Blank
2-4 REP
5 _ Blank
6-10 XXXXX REP address relative to start of module
11 _ Blank
12 -14 3-digit number Sequence number of the object corrections version
15 _ Blank
16 X, 1,O,S,PT X: Standard or relative Rep
I: Relative REP (ISL entry)
O, S, P, T: Relative REP for x86-64 code

Table 2: Format of REP records

(part 1 of 2)
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Column Contents Meaning
17 - max. 50 |' xxx...X' Up to 32 correction items enclosed in single quotes or
or up to 22 correction items enclosed in single quotes and followed
' xX...x' + name by a plus sign and the name of a Control System

module/entry/ISL entry. The start address of this module is
added by the system startup component to the last 8 digits of the
correction data. The name must be 8 characters long (as in
columns 73-80).
x86-64 REPs have a special REP format (see page 65)

51 _ Blank

52 -55 XX___ OF XXXX 2 or 4 check items; the first (two) byte(s) to be overwritten by the
correction data must be specified.

56 _ Blank

57 X Parity digit for REP address, correction data and check data

58 - 65 aaaaaaaa Number of problem message

66 - 68 aaa Module version

69 a REP identifier

70 1or2 1 for class 1 REP records, 2 for class 2 REP records

71 a or blank Loader version (A-Z)

72 a Identifier for the selection of REP records for different code
variants.
'P' identifies x86-64 code corrections.
A blank identifies /390 code corrections.

73-80 aaaaaaaa Module name, 8 characters long. The start address of this

module is added to the REP address

Table 2: Format of REP records

(part 2 of 2)
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Notes on the format of REP records

Class 1 REP records and class 2 REP records both have the same format and permit
the same correction functions. They differ only in the class label in column 70 and in
their use, and in the option of specifying entries/ISL entries for “relative REPs”.

The address of the data to be corrected is always derived by adding the module
address (name in column 73ff) and the REP address.

To allow a distinction to be made in relative REPs, the indicators I, 0, S, P,and T
have been introduced to complement the previous format with the indicator X. The REP
data follows the indicator and is enclosed by quote marks.

— Indicator X designates real modules/entries. Indicators P and T designate special
relative REPs for x86-64 code. There is a special format for this:

Format:  x'distance'+base address
The address of the real entry is noted for the base address.

— Indicator I indicates that the specified entry name designates the ISL entry.
Example X'distance'+<name-of-isl-entry>

— Indicators 0 and S designate special relative REPs for x86-64 code. There is a
special format for this:

Example 0'<code>', '<distance>'+<entry/module-name>
The correction information is assembled from the <code> and the
address calculated. The <code> and <distance> must each be exactly
8 characters long.

Since the correction data is given in hexadecimal notation, its number must always be
even.

In the case of correction data to be relocated, at least 8 correction items must be
present.

If the data to be corrected represents an address, the old value is generation-
dependent, i.e. no check data should be specified.

The parity digit (column 57) serves to safeguard the REP record contents. It is derived
from the sum of all the digits of the REP address, correction data and check data.

The number of correction items is added to the sum. The result mod(16) yields a value
between 0 and F for the parity digit.

mod(16) means that the sum is divided by 16. The remainder is the parity digit. If the
parity digit is not yet present, it is automatically generated by means of the tool RMS
(REP management system).

The contents of columns 58-65 are for organizational purposes and are ignored by
system startup.
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e The check data, parity digit and module version may also be omitted. The corre-
sponding tests during startup are then skipped.

e The following REP identifiers have been defined for column 69:

diagnostic/interception REP

optional REP

selectable unit, diagnostic/interception REP
selectable unit

trace (activate)

selectable unit, optional

temporary REP

normal REP

<CcHwOOoOOo
[T T TR TR TR TR 1

e The identifier in column 72 controls the selection of REP records for different code
variants (/390 or x86-64 code). In the event of the identifier 'K', the correction is taken
into account for x86-64 code only. If column 72 contains a blank, then the correction
applies to /390 code. All other contents are ignored. In accordance with the procedure
on the Server Units, the REPs for the other HSI are ignored.

e Instead of a module name, columns 18-49 may contain an ENTRY name in the case of
class 2 REP records.

e Instead of a module name, columns 73-80 may contain an ENTRY or CSECT name. In
such cases, no module version may be specified. (for class 2 REP records only)

Input of REP records at the console

During the load procedure the following message appears:

?P.NSI0050 SPECIFY BS2000 REP FILE OR DEVICE. REPLY (EOT (USE STANDARD
FILE); FN=FILENAME(VOL=VSN); CONS; END)

If the operator’s response is P.CONS, the dialog for the class 1 REP records starts:

Message:

?P.NSI0070 ENTER CLASS 1 MODULE NAME. REPLY (NAME; EOT; (NO MORE CLASS 1
CONSOLE REPS))

Response: P.<modulename>
(Name des Moduls, das geandert werden soll)
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Message:
?P.NSI0071 ENTER RELATIVE ADDRESS IN MODULE. REPLY (5 CHAR)

Response: P.<patch-address>
(the relative address of a REP within the module; 5 hexadecimal digits)

Message:
?P.NSI0073 ENTER CORRECTION DATA. REPLY (MAX 32 CHARACTERS)

Response: P.<correction-data>
(data for patching the module object code; 2-32 hexadecimal digits)

Input of relative REPs is extended:

In addition to distance+base_address, X'<distance>'+<base_address>,
I'<distance>'+<is1 —entry-address>and the corresponding relative REP formats for
x86-64 code may also be input. <base_address> is the address of a real entry or
module.

Message:

?P.NSI0074 ENTER CHECK INFORMATION. REPLY (CCCC,P,MMM (OLD DATA, PARITY,
VERSION); EOT(SKIP CHECK))

Possible responses:

cccce 1 or 2 check bytes
p parity digit or empty
MMM module version number or empty

A check is made on all the data entered; in the absence of data, the corresponding
check is not performed.

or Response: P. (Press ENTER key)
When this response is given, no check is made.

Message NS10070 is then displayed again, requesting input of the next REP record. The
same dialog is repeated until no further class 1 REP records are to be input. If this is the
case, P. must be entered in response to message NS10070, followed by pressing the
ENTER key.

After further information messages, the dialog for class 2 REP records commences. It is
initiated with the message

?P.NSI0075 CONSOLE ASSIGNED AS REP-LOADER FOR CLASS2 MODULES.
REPLY (EOT(CONSOLE IS USED); N(NO)).

The response is either P. or P.N (no class 2 REP records) and press ENTER key.
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2.3.3 Temporary backup of REPs

All REP records are temporarily backed up in the SYS.NSI.SAVEREP file and are logged
in REPLOG. If a current REPLOG file (see page 69) is not available, the SAVEREP file is
saved by SLED and may be converted with DAMP.

SAVEREP (system initialization for BS2000)

Each REP record that has actually modified the system is marked with a number in column
72; the other REP records are assigned letters. where:

10orA REP from disk
4orD REP from console

The loader code is written to the BS2000 LOADER record. The loader code is generated
as a function of all REP records (not the SYSIPL REPs) and serves to identify the REP file.
It is derived from the sum of the REP addresses and the parity digits of all existing REP
records.

For each REP medium, when a save is made, two START and two END records are
entered, containing the date, time, component and the full file name to give an
unambiguous identification.

REPs for any other HSI than the current one are not logged in SAVEREP (and therefore
also not in REPLOG) and are also not counted in the message referring to the processing
of IPL REPs.

These records are entered in the following format:
START <object> yyyy-mm-tt,hh:mm:ss
START <file or input device>

<REP and comment records>

END <object> yyyy-mm-tt,hh:mm:ss
END <file or input device>

The following values can be used for <object>:

SYSIPL: REPs for SYSIPL

SYSSTART: REPs for SYSSTART

BS2000-CL1: REPs for class 1 exec

BS2000-CL2: REPs for class 2 exec (no date or time)
VM2000: REPs for VM2000 hypervisor (SU /390)

<file> contains the complete file name of the REP file, made up of the catalog ID, user ID
and file name sections.
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The following values can be used for <input device>:

IPL path for SYSIPL REPs
*CONSOLE for REPs which are input from the console

An additional record is inserted after the last END record for BS2000 class 2 REPs (END
BS2000 record); this contains information about the number of REPs which have been
processed and the number replaced:

END BS2000: LOADER VERSION Z, mmmmm PROCESSED REPS, nnnnn REPLACED REPS

During the course of system initialization the SYS.NSI.SAVEREP file is copied to the
logging file $SYSAUDIT.SYS.REPLOG.<date>.<session-no>.01. The correction data for
BS2000 and all dynamically loaded subsystems is logged there.

REPLOG

The correction data for SYSIPL, SYSSTART, BS2000 and all dynamically loaded
subsystems and all corrections made with ROSI in the active system are logged in logging
file $SYSAUDIT.SYS.REPLOG.<date>.<sessno.>.01.

In addition to the corrections made in BS2000 and in the dynamically loaded system

@ parts or subsystems, the old information replaced by the correction (REP before-
image) is also logged in memory. This makes it possible to reliably and consistently
remove corrections from the system while it is in session.

The system parameter SECSTART can be used by systems support to specify whether the
actual correction status of the loaded BS2000 should be logged over several sessions.

If SECSTART=N applies, any existing REPLOG files are deleted.

If SECSTART=Y applies, the REPLOG files are retained, and corrections can be traced
over several sessions.

The SET-REPLOG-READ-MARK command can be used by systems support to briefly
close the REPLOG file of the current session. In this way it is possible to copy and analyze
all the data so far logged in a session.

Command Meaning
SET-REPLOG-READ-MARK Permits read access to the REPLOG file
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2.3.4 RMS: REP delivery and installation

The RMS tool (REP Mounting System) is an interactive program for the installation and

supply of REP packages.

The program manages all the corrections and descriptions, their origin and product affili-
ation as well as the scope and time of all actions in compressed form in a central file. In this
way all of the information relevant for the delivery and use of the corrections is available,
and every action can be reproduced at will for purposes of error diagnosis.

RMS is described in detail in the “Utility Routines” manual [15].

2.4 System termination

There are two types of system termination:

e Scheduled or “normal” terminations are terminations which are initialized by the

SHUTDOWN command.

e Unscheduled or “abnormal” terminations can occur as a result of software or hardware

errors.
Command Meaning
BCEND Terminate DCM in the server

INFORM-ALL-JOBS

Send message to all user tasks

SET-RESTART-OPTIONS

Control automatic restart

SHOW-RESTART-OPTIONS

Request information on automatic restart

SHUTDOWN

Terminate session

UNLOCK-DISK

Clean up system allocation protocol

Table 3: Overview of commands for system termination
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241

Scheduled termination

Before definitively terminating the session, the operator should send a message to all inter-
active users with the command SHUTDOWN MODE= QUIET to warn them and give them
a chance to terminate their tasks in an orderly manner.

The effect of this is that an INFORM-ALL-JOBS command is simulated to inform
timesharing users, and a BCEND W=Y,TERM=N command is issued to warn inquiry and
transaction applications of the imminent BCEND. After this time no other users are admitted
to the system and no new jobs will be started (e.g. with ENTER-JOB).

The operator initiates definitive system termination with the command SHUTDOWN
MODE= END. All tasks still in processing are terminated and a command BCEND W=N is
simulated. SPOOL and job entries are saved, however, and can be processed in the next
session, depending on the type of system start selected. All private disk allocations are
canceled.

The command SHUTDOWN MODE=END(RESTART=*YES) can be used to initiate an
automatic restart after system termination.

SHUTDOWN MODE=END(RESTART=*YES(DELAY=...)) can be used to initiate this
restart after a certain amount of time has elapsed. Both are relevant to the remote control
of the system.

The command SHUTDOWN MODE=END(RESTART=*YES(IPL-DEVICE-=...)) can be used
to perform an automatic restart with a change of IPL disk. With the exchange of the IPL disk,
the restart of another system is also possible (in AUTOMATIC mode).

Guest system shutdown in VM2000 mode

In VM2000 mode a guest system can also be shut down by means of the SE Manager with
the action “BS2000 Shutdown” or using the VM2000 command SHUTDOWN-VM.

The monitor system, too, can be shut down by means of the SE Manager with the action
“BS2000 Shutdown for Monitor-VM” or with the VM2000 command SHUTDOWN-VM.

For detailed information, see the “YM2000” manual [62].

System shutdown by means of the SE Manager (Systems main menu)

The shutdown of BS2000 can also be initiated by means of the SE Manager in the Systems
main menu (Server Unit selected) in the Operation tab with the action “BS2000 Shutdown”.
This shutdown is always initiated without a time limit. The shutdown request is executed in
a dynamically created system task and logged on the console with the message NRT1201.

U2417-J-Z2125-19-76 71



System termination System initialization and termination

System shutdown by means of the SE Manager (Hardware main menu)

The shutdown of BS2000 can also be initiated by means of the SE Manager Hardware main
menu (Server selected) in the Units tab with the action icon “Shutdown”. This shutdown is
always initiated on SU /390 without a time limit. Any remaining runtime which may have
been set in the SE Manager is available to a BS2000 system on SU x86 to implement a
proper shutdown.

The shutdown request is executed in a dynamically created system task. When the
remaining runtime is set, it is logged on the console using NRT1200 SHUTDOWN WITH RUNTIME
LIMIT REQUESTED BY 'X2000'. REMAINING RUNTIME: '<HH>:<MM>'. When no remaining
runtime is set, message NRT1201 is output, as above.

The remaining runtime is stored in the special job variable $SYSJV.REMAINING-BS2000~
RUNTIME and is decremented as the time elapses. The job variable consists of five
characters with the following possible values:

— UNDEF No shutdown request by X2000
— UMLIM No time limit

—  <hh>:<mm>

Remaining time up to the abrupt shutdown of BS2000 by X2000

The system parameter SHUTPROC (see page 690) can also be used to control whether
BS2000 is shut down immediately after a request by the SE Manager or whether an enter
job is to be started to shut the system down.

Immediate shutdown takes place in the same way as with the command SHUTDOWN
MODE=*"END(RESTART=*NO).

The enter job will possibly be expected in the $TSOS.SYSENT.SHUTDOWN file. It is
started under the user ID which is specified in the enter job’s SET-LOGON-PARAMETERS
command. The last action in the customer-specific preparations must be the command
SHUTDOWN MODE=*NO/*END(RESTART=*NO). The OPERATING privilege is required
to execute the SHUTDOWN command.

A sample command file for the enter job is supplied as the release item
SYSENT.SHUTDOWN. TEMPLATE of the BS2CP release unit and installed using IMON. Systems
support must adapt this file to the system environment and the customer-specific termi-
nation steps and make it available under the name $T7S0S.SYSENT. SHUTDOWN.

For further information, please refer to the “Operation and Administration” manual [59].
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2.4.2 Unscheduled termination

The following factors may cause “abnormal” session termination:
e hardware errors in peripheral devices or in the server
e software errors caused by saturation or deadlock situations

e conditions in which the system recognizes that continuation of processing is not
possible.

In these cases the system cannot be terminated normally, i.e. all jobs active at this time
usually have to be repeated after system recovery.

In most cases it is necessary to store the system status at the time of error by means of the
SLED utility routine, so as to enable subsequent diagnosis.

The output files for SLED (see the “Diagnostics Handbook” [14]) may also be located
outside the home pubset, but only on disks or pubsets that would be suitable as an IPL disk
or home pubset - so not, for example, on SM pubsets or DRV private disks.

An error may have occurred which cannot be eliminated by immediately reloading the
system, e.q. if the catalog or other important disk contents have been destroyed. In this
case the disks have to be restored (from their last save status, see chapter “Data saving”
on page 463).

Private disk allocations cannot be returned, i.e. the system remains in the SVL of the disk
and must, if necessary, be removed by means of the UNLOCK DISK command.

Similarly, it is no longer possible to cancel pubset allocations. The next time the system is
initialized, message NS1424A is displayed to remind the user of this. Pubsets can be
released by entering ACCEPT in response to this message.

During the BS2000 session the operator can reset any file locks still present for individual
disks or entire pubsets using the UNLOCK-DISK command.
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2.4.3 Automatic restart

“Automatic restart” is a system function which supports unmanned operation. It enables
automatic reloading of the operating system after a system crash. If necessary, a system
memory dump can be taken by means of SLED or SNAP without operator intervention.

Automatic restart can be activated or deactivated by the operator (see the commands SET-
RESTART-OPTIONS MODE=*ON/*OFF, DUMP=*SLED/*SNAP and SHOW-RESTART-
OPTIONS). By default, the function is set to off.

Preconditions for automatic restart with SLED

The preconditions for a FAST startup must have been met and no incorrect REPs or param-
eters may be present.

If SLED is used to take a system dump, one of the following two files must be available
e S$TSOS.SLEDFILE (for SLED without parameter file)
e 3$TSOS.SYSPAR.SLED.<ver> (for SLED with parameter file)

If, in the case of SLED without a parameter file, the $TSOS.SLEDFILE already contains a
dump (i.e. it is not logically empty), a new dump cannot be taken and the system is immedi-
ately reloaded in accordance with the specifications in the SET-RESTART-OPTIONS
command.

The dump file $TSOS.SLEDFILE may not be a “large” file > 32 GB.

Preconditions for automatic restart with SNAP

The SNAP function must be enabled. This is done using the SNAP-ACTIVE-SWITCH
parameter (SNAP parameter record) in the startup parameter service (see page 117) or,
when the system is running, using the ACTIVATE-SNAPSHOT command.

If the system file $TSOS.SNAPFILE does not exist, it is created at startup (SNAP-ACTIVE-
SWITCH=ON parameter) in the standard size or in the specified size when the ACTIVATE-
SNAPSHOT command is executed.

Information on the status of SNAP is provided by the SHOW-SNAPSHOT-STATUS
command.
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With the aid of one or more startup parameter files, various software components are
supplied with data during startup.

The following parameters are read in and passed on to the appropriate routines. Shown in
parentheses are the “keywords” used in the parameter statements for identification of the
software components.

for the accounting system (ACCOUNT, page 82)
for commissioning dynamic subsystem management (DSSM, page 84)

for determining the system time and the universal world time (GTIME, page 86).
GTIME parameters must be specified. If the GTIME parameters are not preset, the
operator will have to respond to a question each time the system is initialized.

for modifying the configuration state (IOCONF, page 91)
for presetting NK-ISAM (ISAM, page 95)

for determining the TSN mode (JMS, page 98)

for administering the memory space (MEMORY, page 99)

for defining the console configuration, amending console attributes, assigning routing
codes and filter levels, and suppressing particular messages at consoles (OPR,
page 103)

for assigning the paging area on startup (PAGING, page 114)

for snapshot initialization (SNAP, page 117)

for modifying system parameters (SYSOPT-CLASS2, page 119)

for modifying the system installation preset values (SYSOPT-IPL, page 122)
for defining the parameters for the data communication system (BCAM)

for defining the security officer when SECOS is used (SRPM)

configuration data for VM2000 (VM2000, SU /390)

U2417-J-Z2125-19-76 75



Selecting the parameter file Parameter service

3.1

The parameter records are described below in alphabetical order.
Exceptions: BCAM and VM2000 are described in the related product manuals and SRPM
in the “SECOS” manual “Access Control” [48].

Selecting the parameter file

Automatic selection of the parameter file

If a system is to be operated on changing servers, a different parameter file can be used
according to the server.

This parameter file is selected automatically by BS2000 in FAST and AUTOMATIC startup
and in DIALOG startup when selecting the standard parameter file (entry of P.) in the
following order:

e In native mode and in the VM2000 monitor system:

1. the $TSOS.SYSPAR.BS2.<ver>.<name> file (for SU /390).
<name> here is the value of the NAME operand from the GEN statement of IOGEN
which is entered in the first eight characters of the IOCF comment field of the active
IOCF.

2. the $TS0S.SYSPAR.BS2.<ver>.<system—name> file (for SU x86).
<system—-name> here is the system name which was specified in BS2000 configu-
ration; it can be modified again in the SVP-IPL menu ?SVP to x867.

e InaVM2000 guest system:

The $TS0S.SYSPAR.BS2.<ver>.<vm—name> file.
<vm-name> here is the VM name of the guest system.

e If no specific parameter file is found, the file with the default name
$TSOS.SYSPAR.BS2.<ver> is searched for.

e If none of the above-mentioned parameter files is found, any FAST or AUTOMATIC
startup is interrupted and DIALOG startup is switched to for the time it takes to read in
the parameter.
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Dialog-controlled selection of the parameter file

In the case of a DIALOG startup, the operator may allocate either a disk or the console as
the input source. Allocation takes places when a response is made to message NS10050
(see page 66).

e Parameter records can be read in from more than one file or entered directly at the
console.

e If systems support has stored the parameter file on disk, allocation is effected via the
relevant file name.

e Aresponse of P.CONS to message NS10050 switches input to the console. The following
message invites the operator to enter the keyword for the subsequent parameter
records.

NSI4120 ENTER PARAM KEYWORD: (<KEYWORD>; ? (DISPLAY LIST OF POSSIBLE
KEYWORDS); EOT (END))

The operator has the option of entering “?” in order to view all the possible keywords.
The keyword must be entered directly. (BEGIN is generated internally for logging in the
CONSLOG file).

The following message asks for the individual parameter records to be entered:
NST4125 ENTER PARAM RECORD FOR KEYWORD (&00); (<PARAM>; /- (IGNORE LAST
RECORD); EOT (END))

This message is repeated until EOT is entered. In this case, the EOF statement is
generated internally. Message NS14120 then follows, inviting the operator to enter the
next keyword.

Entering EOT terminates input at the console; an “/END-PARAMS” record is also
generated internally

The data records are read in immediately before loading the class 1 exec and prior to
reading the class 1 REP records. The parameter and control records are stored in
compressed form in a buffer of the startup load module.

All the records processed via the parameter service are written as messages in the
CONSLOG logging file.

If readin of the parameter file is abnormally terminated, an error message followed by
message NSI008F is output to the console. The operator can then specify whether the
records read are to be retained or ignored. Message NS10050 then appears. In each
instance an input device may be specified. This process is repeated until the operator termi-
nates the parameter service with END. If the parameter file contains invalid parameter
service statements, these statements are output on the console so that they can be
corrected or skipped by the operator immediately.
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3.2 Structure and contents of a parameter file

A parameter file consists of parameter records, comment records and control records.

Parameter records are data records that are interpreted by the relevant software
component only. The readin routine accepts parameter records without checking them.
Comment records always start with an asterisk (*), are ignored by the parameter service
and are therefore not logged.

Control records are records that contain statements for the parameter service. They always
start with a slash.

BS2000 PARAMS statement

This statement is always the first statement in the parameter file. It is omitted when input is
from the console.

BEGIN <keyword> statement

The specified keyword determines to which software component the subsequent parameter
records belong. Possible keywords are:

— ACCOUNT

— DSSM

- GTIME

— IOCONF

- ISAM

- JMS

- MEMORY

- OPR

— PAGING

— SNAP

— SYSOPT-CLASS2
— SYSOPT-IPL

The keyword SRPM is processed by the software product SECOS to determine the user ID
of the security officer. The corresponding parameter record is described in the “SECOS”
manual “Access Control” [48]. The keywords BCAM and VM2000 are explained in the
appropriate product manuals.
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EOF statement

This statement completes the parameter section for the software component addressed by
<keyword>.

ADD statement

A parameter file may also contain the names of additional parameter files to be used. The
files specified in the ADD statements are read in as soon as readin of the parameter file
containing the ADD statements has been completed.

A maximum of 16 ADD statements may be specified.

An ADD statement must not be followed by any statement apart from another ADD
statement or the END-PARAMS statement. No further ADD statements can be specified in
a parameter file defined using ADD.

END-PARAMS statement

This statement is the last statement in the parameter file.

The parameter records belonging to a software component need not necessarily be
specified in succession. It is quite possible for several BEGIN statements with the same
keyword and subsequent parameter records and EOF statements to be contained in the
parameter file.

The file SYSPAR.BS2.<ver>.TEMPLATE is supplied as a specimen of the system
parameter file. It contains

e the statements BEGIN <keyword> and EOF

e Specimen defaults for parameters, if no default values are valid without defaults (only
affects the parameter record for GTIME)

Explicit statements are only needed for GTIME. The specimen file records the legal time
specifications for three time zones known at the time the version is released (Time Zone
0, 1 and 2, including details of the changeover between summer time and winter time).
When operating BS2000 in one of these time zones, the specifications for the other time
zones can be deleted in each case (when operating in Time Zone 3 the comment
characters must be removed).

When operating in a time zone other than the one specified, the specifications must be
generated in the same form in accordance with the applicable changeover times by the
customer himself.

The default values for the OPR parameter record mean that all console messages that
require an explicit routing default are not output at the main console.

The specimen file must be renamed SYSPAR.BS2.<ver> for operation as a system
parameter file. It can be expanded with customized defaults.
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Example of a parameter file

/BS2000 PARAMS

*Accouning system
/BEGIN ACCOUNT
/START-ACC NAME=$RZ.
/EOF

*Paging
/BEGIN PAGING

PAGING VOLUME=(PUBAO4,PUBAO5)

/EOF

*Memory management
/BEGIN MEMORY
SHRSIZE 6,UNIT=1MB
ASAMCTRL 4

/EOF

*System time and season
/BEGIN GTIME
ZONE=+01:00

DIFF=1:00

SEASON=S

EPOCH=00
CHDATE=1900-01-01/00:00
CHDATE=2011-03-27/02:00
CHDATE=2011-10-30/03:00
CHDATE=2012-03-25/02:00
CHDATE=2012-10-28/03:00
/EQF

*TSN mode
/BEGIN JMS
TSN-MODE=A
/EQF

*DSSM
/ADD PAR.FILE.DSSM

/END—PARAMS
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Every parameter file on disk must be a SAM file with variable records and standard
blocking. The record length must be 1-72 bytes exclusive of the record length field or 5-76
bytes inclusive of the record length field.

For BLKCTRL=PAMKEY the hexadecimal block length is expected in the first two bytes of
a block and the hexadecimal record length (i.e. record format V) in the first two bytes of a
record.

In NONKEY mode the block length is taken from the simulated key within the data field
(length 4 bytes).

It is possible, for instance, to use EDT to create, update and merge parameter input files.
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3.3 Starting the accounting system (ACCOUNT)

The accounting system can be activated during system initialization or later by means of
the START-ACCOUNTING command if the necessary statements are issued via the
parameter service. For this purpose, systems support must provide the corresponding data
in the parameter file with the default name SYSPAR.BS2.<ver>[.<name>].

If the accounting system is activated via the parameter service and the accounting file
resides on a pubset other than the home pubset, the following problem may occur: the file
cannot be opened because importation of this pubset has not been completed. For this
reason the accounting file should be on the home pubset.

The keyword for the BEGIN record is ACCOUNT.
The maximum number of permissible parameter records is 16.

The parameter record begins with the START-ACCOUNTING or STOP-ACCOUNTING
statement. The statements and their associated operands can be abbreviated, provided
they remain unique.

START-ACCOUNTING statement
The /ISTART-ACCOUNTING statement activates the accounting procedure; here, the same
operands can be specified as for the command START-ACCOUNTING.

Format of the parameter record for starting the accounting system

instruction Operands
/START— [NAME = *STD / filel [,SPACE = *STD / (primary,secondary)]
ACCLOUNTING]

[,BLKSIZE = *STD / (*STD,n)J] [,VOLUME = *STD / vsnl
[.ALTCERNATIVE-FILES] = *NONE / file / (file,...)]
[,SETL-RECORD-TYPE] = *STD / *ALL / record / (record,...)]
[ ,ADDL-RECORD-TYPE] = *NONE / record / (record,...)]
[,REMOVEL-RECORD-TYPE] = *NONE / record / (record,...)]
[,ACCOUNTING-PERIOD = *STD / period]

[,JOB-CLASS = *NONE / *ALL / job-class / (job—class,...)]

The START-ACCOUNTING statement may be distributed over several lines by using the
continuation character (hyphen).
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All continuation lines must be terminated in a syntactically correct manner, since each one
is checked by the system separately. For this reason, the same operands may be specified
more than once for the START-ACCOUNTING statement.

Since it might not be possible to fit all the values of a list in one line, the operands ADD-
RECORD-TYPE, REMOVE-RECORD-TYPE and ALTERNATE-FILES have an additive
effect. The list can then be continued in the next line using the same operands (the SET-
RECORD-TYPE operand is continued using the operand ADD-RECORD-TYPE).

STOP-ACCOUNTING statement

The /STOP-ACCOUNTING statement prevents accounting records from being collected
during the session.

Extract from the parameter file

/BS2000 PARAMS

/BEGIN ACCOUNT

/START-ACCOUNTING NAME=$RZ.,- (1)
SPACE=(99,99) ,- (2)
SET=*ALL,JOB-CLASS=*ALL (3)

/EOF

/END—-PARAMS

(1) The accounting file is cataloged under user ID RZ with the default name
SYS.ACCOUNT.<date>.xxx.nn, where <date> may be specified in the form
yy.mm.dd or yyyy-mm-dd, depending on the setting of the system parameter
FMTYFNLG.

(2) The primary and secondary memory allocations are 99 PAM blocks each.

(3) All accounting records are written and the data of all job classes is to be recorded
periodically in the accounting file.

See also chapter “Accounting” on page 493 for more information on the BS2000 accounting
system.
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3.4 Startup of dynamic subsystem management (DSSM)

Dynamic subsystem management is started during BS2000 system initialization.

All the information necessary for DSSM initialization is entered via the parameter service.
This information includes the name of the static subsystem catalog and the DSSM version
number. If absolutely necessary, logging of DSSM-specific data for error diagnosis may be
activated at this point.

The keyword for starting subsystem management is DSSM.
The maximum number of permissible parameter records is 16.

Format of the parameter record for starting dynamic subsystem management

Format Meaning

SSMCAT = name Name of the static subsystem catalog

VERSION = version Version number of DSSM

LOGGING = ON/ OFF Controls DSSM-specific logging for error diagnosis

Subsystems which are not automatically set up during system initialization can be started
in the BS2000 session with the START-SUBSYSTEM command.
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Extract from the parameter file

/BS2000 PARAMS

/BEGIN DSSM

SSMCAT=<name>

VERSION=<version>
LOGGING=0FF

/EOF

/END—-PARAMS

(1) Any DSSM version can use subsystem catalogs which were generated with

particular SSCM versions:

DSSM

V1.0

V2.0

SSCM
V2.1

V2.2

V23

V3.0

V3.5

V 3.6

V3.8

V3.9/V4.0/V4.1/V43

X | X | X | X | X

X | X | X | X

(1)
(2)
(3)

The control and parameter records need only be contained in the parameter file if
systems support wishes to deviate from the following default values:

SSMCAT=$TS0OS.SYS.SSD.CAT.X, VERSION=043 and LOGGING=OFF.

(2) The version number refers to all DSSM-specific file names (e.g.

SYSLNK.DSSM.043, SYSREP.DSSM.043) and is specified with three digits (e.g.

043).

(3) The statement LOGGING=0OFF (default value) deactivates logging;

(LOGGING=0ON would generate a log of diagnostic data during startup of DSSM).
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3.5 System time control (GTIME)

The parameter file contains the initialization data for the subsystem GET-TIME, which
provides the user with information on the standardized world time and time offsets via the
system function GTIME. The operating system also requires this information.

For information on initializing and administering the system time, see chapter “System time
administration” on page 635.

Systems support specifies the relationship between the system time (local time) and the
universal world time UTC by means of different parameters. These give both the system
and the user of the GET-TIME subsystem access to a local time and a clear time reference
system (UTC) which is available across system boundaries.

Without this data (from the parameter file or interactively via the console), system initial-
ization cannot be performed.

Except for an automatic restart or guest system operation, the SVP clock must contain the
correct local time (system time) for system initialization.

The keyword for setting the relationship between system time and universal world time in
the parameter file is GTIME.
The maximum number of permissible parameter records is 256.

Format of the parameter record for system time control

Format Meaning

[NEXTZONE] Start of a new GTIME parameter block.

ZONE = +hh:mm / -hh:mm Time zone

DIFF = h:mm Magnitude of time jump (difference)

SEASON=S/W Summer/winter time prior to the first time change

EPOCH =00/ nn Epoch for the TODR (2 hexadecimal characters).
EPOCH=00 specifies the standard epoch 1900-01-01 -
2042-09-17.

CHDATE = yyyy-mm-dd/hh:mm Time reset point 1

CHDATE = yyyy-mm-dd/hh:mm Time.reset point n (max. 125)

Time reset points can also be managed during ongoing operation using the ADD-/
[E MODIFY-/REMOVE-/SHOW-CHANGE-DATE commands.
However, changes to time reset points by means of commands must be entered
manually in the parameter file if they are to apply in the next session.
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NEXTZONE

This separates the GTIME parameters of different time zones from one another. This
means that the data for more than one time zone may be included in the GTIME parameter
file. This operand may be omitted if the parameter file contains data for only one time zone.

ZONE = -/+hh:mm

Time zone in hours and minutes.

This value describes the local, legal time zone in comparison to Greenwich Mean Time or
UTC (Universal Time Coordinate).

Range: -12:00 < hh:mm < +11:59

For example, central European time is one hour ahead of UTC; the value to be specified is
thus +01:00.

The value of ZONE must be specified in the parameter file.

DIFF = hmm

Magnitude of the time jump between summer and winter time.

Range: 0:00 < h:mm < 9:59

The value of DIFF must be specified in the parameter file.

If DIFF is not 0:00, the SEASON operand and at least one CHDATE must be specified.

SEASON=S /W

Specifies whether Summer or Winter time was applied before the first reset. (“winter time”
is taken to be the actual standard time: “daylight saving time” which deviates from the
standard time is taken to be “summer time”.)

This value must be specified for internal time calculations if a time reset is declared with the
CHDATE operands. The system function GTIME must determine the valid time from this
value, even after several resets.

This value is not evaluated by the system function CTIME. Since other system functions
(e.g. JMS, DMS) use CTIME internally, the notes on CTIME and SEASON which can be
found in the description of the CHDATE operand should be taken into account.
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EPOCH =00/ xx
Specifies the epoch for the TODR (2 hexadecimal characters).
EPOCH=00 specifies the standard epoch 1900-01-01 - 2042-09-17, see page 639.

A prerequisite for using a new TODR epoch is that the old TODR time stamps which
@ are consequently no longer available and which preceded the start of the current

epoch (and would now be interpreted differently) are no longer required. It is the

task of the system administration to assess this.

However, “old” time stamps can (when the epochs set are known) be compared with

“new” time stamps following recalculation, see the section “Calculating with TODR

epochs” on page 641.

Time stamps in TODX format can always be compared. TODX values increase
monotonically at yearly intervals (1900...4317).

CHDATE = yyyy-mm-dd/hh:mm

Declaration of time reset points (1..125). The first data must begin with 1900 and the
following dates must be without gaps and in ascending chronological order (see the
example on the next page).

Format and range of the date:

yyyy :year 1900 < yyyy < 2042
mm : month 1T<mm<12

dd : day of month 1<dd<31

hh - hour O0<hh<23

mm : minute 0<mm<59

The date details are used by the system at startup time to determine whether summer or
winter time currently applies, and hence to determine the difference between local time and
universal time, UTC. In this way the parameter file can be used over a number of time
resets.

The clock resetting points are also required for the CTIME function; among other things, this
converts time specifications from local time to UTC. In interpreting local time stamps,
CTIME always assumes that winter time is in effect from 1900-01-01/00:00 up to the first
CHDATE, even if, for example, the first CHDATE is 1994-09-25/03:00 and SEASON=S has
been specified. From the point of view of the user, time stamps prior to the first CHDATE
would then be wrongly interpreted as winter time stamps.

In order to reduce the problem, it is advisable to ensure that the list is complete with respect
to past reset time points. To ensure the CTIME interface functions correctly, it is best to
enter 1900-01-01/00:00 as the earliest date, with SEASON=S. The second CHDATE must
then interpret a changeover from winter time to summer time. The system can then
determine, for any earlier time which is specified, whether it is to be interpreted as summer
or winter time.
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The difference between two time reset points must be in the 4 to 8 month range (exception:
the difference between CHDATE 1900-01-01/00:00 and the second CHDATE may be any
size).

@ Incorrect GTIME parameters will invalidate the relationship between system time
and universal time (UTC), and therefore have fatal consequences such as an
incorrect setting of the SVP clock!

Time changes can be made without interruption,i.e. the system is operated contin-
uously throughout a change in time now that the TODR no longer has to contain the
exact local time. The local time is determined from the contents of the TODR and a
correction value (see chapter “System time administration” on page 635).

The centrally supplied parameter file contains GTIME parameters for several
zones. In order to select the parameters for the correct zone, the difference from the
UTC for the current time zone should be set on the SVP on the SU /390. On SU x86
the time zone is set in the carrier system. On all servers the time zone is determined
from the SVP time (STORE REAL CLOCK) (see chapter “System time adminis-
tration” on page 635).

If the time zone cannot be determined from the SVP time (error), the entry in the
startup disk’s SVL is used to select the correct parameters. If there is no valid entry
there either and more than one time zone is contained in the parameter records, the
operator is requested to specify a zone with the messages ETMGT30 and ETMGT31.
Alternatively the operator can terminate system initialization.

If the time zone cannot be determined using either the SVP time or the startup disk’s
SVL but the parameter file contains precisely one time zone, this is taken as the
time zone which is to be set.

When a time zone is determined by the SVP time or the SVL but there is no suitable
parameter record for it, messages ETMGT35 and ETMGT36 ask the operator about the
time zone which is to be set. Alternatively the operator can terminate system initial-
ization.

In all cases in which system initialization is continued, the time zone which is
detected or accepted is stored in the startup disk’s SVL.
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Extract from the parameter file

/BS2000 PARAMS

/BEGIN GTIME

ZONE=+01:00
DIFF=1:00

(1)

SEASON=S

(2)

(3)

EPOCH=00

CHDATE=1900-01-01/00:
CHDATE=1980-04-06/02:
CHDATE=1980-09-28/03:
CHDATE=1981-03-29/02:

CHDATE=2013-03-21/02:
CHDATE=2013-10-27/03:
CHDATE=2014-03-30/02:
CHDATE=2014-10-26/03:
CHDATE=2015-03-29/02:
CHDATE=2015-10-25/03:
CHDATE=2016-03-27/02:
CHDATE=2016-10-30/03:

/EOF

/END—PARAMS

00
00
00
00

00
00
00
00
00
00
00
00

(4)

(5)

(6)

(1)
()

@)
(4)
®)

(6)

Central Europe is specified as the time zone.

The difference of one hour denotes the magnitude of the jump to be made on a reset
between summer and winter time.

It is essential to set summer time prior to the pseudo-CHDATE.
The standard epoch 1900-01-01 - 2042-09-17 applies for the TODR.

Pseudo CHDATE: as a result, winter time prevails up to the first actual CHDATE.
This complies with the CTIME philosophy which assumes that winter time prevailed
from 1900 to the first CHDATE entered.

Future reset dates are entered.

90

U2417-J-2125-19-76



Parameter service IOCONF parameter record

3.6 IOCONF parameter record

The BS2000 I/O tables are dynamically constructed on startup.
The channel peripherals (SU /390) are determined from the active IOCF.
The bus and Fibre Channel peripherals (SU x86) are determined via X2000.

The configuration state is now determined in the following sequence on startup:

1. From the presettings for the bus periphery (SU x86):
ATTACHED: Consoles, network/LAN devices, devices from the '50' family and all
disk devices; an optional REP can be used to generate disks as
DETACHED by default.
DETACHED: All other devices.

2. The configuration states of the devices connected to SU /390 are taken over from the
IOGEN data in the IOCF. The default settings for the channels controllers and all
connections are:

ATTACHED: Channels and cluster controllers
INCLUDED: All connections between the hardware units

3. From the startup parameter service (IOCONF) by means of the statements:
MOD-IO-UNIT Define configuration state for a hardware unit
MOD-IO-PATH Define configuration state for a connection

4. By means of automatic reconfiguration during startup:
ATTACHED: All home pubset disks, paging disks, IPL console
DETACHED: All tape devices
The implicit states of all the hardware units and connections are determined.

The keyword for modifications to configuration states is IOCONF.
The maximum number of parameter records permitted for this is 256.

Incorrect parameter records are ignored. When startup has terminated, the message
NDI0550 is output. This reports the number of received parameter records and the number
of incorrect records. The message ND10551 outputs up to 10 incorrect records together with
information about the type of error in question.

The values set by means of the parameter service apply to the current session.

instruction Meaning
MOD-IO-UNIT Modify configuration state of a hardware unit
MOD-I0-PATH Modify configuration state of a connection between hardware units

Table 4: Overview of the statements for the IOCONF parameter record
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3.6.1 MOD-IO-UNIT statement

Format for the modification of the configuration state of a hardware unit

instruction Operands Meaning
MOD-IO-UNIT | *class(unit) Class and mnemonic device name of the hardware
unit

,STATE = ATT /DET/INV | New configuration state of the hardware unit

MOD-IO-UNIT | *DEV(*RA[NGE](unit,range)) | Range of hardware units

,STATE = ATT / DET / INV New configuration state of the hardware units in the
range

With the exception of the explicitly specified abbreviations, all other specifications
must be written out in full. It is also not permitted to leave out operand names.

*class(unit)
Class and mnemonic device name of the hardware unit for which the configuration state is
specified.

The following values can be specified for the class *class:
® *CHA or *CHN (channel)

® *CON or *CTL (cluster controller, controller)

e *DEV or *DVC (terminal unit, device)

unit (2 or 4 characters) is the mnemonic device name of a hardware unit of the specified
class.

*DEV(*RA[NGE](unit,range))
Mnemonic device name of a given hardware unit and the number of subsequent devices
for which the configuration state is specified.

unit (2 or 4 characters) is the mnemonic device name of a hardware unit.

range is a decimal value between 2 and 999 which specifies the number of devices, starting
at unit, for which the configuration state is to be modified.

The range specification is only permitted for terminal units (*class = *DEV/*DVC).

In the case of 4-byte mnemonics, counting continues hexadecimally from unit, while in the
case of 2-byte mnemonics counting is alphabetical from unit and concludes with the digits
0..9.

range = 1 is ignored and range = 0 is rejected with a syntax error.
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A precondition here is that the first mnemonic must exist in the system (specified in unit).

All the following mnemonics are ignored if they are not present in the system.

Examples

*RANGE(A100,32) A100, A101, ..., A11F

*RA(A1FF,5) A1FF, A200, A201, A202, A203
*RA(FA,40) FA, FB, ..., FZ, FO,F1,F2, ..., F9, GA, GB, GC, GD
STATE =

Defines the new configuration state of the hardware unit.

STATE = ATT / DET / INV
The hardware unit has the status ATTACHED, DETACHED or INVALID.
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3.6.2 MOD-IO-PATH statement

Format for the modification of the configuration state of connections

instruction Operands Meaning
MOD-IO-PATH | FROM = *class(unit) Start point of the connection
,TO = *class(unit) End point of the connection
,STATE = INC/REM/INV | New configuration state of the connection

With the exception of the explicitly specified abbreviations, all other specifications
must be written out in full. It is also not permitted to leave out operand names.

FROM = *class(unit)

Class and mnemonic device name of the start point of the connection for which the config-
uration state is specified.

The following values can be specified for the class *class:

® *CHA or *CHN (channel)
® *CON or *CTL (cluster controller, controller)
e *DEV or *DVC (terminal unit, device)

unit (2 or 4 characters) is the mnemonic device name of a hardware unit of the specified
class.

TO = *class(unit)

Class and mnemonic device name of the end point of the connection for which the config-
uration state is specified.

For *class(unit) see FROM.

STATE =
This defines the new configuration state of the connection.

STATE =INC / REM / INV
The connection has the status INCLUDED, REMOVED or INVALID.
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3.7 Preset values for NK-ISAM (ISAM)

The indexed sequential access method NK-ISAM of DMS supports the use of disks without
PAM keys. NK-ISAM also offers possibilities for performance optimization through a
reduction of disk I/Os. This requires the buffer areas of NK-ISAM, the ISAM pools, to be
large enough.

These ISAM pools are stored in the privileged address space or in data spaces and serve
as buffers for the processing of one or more NK-ISAM files. ISAM pools can be created and
administered either explicitly by the user by means of special macros and commands or
implicitly by the system. Both the user and the system can create task-local or task-
independent ISAM pools.

Task-independent ISAM pools are automatically created on a file-specific basis in one data
space.

Task-local ISAM pools can be used only by the calling task. Server-specific ISAM pools
define a buffer area that is accessible to other tasks as well by specifying the pool name.

If an ISAM file is opened without having been assigned to a specific ISAM pool by the user
in a command or macro, DMS uses a standard ISAM pool of the system for processing:

If the file is opened with SHARUPD=NO, a task-local standard ISAM pool will be assigned,
and in the case of SHARUPD=YES a task-independent standard ISAM pool.

The size of a standard ISAM pool is defined in the parameter file by systems support. The
size of a user-defined ISAM pool is also specified in this file if no size was specified when
the ISAM pool was created.

The keyword for the BEGIN record is ISAM.
The maximum number of permissible parameter records is 16.

The parameters for NK-ISAM may be specified more than once. However, only the last
value entered is valid.
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Format of the parameter record for preset values for NK-ISAM

LCLDFPS = number

GLBDFPS = number No longer evaluated

GLBPS = number

LCLPS = number

DFPPROC =*STD /*ADV[ANCED] No longer evaluated

GLBDFPN =number No longer evaluated

MAXDSBN = number

LCLDFPS = number

Defines the size of the task-local standard ISAM pools in PAM pages.
Possible values: 96 £ number £ 8192

Default value: 512

GLBPS = number

Defines the minimum size of an ISAM pool in a data space in PAM pages. Each “number”
is, if necessary, rounded up to the next multiple of 512 and, if necessary, once more reduced
to the maximum value of 32766.

Possible values: 512 < number < 32766.

Default value: 512

LCLPS = number

Defines the default value in PAM pages for the pool size when setting up task-local ISAM
pools using a command or macro.

Possible values: 32 < number < 8192

Default value: 512

MAXDSBN = number

Defines the maximum number of data spaces to be provided for task-independent ISAM
pools.

Possible values: 1 < number < 127

Default value: 2

The SHOW-ISAM-CACHING command informs systems support about the data

@ spaces which are currently used as ISAM caches and which are created to accom-
modate cross-task ISAM pools and are administered. The number of data spaces
can be changed for ongoing operation using the MODIFY-ISAM-CACHING
command.
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Note on the setting of MAXDSBN and GLBPS

The preset values MAXDSBN=2 and GLBPS=512 enable a maximum of approx. 4000 NK-
ISAM files which are opened simultaneously in SHARUPD=YES mode to be buffered in
separate ISAM pools. Any further NK-ISAM files opened in SHARUPD=YES mode are
buffered in existing ISAM pools.

If you wish to ensure that (almost) every NK-ISAM file opened in SHARUPD=YES mode is
buffered separately, you must initially determine how many NK-ISAM files are opened
simultaneously with SHARUPD=YES. If the number of files opened simultaneously
(=#FILES) exceeds the limit value of 4000, the number of data spaces required must be
adjusted (with rounding to the next highest multiple of 2 GB):

MAXDSBN = (#FILES x GLBPS) / 1.000.000

Comment: As the pool size is specified in units of 2 KB, the size of a data space must
be expressed in 1,000,000 x 2 KB (= 2 GB).

The paging area must be expanded if required; the data space requirement for task-
independent ISAM pools must be specified as (MAXDSBN + 1) x 2 GB.

Extract from the parameter file

/BS2000 PARAMS

/BEGIN ISAM
LCLDFPS=100
GLBPS=512
LCLPS=512
MAXDSBN=4
/EOF

/END—-PARAMS

U2417-J-Z2125-19-76 97



Defining TSN mode (JMS) Parameter service

3.8 Defining TSN mode (JMS)

Systems support can use the JMS statement in the parameter file to specify whether only
numeric characters or also alphanumeric characters may be allocated by the system for the
2nd to 4th places of a user TSN during the subsequent session. If the mode is to be
switched from alphanumeric to numeric in two consecutive sessions, system initialization
can only be performed with a cold start. In this case the operator receives a corresponding
message on the console.

The keyword for specifying the TSN mode is JMS.
The maximum number of permissible parameter records is 16.

Format of the parameter record for defining the TSN mode

TSN-MODE = A[LPHANUMERIC] / N[UMERIC]

TSN-MODE = ALPHANUMERIC

This declares that the system may also use alphanumeric characters for the 2nd to 4th
places of a TSN.

If no value or an incorrect value is set for TSN allocation in the parameter file, this mode
becomes effective for the session by default.

TSN-MODE = NUMERIC

This declares that the system may only allocate numeric characters for the TSN of a user
task. If this mode follows a session in which alphanumeric characters were allocated,
system initialization can only be performed with a cold start.

Extract from the parameter file

/BS2000 PARAMS

/BEGIN JMS
TSN-MODE=A (1)
/EOF

/END—PARAMS

(1 In the subsequent session the system may also allocate alphanumeric characters
for the 2nd to 4th places of the TSN of a user task.

98

U2417-J-2125-19-76



Parameter service Memory management (MEMORY)

3.9 Memory management (MEMORY)

The configuration of the resources managed by the memory management function (virtual
address space, main memory and expanded storage) can be defined at system initialization
by means of entries in the parameter file.

@ The ES-UNIT, MEM-RECONF, HSDABSIZE, PAGING-GSSIZE and SYSSIZE
parameters are no longer evaluated. Their information is ignored.

The SYSSIZE parameter is not required anymore. See the note on page 102 for
more information.

The keyword for the BEGIN record of the parameter service is MEMORY.
The maximum number of permissible parameter records is 16.

Format of the parameter record for memory management

SHRSIZE n

ASAMCTRL n

ALAMCTRL n

MEM-TEST n Ignored on SU x86
SHXSIZE n Ignored on SU /390
BIG-PAGE-QUOTA n Ignored on SU /390
BIG-PAGE-SHRSIZE n Ignored on SU /390

U2417-J-Z2125-19-76 99



Memory management (MEMORY) Parameter service

SHRSIZE n
Size of class 4 memory below the 16 MB boundary reserved for virtual address space. This
address space is needed for shared code, DSSM subsystems and TU logicals.

n is the size of the reserved space in MB.

The memory areas reserved using SHRSIZE may not exceed 8 MB.
Possible values: 1<n<8

Default value: n = 2

ASAMCTRL n

This parameter is used to set the Test and Trace Facility (TTF) built into ASAM. It specifies
the size of the class 3 memory to be allocated for trace output, in 4Kbyte blocks. The TTF
is intended only for error diagnosis and should be activated only if needed.

n is the size of the TTF area in 4Kbyte blocks.
Permissible values: 0 £ n £ 15
Default value: 0

ALAMCTRL n

This parameter serves to set the Test and Trace Facility (TTF) which is built into ALAM. It
specifies the size of the class 3 memory to be allocated for trace output, in 4Kbyte blocks.
The TTF is intended only for error diagnosis and should be activated only if needed.

n is the size of the TTF area in 4Kbyte blocks.
Permissible values: 0 £ n £ 15
Default value: 0

MEM-TEST n
This parameter specifies if and when a main memory test should be performed.

n designates the option for the main memory test. Possible values for n:

0 No memory test on system start or during system operation.

1 The memory test should be performed on system start. In the case of large main
memories, this may slow down system start.

2 Before any main memory page is allocated to a virtual page, the main memory page
should be tested. This option may have a negative effect on system performance.

Default value: n =0

The parameter is ignored on SU x86.
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SHXSIZE n

Size of the class 4 memory created in the area above the 16 MB boundary and below the
2 GB boundary. BLS and DSSM use this address space to load shared programs and non-
privileged subsystems which are present in x86-64 code. The area is embedded in all the
address spaces and can be read, but not written, in non-privileged mode.

n is the size of the area in MB and must be a multiple of 16.
Possible values for n: 16, 32, 48, ...,128
Default value: n = 64

If other values are entered, system initialization is aborted.

The parameter is ignored on SU /390.

BIG-PAGE-QUOTA n

This parameter is used to define the target size for the proportion of main memory which is
to be reserved for “big pages”. A big page is 4 MB in size and is used for CISCFW compiled
code.

n is the size of main memory envisaged for big pages in %.
Possible values: 1 <n <99
Default value: n = 40

The parameter is ignored on SU /390.

It is not always possible to create the specified percentage in big pages. This
depends on various general conditions (see section “Big pages for CISCFW
compiled codes (SU x86)” on page 131).

BIG-PAGE-SHRSIZE n
This parameter is used to define the size of the “shared big pages” which are created in the
shared memory (class 3) and are used for CISCFW compiled code of shared programs.

n is the size of the shared big pages in MB and must be a multiple of 16.
Possible values: 0 <n
Default value: n = 64

The parameter is ignored on SU /390.
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Notes on the SYSSIZE parameter (size of the system address space on SU /390)

This parameter is not needed anymore since the area available for the system address
space is calculated from the size of the user address space and the size of the entire
address space resulting from this.

However, if a value is specified for SYSSIZE in the MEMORY parameter set in spite of this,
then it is compared to the value calculated for SYSSIZE as a consistency check.

Possible values: 240, 256, ..., 512 MB (multiples of 16).
If any other value is entered, the system initialization is aborted.

e If a value is specified for SYSSIZE and it is less than the calculated value, then the
specified value is ignored and the calculated value is used.

e Ifavalueis specified for SYSSIZE and the value for the size of the entire address space
resulting from the specified value is greater than 2 GB, then the system initialization is
aborted with an appropriate message.

e If a value is specified for SYSSIZE and results in the doubling of the size of the entire
address space, then the system initialization is continued with the higher value for the
entire address space. An appropriate message is output that points out the inconsis-
tency between the generated value and the value in the parameter file.
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3.10

Configuration and suppressing the output of messages at
consoles (OPR)

The OPR table parameterization function makes it possible for systems support to amend
the configuration of the console configuration, which is logically represented by the
operating system tables, during system initialization.

This affects:

e the inclusion of operator commands in the operator command table
e Changing the console properties

e changes to the routing code for operator commands

e the assignment of routing codes and filter levels to consoles

e the assignment of filter levels to consoles (does not apply to authorized applications,
and, in conjunction with NBCONOPI=Y, applies only until “System ready” and after
shutdown)

e the suppression of particular messages at consoles (does not apply to authorized appli-
cations, and, in conjunction with NBCONOPI=Y, applies only until “System ready” and
after shutdown).

To permit any operator command to be executed, it must be known to the OPR subsystem
at the time when it is entered. For this purpose, a command table is built up in memory,
containing an entry for each of the commands. This entry consists of:

e the command name

e the alias name (abbreviation) for the command

e the authorization required to execute the command
e the command server identifier

e the password indicator

By means of dynamic changes or additions in the parameter service (ADD-CMD-ENTRY,
SET-CMD-CODE), systems support can insert new commands in the operator command
table or amend the routing code for existing commands.

Semantic errors within a parameter record, which are not detected by the startup error
routine and cannot be corrected interactively, are reported to the console.
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The keyword for modifying the aforementioned points in the parameter file is OPR. The
maximum number of permissible parameter records is 256; there is also a maximum
number for each of the parameter records (see following table).

instruction Meaning Max. number
ADD-CMD-ENTRY Insert operator command into the command table | 100
DEFINE-CONSOLE Define or amend the console, allocate 24
replacement console

SET-CMD-CODE Amend routing code for an operator command 100
SET-CODE Allocate routing codes 40
SET-FILTER Specify filter levels 40
SET-MSG-SUPPRESSION | Suppress message output 50

Table 5: Overview of statements for the OPR parameter record

If the operator logon is activated (NBCONOPI=Y), operation at physical consoles and at
$CONSOLE applications with dynamic authorization names is performed in a secure mode
(in terms of data security and data privacy).

When NBCONOPI=Y - and also when NBCONOPI=N - the assignments to physical
consoles in the SET-FILTER and SET-MSG-SUPPRESSION statements are still possible
through specification of CONSOLE=*IPL. But assignments via mnemonic device names -
including the mnemonic of the IPL console - are ignored.

If specifications in the SET-CODE, SET-FILTER and SET-MSG-SUPPRESSION state-
ments are ignored, the following message is displayed:
NBR1202 '(&00)' PARAM SETS FOR CONSOLES ONLY ALLOWED FOR *IPL

104 U2417-J-2125-19-76



Parameter service Configuration and suppressing the output of messages at consoles (OPR)

The following excerpt from the parameter file shows the relevant statements for modifying
the console configuration in the case of NBCONOPI=N:

Extract from the parameter file

/BS2000 PARAMS

/BEGIN OPR

DEFINE-CONSOLE CONSOLE=C1,REPLACEMENT=C2 (1)
SET-CODE CODE=A,CONSOLE=(C3,C4) (2)
SET-FILTER 3,CODE=*ALL,CONSOLE=*IPL (3)
SET-FILTER *ALL,CODE=*ALL,CONSOLE=C5 (4)
SET-MSG-SUPPRESSION (MSGO001,MSGO002),*ALL (5)

/EOF

/END—PARAMS

(1) Console C1 is assigned to replacement console C2.
If C1 has already been assigned during hardware generation, the characteristics of
C1 are altered accordingly.
If C1 has not yet been entered in the console tables, a dummy entry is allocated for
C1 with the specified characteristics.
The REPLACEMENT operand is only significant with NBCONOPI=N.
It is not evaluated if the operator logon is activated.

(2) Authorization (routing) code A is assigned to consoles C3 and C4.

(3) Filter level 3 is set for all authorization codes allocated for the IPL operating
terminal. This has the effect that any messages distributed by means of the
authorization codes that have a message weight in the range 40-59 will not be
output at the IPL console.

(4) For all the authorization codes allocated to console C5, filter levels 1, 2, 3, 4 and 5
are set. As a result, output of all messages distributed via authorization codes is
suppressed at console C5, irrespective of their message weight (this does not apply
to queries). This setting corresponds to that which could be made with the ASR
NOINF command at console C5.

The explicit specification of a mnemonic device name is only possible with
NBCONOPI=N.

(5) Messages with message numbers MSG0001 and MSGO002 are suppressed at all the
consoles listed in the console table.
If the operator logon is activated, the message suppression mechanism applies
only until “System ready”.
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3.10.1 ADD-CMD-ENTRY statement

Format of the statement for the insertion of operator commands in the command
table

instruction Operands Meaning
ADD-CMD-ENTRY | AUTHORIZATION-CODE = bs Authorization code for the command
,CMD-NAME = cmd Long form of the command name
,SAME-NAME = *NONE / cmd1..3 Specifies alias names
LAPPLICATION-NAME = name Defines the responsible
$CONSOLE application
,PASSWORD-POSSIBLE = NO / YES | Specifies password logging

The functions of ADD-CMD-ENTRY can also be covered by authorized user
programs with the CONNECT-CMD-SERVER command.

AUTHORIZATION-CODE = bs

The authorization code for the command (one character from the set A-Z, 0-9, *, #, @ or $).
This authorization code defines the matching key which the issuer of the command must
supply (in the form of the character of the same name, also called routing code) before the
command can be used. For special functions of authorization codes @, $ and *, see
table 46 on page 574.

CMD-NAME = cmd

The command name (original or long form) for which an entry is to be created in the
operator command table. This name may be up to 30 characters long and must conform to
the conventions on the naming of commands (in SDF syntax: <structured-name 1..30>).

SAME-NAME =
Specifies whether alias names (i.e. permissible abbreviations) are to be defined for the
command, and if so which ones.

SAME-NAME = *NONE
Default setting: no alias names are to be declared.

SAME-NAME = cmd1..3
The set of alias names (max. 3) which are to be treated as equivalent to the command name
(original name).
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APPLICATION-NAME = name

The name of the $CONSOLE application which executes the command. If it has not already
been done, the logical console must be generated internally with this authorization name.
This application name must consist of four alphanumeric characters from the set {A-Z, 0-9,
@, $, #}, of which the first must not be a digit nor a “#”. In addition, the first character should
not be “@”, since this combination of characters is used for dynamic authorization naming.

PASSWORD-POSSIBLE =

Specifies whether the command being defined may contain a password (e.g. if a file
password is specified in an operand). If such a password is part of the command string, this
operand can be used to prevent the password from being shown in the CONSLOG system
logging file if a corresponding SDF entry exists.

PASSWORD-POSSIBLE = NO

Default setting: the complete command string contains no password.

In other words, the command string will not be searched for a password before it is entered
in the CONSLOG file.

PASSWORD-POSSIBLE = YES

Passwords may be contained within the complete command string. To prevent this
password from being logged in the CONSLOG file, the system task CLOG (which is respon-
sible for the CONSLOG file) is “authorized” to call SDF and to eliminate the password string
before it is recorded in the CONSLOG file.

Together, the ADD-CMD-ENTRY and SET-CODE statements may name a
maximum of 63 different logical consoles. If more than 63 logical consoles are
specified, only the first 63 are accepted.

The length of a parameter statement is generally limited to 72 characters.

You are recommended, as the following examples illustrate, to significantly abbre-
viate the keywords in statements or to omit them altogether.

You must also ensure that SAME-NAME is always shorter than CMD-NAME.

Examples

1 2 3 4 5 6 7—=
ADD—-CMD—-ENTRY A-C=E,CMD-NAME=SPEC-CMD, SAME-NAME=SPEC, APPL-NAM=CON7 , P—P=Y
A-C-E F,SPECIAL-COMMAND—-FILTER-KDOXYZ,SPECIAL-COMMAND—-FILT-KXYZ,CON7,Y
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3.10.2 DEFINE-CONSOLE statement

Format of the statement for defining or modifying consoles and allocating
replacement consoles

instruction Operands Meaning
DEFINE-CONSOLE | CONSOLE = name Mnemonic device name of the
console
,REPLACEMENT = STD /name Mnemonic device name of a
replacement console
,TELESERVICE =NO/YES Teleservice characteristic

CONSOLE = name
Mnemonic device name (2 characters) of the console to which the assignments refer. The
name refers to a console which has already been defined.

REPLACEMENT =
Mnemonic device name of a console to be used as a replacement console. If this operand
is specified in conjunction with NBCONOPI=Y. It is ignored and the following message is

output:
NBR1203 OPERAND 'REPLACEMENT' IN 'DEFINE-CONSOLE' PARAMETER SET IGNORED

REPLACEMENT = STD
Default setting: the replacement terminal is assigned by the UCON task.

REPLACEMENT = name

Mnemonic device name of a terminal defined at hardware generation or via a parameter
record and which is to serve as a replacement terminal. If the specified terminal does not
exist, the replacement terminal is assigned by the UCON task.

TELESERVICE =
Declaration of TELESERVICE characteristics.

TELESERVICE = NO
Default setting: the console is not to have TELESERVICE characteristics.

TELESERVICE = YES
The console is to have TELESERVICE characteristics and can no longer be a replacement
console for another console, or a main console.
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3.10.3 SET-CMD-CODE statement

Format of the statement for changing the authorization code of an operator

command
instruction Operands Meaning
SET-CMD-CODE | AUTHORIZATION-CODE = bs Authorization code for the command

,CMD-NAME = cmd Long form of the command name

AUTHORIZATION-CODE = bs

The new authorization code for the command (a character from the set A-Z, 0-9, *, #, @ or
$).

This authorization code defines the matching key which the issuer of the command must
supply (in the form of the character of the same name, also called routing code) before the
command can be used. For special functions of authorization codes @ and $, see table 46
on page 574.

CMD-NAME = cmd

The command name (original or long form) for which the entry in the operator command
table is to be amended.

This name may be up to 30 characters long and must conform to the conventions on the
naming of commands (in SDF syntax: <structured-name 1..30>).

The assigned authorization code (AUTHORIZATION-CODE) is also valid for the alias name
assigned to the command. This also applies to the so-called special operator commands
logged on with the ADD-CMD-ENTRY statement.
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3.10.4 SET-CODE statement

Format of the statement for assigning authorization codes

instruction | Operands Meaning

SET-CODE |CODE =ac/ *ALL (All) authorization codes

,CONSOLE = *IPL / name / (name,...) | Mnemonic device name of the console

CODE = ac

Authorization (routing) code (A..Z, 0..9, or “*, #, @, $”) assigned to the IPL console or to a
logical console with a generated authorization name. A logical console is thus authorized
for entering operator commands and for receiving messages assigned to this code.

CODE = *ALL
All authorization codes are assigned to the consoles specified in the CONSOLE operand.

With NBCONOPI=Y

The authorization codes assigned to logical consoles through the SET-CODE statement
authorize both message receipt and command entry as with NBCONOPI=N.

The authorization codes allocated to the IPL console are “implicit routing codes” (see the
notes on page 111). The period over which they are to be effective can be defined with the
NBIMPRCA system parameter.

With NBCONOPI=N
This authorizes the console to enter all the operator commands and to receive all messages
which are distributed by means of a key.

Codes 0, *, $ and @ have special meanings (see also chapter “Operator functions” on
page 537).

CONSOLE = (name,...,name)

Mnemonic device name of virtual consoles (4 alphanumeric characters) or of physical
consoles (2 alphanumeric characters) for which the assignments are to apply. If a 4-
character name is specified then a logical console with this authorization name is automat-
ically generated internally if this has not already been done.

The first character of the authorization name must not be a digit, nor the character “#”, nor
the character “@”. However, it is advisable always to include special characters (#, @ or $)
among the four alphanumeric characters, to clearly distinguish them from task sequence
numbers (TSN).
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CONSOLE = *IPL
The assigned authorization code is to apply to the console from which the system is loaded
(= IPL console).

The following is vaild for NBCONOPI=Y

— Authorization (routing) codes are subdivided into explicit and implicit routing
codes.

— Explicit routing codes are requested with the REQUEST-OPERATOR-ROLE
command. They provide authorization for the command and message dialog.

— Implicit routing codes are defined for the IPL console by systems support by
means of the OPR parameter service (parameter record SET-CODE). They can
only ever be assigned to the IPL console or the main console, and always
contain the routing code “*”. They do not provide authorization for the
command dialog.

Implicit routing codes provide authorization for the message dialog, i.e. for
receiving the system messages distributed via this routing code set and for
entering responses to system queries.

— As soon as a routing code is explicitly assigned to a console (REQUEST-
OPERATOR-ROLE command), it is no longer contained in the set of implicit
routing codes. But once it is released (RELEASE-OPERATOR-ROLE
command), it is returned to this set.

The following is always valid:

— A maximum of 63 different logical consoles may be named in the SET-CODE
and ADD-CMD-ENTRY statements. If more than 63 logical consoles are
specified, only the first 63 are accepted.
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3.10.5 SET-FILTER statement

Format of the statement for defining filter levels

instruction | Operands Meaning
SET- FILTER = *ALL / no / (no,...) Filter level
FILTER ,CODE = *ALL / ac/ (ac,...) Authorization code
,CONSOLE = *IPL / name / (name,...) | Mnemonic name of the console

This statement is only permitted for the IPL console in conjunction with NBCONOPI=Y. The
filter levels set are then only effective until “System ready” and after shutdown.

FILTER = *ALL

All filter levels are set for the specified authorization codes. This means that messages
which are distributed using the authorization codes specified in the CODE operand will be
suppressed on the IPL consoles, irrespective of their weight.

FILTER = (number,...,number)
Declaration of a filter level number (digit, range 1...5) to be used for the suppression of
messages sent via authorization code and weight.

CODE = *ALL
The filter is to be set for all authorization codes.

CODE = (ac,...,ac)

Authorization (routing) codes (A..Z, 0..9, or *#@,$) for which the filter is to be set.
Setting filter levels for the authorization code @ does not affect the message output to
consoles.

CONSOLE = *IPL
The specified filters are to be set for the console from which the system is loaded.
For reasons of compatibility, this value is not rejected in conjunction with NBCONOPI=Y.

CONSOLE = (name,,...name)
Mnemonic device name (2 characters) of consoles at which the filter is to be set.
In conjunction with NBCONOPI=Y, this value is ignored.
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3.10.6 SET-MSG-SUPPRESSION statement

Format of the parameter record for suppressing message output

instruction Operands Meaning

SET-MSG- MSG-ID = msg-id / (msg-id, ...) | Message number

*ALL / *IPL / name / (name, ...)

STARTUP-TYPE = Dependence on startup type
ANY / DIALOG / NON-DIALOG

Mnemonic device name of the console

This statement is only permitted for the IPL console in conjunction with NBCONOPI=Y.
Message suppression is then only effective until “System ready”.

MSG-ID = (msg-id, ...)
Specifies the seven-digit numbers of messages whose output at the specified console is to
be suppressed.

CONSOLE = *ALL
The declared messages are to be suppressed at all consoles.
In conjunction with NBCONOPI=Y, this value is ignored.

CONSOLE =*IPL

The declared messages are to be suppressed at the console from which the system is
loaded.

For reasons of compatibility, this value is not rejected in conjunction with NBCONOPI=Y.

CONSOLE = name / (name, ...)
Mnemonic device name (2 characters) of consoles at which the messages are to be
suppressed.

STARTUP-TYPE = ANY
The messages are to be suppressed regardless of the startup type.

STARTUP-TYPE = DIALOG
The messages are only suppressed in the case of DIALOG startup.

STARTUP-TYPE = NON-DIALOG
The messages are only suppressed if startup is not a DIALOG startup, i.e. in the case of
FAST or AUTOMATIC startup.
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3.1

Selection of the paging area at startup (PAGING)

It is possible for systems support to use the parameter service to determine which volumes
are to be used for paging. Care is required here to ensure that paging files with the name
SYS.PAGING.<vsn>have been created on these volumes and that the maximum permissible
number of paging files cannot be used at startup (see below).

The paging area initialized at startup must be at least 50 Mbytes in size, otherwise system
initialization will be aborted with message NS15225. If the paging area is larger than 50
Mbytes but smaller than 200 Mbytes, a warning in the form of message NS15115 is output
on the console, but system initialization continues.

By selecting appropriate paging files to be used for paging, itis possible, as early as startup,
to direct paging activity to less heavily utilized volumes.

Not all the paging volumes specified for paging need to be available and usable at startup
time since additional paging files can be brought into use during a session.

If systems support did not specify any parameters for paging file selection, all the
SYS.PAGING.<vsn> files created on the home pubset are automatically used for paging.

The parameter service allows volumes with paging files both from the home pubset and
from other pubsets to be specified.

Restrictions

— At startup time at least one paging disk must be specified or (with no parameters
specified) at least one paging file must be set up on the home pubset.

— A maximum of 128 paging disks may be specified at startup time.

— Each paging file SYS.PAGING.<vsn> can consist of a number of extents, but all of these
must be on the same disk. However, additional extents reduce the maximum number of
usable paging files: For example, if each file has 2 extents, the startup table only
accommodates 102 rather than 128 paging files; if there are 64 files, these may have a
maximum of 320 extents.

— The paging files specified at startup may be distributed over a maximum of 16 pubsets.

— If a paging file cannot be found for a specified disk, this disk is ignored (message
NSI5110 ).

— Private disks cannot be used for paging.

— Paging pubsets must be available in their entirety and exclusively; i.e. they must not be
shared pubsets. They are reserved in their entirety and exclusively for the forthcoming
session by startup paging initialization. In the case of an SM pubset, only the volume
set which contains the paging disks is checked for external allocations.
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— The system initialization device configuration stored in IPL.CONF is automatically
extended by any newly specified paging disks.

The keyword for the BEGIN record is PAGING.

The maximum number of parameter records allowed for this is 16. Any further specifica-
tions are ignored (message NS10049) and system initialization continues. If a syntax error is
diagnosed in the PAGING statement during system initialization, this statement is rejected
without specification of a reason.

On the console, the statement can either be repeated with the correct values or ignored.

Format of the parameter record for selecting the paging areas at startup time

instruction Operand

PAGING VOLUME = vsn / (vsn,...,vsn)

VOLUME =

Volumes to be used for paging. The volume serial number VSN is always 6 characters in
length.

The following rules apply:
— Two or more identical volume specifications are interpreted as a single entry.

— A maximum of 128 VSN specifications can be processed (16 parameter records with a
maximum of 8 VSNs each). Any further specifications are ignored (message NS10049)
and system initialization continues.

— If all specified paging statements are ignored due to syntax errors, all paging files
SYS.PAGING.<vsn> set up on the home pubset are automatically used for paging.

— InaBS2000 session, it is always possible to use combinations of different types of disk
simultaneously for paging (with respect to performance, see also the “Performance
Handbook” [39]).
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Extract from the parameter file

/BS2000 PARAMS

/BEGIN PAGING

PAGING VOLUME=(PUBAO1,PUBAOZ,PUBBO1,PUBBOZ,PUBBO3) (D)
PAGING VOLUME=ABC.O01 (2)

/EOF

/END—PARAMS

(1) The paging files (SYS.PAGING.<vsn>) on the specified volumes of the pubsets with
the catalog IDs A and B become part of the paging area at startup.

(2) The paging file on the specified volume of the pubset with the catalog ID ABC is to
be counted as part of the paging area at startup.
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3.12 Snapshot initialization (SNAP)

SNAP saves BS2000-specific diagnostic information under the control of the independent
non-BS2000-specific SNAP-EXEC (see the description of the SNAP function in the
“Diagnostics Handbook” [14]). When this is done, BS2000 and its applications are put on
hold for a maximum of 24 seconds (see system parameter “SNAPTIME” on page 690)

The SNAP function is automatically activated when BS2000 starts up if the SNAP-ACTIVE-
SWITCH parameter of the SNAP parameter record is not set to “OFF”.

The keyword for the snapshot parameter record is SNAP.
There is just one parameter for SNAP.

If an invalid value is specified in the parameter record, SNAP is implicitly deactivated (OFF)
and an error message is output during startup of BS2000. If there is no SNAP-ACTIVE-
SWITCH parameter, the default (ON) comes into effect.

Format of the parameter record for snapshot initialization

SNAP-ACTIVE-SWITCH = ON / ON. / OFF

SNAP-ACTIVE-SWITCH = ON / ON.
Default: the SNAP function is to be activated for the current session.

If the system file $TSOS.SNAPFILE does not exist, it is automatically created at startup (in
the standard size).

If the SNAPFILE still contains a SNAP dump from the previous session (Previous SNAP),
this SNAP dump is copied in the the new session, i.e. it is provided with an index structure
and written to a new file under the SYSSNAP user id.

SNAP-ACTIVE-SWITCH = OFF

SNAP is not initialized at system initialization time. It is initially not available for this session.
SNAP calls are terminated with an appropriate return code. SNAP can be activated dynam-
ically later using the ACTIVATE-SNAPSHOT command. Any Previous SNAP remains
unchanged in the new session.

The parameter values ON and OFF can also be specified in inverted commas ('ON'/'ON.'
/'OFF").
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Parameter service

Extract from the parameter file

/BS2000 PARAMS

/BEGIN SNAP
SNAP—-ACTIVE-SWITCH=0ON
/EOF

/END—PARAMS
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3.13 Modifying system parameters (SYSOPT-CLASS2)

Class 2 system parameters (in short: system parameters) can be preset via the startup
parameter service after loading of and REP processing for the class 2 EXEC. Systems
support is therefore able to react flexibly to changing specifications and objectives during
system initialization.

The following restrictions must be observed:
e system parameters may not be deleted or added

e modification of particular attributes of the options (e.g. length of the permitted values) is
not possible.

The keyword for modifying system parameters is SYSOPT-CLASS2.
The maximum number of permissible parameter records is 128.

Format of the parameter record for presetting system parameters

<sysopt> = <value>

sysopt

Denotes the name, not exceeding 8 characters, of a system parameter whose value is to
be changed.

A brief description of all system parameters with type affiliation and value ranges can be
found in the appendix on page 662.

value

Denotes the value within the valid range for the specified system parameter. If a system
option is assigned an invalid value, the SYSOPT statement is rejected. If more than one
valid value is assigned to a system option, the last valid entry will be used.

A statement is valid if the type and the assigned value as well as the length are in keeping
with the associated system option.

See also section “System parameters” on page 662.
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The specific interpretation rules are set forth below for each type:

Type C system parameters (character strings)

The assigned value is interpreted as a character string. If the string is to contain blanks,
the value must be prefixed with C and enclosed in apostrophes; in such cases,
however, the value itself cannot contain any apostrophes. The string is entered left-
justified and padded with blanks if necessary. If the specified string is longer than the
maximum length of the system parameter, the SYSOPT statement is rejected.

Type A system parameters (arithmetic values)

The assigned value is interpreted as a positive decimal value. In cases where a
minimum and/or maximum is defined for the specified system parameter, the value is
checked accordingly. Otherwise, a minimum value of 0 is assumed and the maximum
is calculated from the generated length (see length table).

Type X system parameters (hexadecimal values)

The assigned value is interpreted as a hexadecimal value and may therefore contain
only hexadecimal digits (prefixed with X and enclosed in apostrophes). A
minimum/maximum check is carried out as for type A on the basis of the generated
length.

For type A the generated length may be 1, 2 or 4 bytes, for type X 1, 2, 4 or 8 bytes. If no
maximum is defined, the following maximum value is accepted:

Length table
Type Length = 1 bytes | Length =2 bytes | Length =4 bytes Length = 8 bytes
A 255 65535 2147483647 -
X FF FFFF FFFFFFFF FFFFFFFFFFFFFFFF
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Extract from the parameter file

/BS2000 PARAMS

/BEGIN SYSOPT-CLASS2

BMTNUM=32 (1)
ENCRYPT=Y (2)
EAMSPVS=X'01" (3)
TEMPFILE=C'#' (4)

/EOF

/END—PARAMS

(1) The number of input/output buffers for catalog management is set at 32.
Type of system parameter: A.

(2) Itis declared that the system is to operate with encrypted passwords during the next
session.
Type of system parameter: C.

(3) This statement controls how the SYSEAM file is handled on a shared pubset.
Type of system parameter: X.

(4) “# is declared as a special character which must be prefixed to the names of
temporary files and job variables throughout the next session.
Type of system parameter: C.
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3.14 Modifying the IPL options (SYSOPT-IPL)

The parameter record SYSOPT-IPL provides systems support with an appropriate
mechanism for avoiding the rigid choice between flexibility and convenience which has to
be made in selecting one of the modes (DIALOG / FAST).

The DIALOG mode offers to systems support staff and the operator an advantageous way
of flexibly installing new software or corrections, by means clear dialog with the operating
system. However, when this is used allowance must be made for the increased execution
time and a higher risk of incorrect entries, made in response to the questions.

On the other hand, the convenient FAST mode, which is non-interactive, does not allow
sufficient flexibility in reacting to changed requirements (implementation of new software or
corrections), as it is restricted to the use of standard file names.

The keyword for modifying the IPL options is SYSOPT-IPL.
The maximum number of permissible parameter records is 16.

By using the options, systems support can store specific instructions for how the parameter
file is to be processed at system initialization time, thus providing a compromise between
the FAST and DIALOG modes.

Statements of the SYSOPT-IPL type are read in and processed immediately before the
BS2000 class 1 exec is loaded (for full details of the execution of system initialization, see
the section “FAST startup” on page 44 and section “DIALOG startup” on page 47).

Format of the parameter record for modifying IPL options

Format Meaning

BS2000 = file File name for BS2000

IOCF-CHECK = NO / time Instructions for checking the IOCF identifi-
cation

REPFILE1 = datei File name for class 1/2 REPs

REPFILE4 = datei

LINKAGE-AUDIT-SCOPE = Instructions for activating the function

NO /INTERRUPT-HANDLING / SYSTEM-LEVEL |LINKAGE-AUDIT

NEW-IPL-MODE = UNCHANGED / FAST Instructions for changing the system initial-
ization mode
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BS2000 = file

This statement specifies the name of the file containing the BS2000 class 1 EXEC and class
2 EXEC to be loaded. If this statement is present in the parameter file, the nominated file
will be used for loading the resident (class 1) and pageable (class 2) parts of the control
system.

If the specified file cannot be processed, this will be reported by the following message and
a dialog request will be made for entry of the name of a replacement file:
NSI1192 INVALID FILENAME FOR BS2000 IN PARAMETER-SECTION SYSOPT-IPL

IOCF-CHECK =

This statement specifies whether or not a check is to be made on the identification (= gener-
ation time) of the current IOCF. This statement enables systems support to ensure that the
IOCF (hardware 1/O configuration) selected by the operator when starting up the server
(IMPL) is the IOCF created at exactly a certain time.

IOCF-CHECK = NO
Default setting: the identification of the current IOCF will not be checked.

IOCF-CHECK = time
A check is to be made on whether the generation time of the current IOCF, logged in the
I/O-CONFIGURATION-REPORT for the IOGEN, corresponds with the specified time.
The value <time> must be entered in the form yyyy-mm-dd hh:mm:ss. If the requested check
proves negative, this will be indicated by the following message:
NSI15206 IOCF-CHECK FAILED. GEN-TIME REQ.=yyyy-mm—-dd hh:mm:ss

IS=yyyy—-mm—dd hh:mm:ss

REPFILE[1..4] = file

The REPFILE1, REPFILE2, REPFILE3 and REPFILE4 statements are used to specify the
file names of the up to four possible files containing BS2000 REPs (object code corrections)
which are to be processed. If this statement appears in the parameter file, the specified files
will be used for loading the corrections during system initialization in all modes, in the order
REPFILE1 to REPFILE4.

If the specified file(s) cannot be processed, this will be reported by the following message
and a dialog request will be made for entry of the name of a replacement file:

NSI1192 INVALID FILENAME FOR REPFILEn IN PARAMETER-SECTION SYSOPT-IPL
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LINKAGE-AUDIT-SCOPE =

This statement can be used to control whether the AUDIT functional unit, linkage AUDIT,
which records the destination addresses when the instructions BASR, BALR and BASSM
are called, is to be activated immediately after the class 1 exec is loaded, with a specified
scope.

The linkage AUDIT function can be used to support diagnosis of problems which may have
arisen during an earlier phase of system initialization (local processor linkage AUDIT).

If the system parameter AUDALLOW=NO is set, then the AUDIT functions are deactivated
for the duration of the session when the class 2 system parameters are set.

If required, the linkage AUDIT function can be deactivated again after “System ready” by a
STOP-LINKAGE-AUDIT command.

LINKAGE-AUDIT-SCOPE = NO
Default setting: the logging function is not activated.

LINKAGE-AUDIT-SCOPE = INTERRUPT-HANDLING
Recording of destination addresses will only be activated for the SIH part of BS2000
(functional status SIH).

LINKAGE-AUDIT-SCOPE = SYSTEM-LEVEL
Recording of destination addresses will be activated for the complete privileged-execution
part of BS2000 (functional statuses TPR and SIH).

NEW-IPL-MODE =

This statement can be used to specify whether the system initialization mode selected by
the operator is to continue being used after the parameter file has been read in, or if the
mode is to be changed to FAST.

NEW-IPL-MODE = UNCHANGED

Default setting: there will be no change from the mode established at the start of system
initialization.

NEW-IPL-MODE = FAST

If system initialization was started in the DIALOG mode, it will be continued in the non-inter-
active FAST mode after the parameter file has been read in.
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Extract from the parameter file

/BS2000 PARAMS

/BEGIN SYSOPT-IPL

BS2000=$TSOS.SYSPRG.BSZ.<ver>.TEST1 (1)
REPFILE1=$TSOS.SYSREP.BS2.<ver>.REP1 (2)
REPFILE2=$TSOS.SYSREP.BS2.<ver>.REP2

NEW-IPL-MODE=FAST (3)

/EOF

/END—PARAMS

(1) The file name for the BS2000 class 1 exec and class 2 exec to be loaded during
system initialization is $TSOS.SYSPRG.BS2.<ver>.TEST1.

(2) Declares that the system should read in the object code corrections for the following
session from the files called $TSOS.SYSREP.BS2.<ver>.REP1 and
$TSOS.SYSREP.BS2.<ver>.REP2.

(3) If system initialization was started in DIALOG mode, it is to be continued in the non-
interactive FAST mode after the parameter file has been read in.
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4 Memory management

This chapter begins with a description of the virtual address space and the virtual memory
classes. This is followed by a description of big pages. The various storage media are then
presented and this is followed by a discussion of the measures for preventing saturation
conditions.

Memory management for BS2000 comprises the following tasks:
e Management of system/user virtual address space
e Control of reservation, allocation and release requests for pages in

— virtual address space
— main memory
— paging memory

as well as creation and updating of tables for managing these storage areas
e Paging control
e Time monitoring of main memory page allocation
e Detection of special situations and initiation of appropriate measures for

— saturation handling
— error handling

Internal mechanisms and functions in BS2000 provide systems support with a number of
interfaces and tools. These are described below.
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4.1

Virtual address space and virtual memory classes

The virtual address space for the system and for the users, which is implemented via main
memory and paging memory, is divided into 6 classes:

e Class 1: resident system modules (e.g. termination analysis, paging routine, task
management, physical input/output); resident tables

e Class 2: pageable system modules (e.g. macro and command processing)

e Class 3: resident tables that are dynamically created and cleared (e.g. TCBs, PCBs,
address translation tables)

e Class 4: pageable tables that are dynamically created and cleared (e.g. job
management tables, DMS tables, tables for teleprocessing); non-resident system
modules and shared code that can be loaded and unloaded via DSSM

e Class 5: pageable tables that are required only by the respective tasks (e.g. TFT,
I/O areas, tables for managing procedures, password table)

e Class 6: application program, common memory pools

Classes 1 to 4 constitute privileged system address space that is not user-addressable. An
exception is shared code in class 4 memory, which can generally also be read and executed
by users.

Class 5 is predominantly privileged user address space that serves as a communications
area between the user and system address spaces. With the exception of the input/output
areas it is not user-addressable.

Division of virtual address space can be defined during system initialization and thus
adapted to the installation-specific requirements. The data required for memory
management is read in via the parameter service (see chapter “Parameter service” on
page 75).
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Virtual address space and virtual memory classes

Command

Meaning

ADD-USER

Create an entry in the user catalog

MODIFY-USER-ATTRIBUTES

Define the maximum size of the class 6 memory of a user ID
(ADDRESS-SPACE-LIMIT)

SHOW-USER-ATTRIBUTES

Output of the maximum permissible size of the class 6
memory of a user ID (ADDRESS-SPACE-LIMIT field)

SHOW-MEMORY-POOL-STATUS

Output of the memory pools currently created in the system
and of the tasks which are attached

Macro Meaning

ALESRV Connect a program to a data space or cancel the connection

ALINF Output information on the access lists used for managing
data spaces and their connections

CSTAT Change status of the memory pages of a program

CSTMP Change memory pool read/write status

DISMP Terminate participation in a memory pool

DSPSRV Create, expand or delete virtual address space for data
addressing, output information on a data space or release
this data space

ENAMP Create memory pool or enable participation in an existing
memory pool

MINF Output information on the allocation and size of
class 6 memory or a memory pool

RELM Release a contiguous memory area of the calling program

RELMP Release (contiguous) storage space of a memory pool

REQM Request (additional) storage space for the calling program

REQMP Request (contiguous) storage space for a memory pool

Table 6: Overview of interfaces for managing the virtual address space
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4.2 Main memory

Main memory comprises resident pages and pages which are managed in working sets and

in the free pool.

A working set contains virtual pages which can be currently accessed but which can be

relocated to paging memory.

The free pool comprises pages whose contents are either no longer needed or - at least
temporarily - are to be stored in the paging memory. The free pool is filled from the working

sets as required.

Main memory > 2 GB is supported in BS2000 native mode for the VM2000 monitor system
and for each VM2000 guest system.

The (only) internal procedure “System Working Set” (SYS-WS) for main memory
management is described in detail in the “Performance Handbook” [39].

Command

Meaning

ADD-USER

Define the number of resident main memory pages for the
user programs of an ID (RESIDENT-PAGES)

MODIFY-MEMORY-PARAMETERS

Define the percentage of main memory which is used for big
page memory and whether and when big page memory may
be reduced

MODIFY-SYSTEM-BIAS

Define the number of resident main memory pages for user
programs

MODIFY-USER-ATTRIBUTES

Change the number of resident main memory pages for the
user programs of an ID (RESIDENT-PAGES)

SHOW-MEMORY-CONFIGU-
RATION

Display the current configuration of main memory including
details of big page memory

SHOW-SYSTEM-STATUS

Display the number of resident main memory pages for user
programs (INFORMATION=SYSTEM-PARAM)

SHOW-USER-ATTRIBUTES

Display the number of resident main memory pages for the
user programs of an ID (RESIDENT-PAGES)

Table 7: Overview of main memory management commands
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4.2.1 Big pages for CISCFW compiled codes (SU x86)

Generally the main memory is managed in 4K units. These units are called frames and are
assigned to the virtual pages.

A (real) “big page” is a collection of contiguous frames amounting to several MB, the first
frame being aligned to the relevant MB multiple.

BS2000 supports big pages with a size of 4 MB, which corresponds to 1024 frames, on SU
x86. These are used for CISCFW compiled code because this runs quicker on big pages.

The big pages used can be returned by CISCFW when requested (e.g. when the main
memory of a VM2000 guest system is reduced).

Parameters in the startup parameter file and the MODIFY-MEMORY-PARAMETERS
command are available for defining the required number of big pages. The SHOW-
MEMORY-CONFIGURATION command outputs both details of the main memory size and
of the big page memory (for an example see page 133).

Big pages at system initialization

The startup parameter file can also contain parameters for creating big pages.

Settings in the parameter file
The following is defined in the MEMORY parameter set:

e With the BIG-PAGE-SHRSIZE parameter, the size (in MB) of the big page memory
which is to be created in the shared memory (class 3 memory) and used for CISCFW
compiled code of shared programs.

e With the BIG-PAGE-QUOTA parameter, the proportion (in %) of main memory which is
to be reserved for big pages (required target size).

Reasons for not reaching the target size

Itis not always possible to create the specified percentage in big pages, because the more
logical machines (CPUs) there are in a system, the smaller the possible proportion of big
pages.

Quality and validity of the values defined at startup

How much real big page memory (real main memory of the big pages) is to be created in
the system is defined in the MEMORY parameter service (BIG-PAGE-QUOTA parameter)
when the system is started. The percentage specified there is only a should-be value,
however. The actual value may be smaller because the creation of big page memory is
linked to the maximum possible number of logical machines (CPUs) in the system. The
smaller the minimum size, the more CPUs there are, the greater the probability that the
actual size of the big page memory will not reach the should-be size.
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The values set for working with big pages apply for the current session until they are either
modified explicitly using the MODIFY-MEMORY-PARAMETERS command or implicitly by
certain system attributes and statuses. These include the increase or reduction of the main
memory and the threat of main memory saturation.

Adjusting the big pages during ongoing operation

Big pages can be distributed evenly over the main memory because they may also be
above the minimum main memory. As a result it is automatically the case that the size of
the big page memory continues to correspond to the BIG-PAGE-QUOTA following main
memory configuration (provided an uneven distribution of the big pages had not occurred
beforehand, e.g. as a result of the values set being explicitly modified).

Otherwise the actual size of the big page memory can be modified only to a limited extent
while the system is running.

The MODIFY-MEMORY-PARAMETERS command offers two options:

1. The percentage of main memory which is to be used for big page memory can be
modified using the BIG-PAGE-QUOTA operand.

— Anincrease in this percentage does not result in an increase of the big page
memory while the command is being executed but only when the main memory is
increased (MEMORY-SIZE) by adding main memory when the carrier system is
dynamically reconfigured.

— Areduction of this percentage can only result in a reduction in the big page memory
while the command is being executed if REDUCE-BIG-PAGES is set to ON-
QUOTA-EXCESS and unused big page memory exists. It can also happen that
CISCFW may be requested to return used big pages.

2. The REDUCE-BIG-PAGES operand can be used to specify whether and when big page
memory is to be reduced:

*NO Big page memory may never be reduced.

*ON-CORE-SATURATION
Reduction if there is a threat of main memory saturation which can be avoided
by returning a big page to normal main memory. It can also happen that
CISCFW may be requested to return used big pages.
This value is preset at system startup.
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*ON-QUOTA-EXCESS
Reduction during or after the MODIFY-MEMORY-PARAMETERS command
currently called if or as soon as the actual size of the big page memory falls
below the should-be value currently set.
This situation can occur in the following cases:
— It can already exist in the current command call.
— It can occur if the percentage is further reduced by a subsequent MODIFY-

MEMORY-PARAMETERS command.

— It can occur in the event of subsequent memory reduction.
Another prerequisite for a reduction of the should-be value is also that unused
big pages exist which can be cleared. If this prerequisite is only satisfied later
by releasing big pages at program termination, the required reduction of big
page memory is delayed accordingly.

The values *ON-QUOTA-EXCESS and *ON-CORE-SATURATION can be combined.

Outputs of main memory and big page management

The size of the memory area for the big pages is output on the console with the message
EMM2309. This message is also issued if this size is changed during ongoing operation, e.g.:
EMM2309 THE SIZE OF THE BIG PAGE MEMORY IS 168 MB.

The SHOW-MEMORY-CONFIGURATION command enables a status check on the
assignment and utilization of the entire main memory and the big page areas to be imple-
mented at any time.
Example
/SHOW-MEMORY—-CONF IGURATION

REAL MEMORY MANAGEMENT REPORT (1)

MEM-SIZE MIN-MEM-SIZE FREE-CORE-SIZE FREE-MEM-SIZE PAGE-MEM-SIZE CSL

1024 MB 256 MB 32.25 MB 32.25 MB 800.25 MB 0
BIG PAGE MANAGEMENT REPORT (2)
QUOTA PLANNED  #LM ACTUAL FREE SHR FREE-SHR REDUCE

40 400 MB 4 168 MB 104 MB 64 MB 16 MB CORE/QUOTA
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(1)

()

In the example the system has a main memory of MEM-SIZE = 1024 MB, its
minimum size being MIN-MEM-SIZE = 256 MB.

(In a VM2000 guest system MIN-MEM-SIZE can be less than MEM-SIZE. In native
mode the values are currently the same.)

FREE-CORE-SIZE is the proportion of free main memory which is still available for
resident class 3 memory requests from the system. This value is also decisive for
the degree of main memory saturation.

FREE-MEM-SIZE is the proportion of free main memory which is available for the
remaining resident memory requirements, such as resident memory pools or data
spaces. (With a main memory < 2 GB, FREE-CORE-SIZE and FREE-MEM-SIZE
are identical.)

PAGE-MEM-SIZE presents the main memory size which is available for non-
resident, pageable pages.

(In systems in which MEM-SIZE and MIN-MEM-SIZE are identical, FREE-MEM-
SIZE and PAGE-MEM-SIZE are also identical.)

The last column, CSL, specifies the current degree of main memory saturation, the
values 0 (no saturation), 1, 2 or 3 (highest alarm level) being possible (see also
page 145).

QUOTA specifies the percentage of main memory which is to be used as big page
memory (and which was set with the BIG-PAGE-QUOTA parameter in the
parameter file or with a preceding MODIFY-MEMORY-PARAMETERS command).

The should-be value which was indicated with PLANNED is calculated from the
main memory size (MEM-SIZE) and the percentage (QUOTA).

#LM is the maximum possible number of logical machines (CPUs) in the system, in
other words not the LMs attached at the time the command was issued. Not only
the minimum size of the main memory plays a significant role for the current size of
the big page memory, but also the number of LMs: the greater the number of LMs,
the smaller the big page memory can be.

The ACTUAL column outputs the current size of the big page memory, i.e. its actual
size. This can deviate from the planned should-be value (PLANNED) if, for
example, the big page memory is reduced because of the threat of main memory
saturation.

FREE outputs the size of the free (currently unused) big page memory.

The SHR column outputs the size of the shared big page memory provided for
CISCFW compiled code in class 3 memory, and FREE-SHR shows the size of the
free shared big page memory.
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Important information is provided in the last column REDUCE: Here you see when
big page memory can be reduced. In the example, in the case of the threat of main
memory saturation (CORE) and if a new should-be size of the big page memory
which is less than the actual size (QUOTA) results from a modification to the main
memory size or BIG-PAGE-QUOTA.

General Notes

e The following conditions always apply for main memory management:
— MEM-SIZE > MIN-MEM-SIZE > FREE-MEM-SIZE > FREE-CORE-SIZE
— MEM-SIZE > PAGE-MEM-SIZE > FREE-MEM-SIZE > FREE-CORE-SIZE

e CISCFW storage or DAB buffers are created in the memory designated with FREE-
MEM-SIZE. Nevertheless a main memory saturation can be cleared by reducing DAB
buffers or terminating programs if FREE-MEM-SIZE minus FREE-CORE-SIZE is less
than the size of the DAB buffers and/or of the CISCFW storage. If this is not the case,
measures for reducing the class 3 memory or for reducing the address spaces (tasks,
data spaces) are required.

Notes for VM2000

e Only in VM2000 guest systems is a so-called minimum value for main memory
provided. This minimum value, which falls below the overall memory size, enables the
system memory to be reduced.

e InaVM2000 guest system you can get closer to the required should-be size of the big
page memory by increasing the overall memory size of the guest system.

e If a memory reduction is envisaged for an active VM2000 guest system, a MIN-MEM-
SIZE which differs from the MEMORY-SIZE must be defined for this VM. To permit the
memory to be reduced in this way, BS2000 memory management satisfies all requests
for resident memory which are below this MIN-MEM-SIZE. The value selected for this
parameter must therefore be large enough. For details on this, please refer to the
section “Performance aspects in VM2000 mode (Main memory)” in the “Performance
Handbook” [39].
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4.3 Paging area

Paging files and paging area

Paging memory is required to provide virtual address space, and this is implemented using
paging files. Paging files always have the name SYS.PAGING.<vsn>.

To permit it to be used for paging, a created paging file must be assigned explicitly to the
paging memory.

The sum of the paging files in the system which are assigned to the paging memory is called
a paging area.

The paging area can be dynamically extended or reduced while the system is running by
assigning paging files to the paging area or releasing them from it. A particular size and
structure of the paging area is a prerequisite during system initialization (see page 142).

The virtual address space available for a session is determined by the size of the paging
area because one block (two 2K PAM pages) must exist in the paging area for each virtual
page. The maximum overall size of the paging area is 4 TB.

During system initialization, the parameter service can be used to select the files that are
to be used in the subsequent session from the set of the created and available paging files
(see section “Selection of the paging area at startup (PAGING)” on page 114). Conse-
quently a distinction must be made between initializing paging files (including reserving
memory space) and selecting paging files for the session.

General conditions for a paging file:

e It may not be a file > 32 GB

e It may not be located on a volume emulated in GS
e It may not be configured on a private disk

e It may not be configured on a shared pubset
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Paging disk and paging pubset

A disk is called a paging disk when a paging file has not only been initialized there, but has
also been assigned to the paging memory.

As a general rule, any disk type is permissible. The disks of the paging area need not be of
the same type.

A paging file may be located on a disk which was created dynamically as a DRV volume.
(Paging files which were specified in the parameter file — PAGING parameter record —
during system initialization and are not located in the home pubset are not supported by
DRV.) However, only one of the two disks is written to.

A pubset is referred to as a paging pubset when at least one disk of the pubset is used as
a paging disk.

If a pubset contains only paging files, it is a pure paging pubset. If a pubset is not a pure
paging pubset and consists of multiple disks, no paging file should be created on its pubres.

It is recommended that the paging area be implemented predominantly using single-disk
pubsets since this simplifies the reconfiguration of the paging area during operation when
a paging file is included.

Command Meaning

CREATE-PAGING-FILE Create paging file

DELETE-PAGING-FILE Delete paging file (overwrite with binary zeros)
EXTEND-PAGING-AREA Dynamically extend paging area
MODIFY-PAGING-AREA- Modify attributes of paging files on disk
ATTRIBUTES

REDUCE-PAGING-AREA Reduce paging area

SHOW-PAGING-CONFIGU- Display information on used and unused paging files
RATION

Table 8: Overview of commands for paging areas

The SHOW-PAGING-CONFIGURATION command outputs the following information:
e Which paging files are used

e Which paging files (on imported pubsets) are unused

e Whether a volume contains a used or unused paging file

e The overall size of the used/unused paging files which were found

U2417-J-Z2125-19-76 137




Paging area

Memory management

Examples of the output for the paging files

/SHOW-PAGING-CONFIGURATION VOLUME=*UNUSED, INFORMATION=*ALL
% LIST OF THE FOUND AND UNUSED PAGING-FILES :

IS

% VOLUME CAT-ID SIZE RESTRICTION
% 10SH.O 10SH 256.00 MB NONE

% 10SH.2 10SH 256.00 MB NONE

%

%  SUMMARY 512.00 MB

/SHOW—PAGING-CONFIGURATION VOLUME=*USED, INFORMATION=*ALL

% LIST OF THE USED PAGING-FILES :

% VOLUME CAT-ID SIZE FREESIZE UTILIZATION REDUCTION R
% 10P1.1 * 10P1 2500.00 MB 1510.99 MB *LOW *NOT-REQ N
% 10P1.0 * 10P1 2500.00 MB 2200.00 MB *LOW *NOT-REQ N
% 10PP.0 * 10PP 2500.00 MB 395.90 MB *LOW *NOT-REQ N
% 10SH.1 10SH 256.00 MB 200.00 MB *LOW *NOT-REQ N
%

%  SUMMARY 7756.01 MB

% EMM2317 THE SIZE OF VOLUME(S) — MARKED WITH * — IS INCREASED BY 25%,
BECAUSE THE PAM—-KEYS ARE USED AS PAGING-AREA
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4.3.1 Creating, assigning, releasing and deleting paging files

Creating paging files

Paging files are cataloged under the system administration user ID with the name
SYS.PAGING.<vsn>. A paging file may occupy more than one extent on the volume with the
specified volume serial number vsn. In a pubset it is possible for precisely one
SYS.PAGING.<vsn> paging file to exist on each volume.

A paging file has a minimum size of 1 MB. For reasons of performance it is recommended
that the paging area be distributed over several paging files (i.e. over multiple volumes) and
that all these paging files be more or less the same size.

The higher the paging rate of the disk, the greater the need for the paging area to

@ be distributed among several paging files. The paging inputs/outputs can be accel-
erated by connecting the disks used to different channels. The paging rate can be
measured with openSM2 (see the “openSM2” manual [51]).

Paging files can be created during a session with the CREATE-PAGING-FILE command.
This command sets up a paging file SYS.PAGING.<vsn> of the specified size. It is possible
to select each disk of an imported pubset via the VSN.

Assigning paging files to the paging area

An existing paging file can be brought into service, i.e. assigned to the paging area, using
the EXTEND-PAGING-AREA command. For it to be used right from the start in following
sessions it must be entered in the system parameter file (see the PAGING parameter record
in section “Selection of the paging area at startup (PAGING)” on page 114).

Paging files can also be created using the SIR statement CREATE-PAGING-FILE. SIR is
described in the “Utility Routines” manual [15].

It makes sense always to create the paging files on the home pubset on system installation
since operating system requirements are automatically satisfied in this way.

The required size of the paging area depends on the number and virtual program size of
the programs which run simultaneously. The generated system address space is then
added to this.

The following formula is recommended for an initial evaluation of space requirements:

required space = 2 * (number of user tasks * virtual program size + system address space)

Once operation has begun, this value should be checked (e.g. using the SHOW-PAGING-
CONFIGURATION command or openSM2; see the “openSM2” manual [51]) to ascertain
the actually required size of the paging area (see also the “Performance Handbook” [39]).
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Releasing paging files and partitions from the paging area

The REDUCE-PAGING-AREA command can be used to release a paging file or partition
from the paging area during operation.

However, this is only possible if the existing paging area is not yet exhausted and the
system will not find itself in a saturation state as a result of the reduction. The REDUCE-
PAGING-AREA command executes asynchronously in a server task.

Measures for accelerating the release of paging files are described on page 141.

Deleting paging files

The DELETE-PAGING-FILE command is available for deleting a paging file. For this to be
possible, the associated pubset must have been imported.

It takes a relatively long time to execute the DELETE-PAGING-FILE command because the
file contents are deleted (overwritten with binary zeros). The command therefore runs
asynchronously in a server task.

When deleting a paging file in the home pubset it is necessary to observe the following:
Deletion with DELETE-PAGING-FILE is rejected if not enough paging files are left in the
home pubset.

Dynamic reconfiguration of the paging area

The paging area can be extended dynamically at any time during the session using the
EXTEND-PAGING-AREA command. To permit this, the pubset with the paging file to be
included must be imported and the maximum size of the paging area (4 TB) must be
observed.

The REDUCE-PAGING-AREA command enables the paging area to be reduced dynami-
cally. A few requirements must be observed here, such as whether the remaining size of
the paging area is sufficient for the tasks that are to be performed.

CAUTION!

You are recommended to make extremely careful use of paging area reconfigu-
ration during ongoing operation and to restrict it to a minimum. Frequent reconfigu-
ration can reduce the overall system performance more and more. This applies
particularly for systems with a high paging load.
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The following mode of operation enables you to maintain a good overall performance:

Restrict the procedure to paging files which will presumably only rarely or never be
removed from the paging area.

The use of contiguous paging files is recommended.
It is better to use a large number of small disks than a few large ones.

It is recommendable to use these disks exclusively for paging files (pure paging
pubsets).

Measures for accelerating the release of paging files

If the paging file to be released is almost fully utilized, relocating the virtual pages to other
paging files will result in longer execution times for commands, a higher I/O workload and
a higher load on the CPU. To reduce these loads or to simplify the reduction process, the
following options are available:

The reduction is reported to the operating system some time in advance.

The MODIFY-PAGING-AREA-ATTRIBUTES command (UTILIZATION=*LOW
operand) is issued and, from this point on, the affected paging file is — as far as possible
—no longer used for adding virtual pages. Through access to pages within the paging
file or through page release, the paging file becomes emptier, and for the actual
reduction fewer I/Os are required for transferring these pages.

This method does not guarantee success: either the system cannot forego reading in
pages to this paging file (because the paging rate is too high) or the pages within the
paging file are not accessed.

Whether or not this method has been successful can be established using the SHOW-
PAGING-CONFIGURATION command: an increase in the displayed free size of the
paging file is a measure of success and shows when the reduction is to be started. This
can be in a few minutes or a few hours.

Already when the EXTEND-PAGING-AREA command (operand UTILIZATION=*LOW)
is used, the operating system is informed that this paging file should be used less for
adding virtual pages. The likelihood of success is the same here as in the previous
point.

By specifying the operand LATER-REDUCTION=*REQUESTED in the EXTEND-
PAGING-AREA command you can lessen the CPU load during the reduction. However,
more resident working memory is required to manage these paging areas.

You are advised to limit all the above measures to no more than two paging files.
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4.3.2 Selecting the paging area at startup

At startup time, systems support can use the parameter service to determine which
volumes are to be used for paging. Care is required here to ensure that SYS.PAGING.<vsn>
paging files have been set up on the volumes concerned and that the maximum number of
128 volumes is not exceeded.

The paging area initialized at startup should be at least 200 Mbytes in size. If the paging
area is smaller than 200 Mbytes, a warning in the form of message NS15115 is output on the
console, but system initialization continues.

If systems support did not specify any parameters for paging file selection, all
SYS.PAGING.<vsn> paging files created on the home pubset are automatically used for
paging. The parameter service allows volumes for paging areas both within and outside the
home pubset to be specified. The statements required for this purpose must be stored in
the parameter file by systems support (see the PAGING parameter record in chapter
“Parameter service” on page 75).
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4.4 Measures to prevent saturation states

Execution of a storage space request may lead to saturation states in the following areas:
main memory, system address space and paging memory.

Memory bottlenecks can also occur in the following situations which are described
elsewhere in this manual:

e If the main memory load or migration rate is too high (see page 413)
e If storage space is requested on public volumes (see page 323)

The messages output in accordance with the individual saturation states and causes are
listed in the following sections. The same also applies to the measures that can be
performed either by the operator or by system administration. This section focuses on long-
term measures for the prevention of saturation states.

Main memory

e The main memory size should be determined in accordance with the recommendations
in the Performance Handbook. If the main memory is too small, this usually has a
negative effect on performance since the paging rate and displacement rate are too
high.

e Inthe case of VM2000 guest systems, the recommendations in the Performance
Handbook concerning the value of MINIMAL-MEMORY-SIZE must be observed.

e The MODIFY-SYSTEM-BIAS command makes it possible to allow user programs to
make a larger number of user programs resident. It is advisable to restrict this authori-
zation to user IDs under which such programs are to run (ADD-USER and MODIFY-
USER-ATTRIBUTES commands).
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System address space

The system address space requirement is highly dependent on the system configu-
ration and peripheral devices as well as on the employed subsystems and system load.

You are strongly advised to be generous in assessing the system address space (the
size can only be set on SU /390, see page 146).

An insufficient system address space can result in undesired interruptions to operation
(e.g. because of subsystem version changes, increases in load, extension of the
system configuration or because of the after-effects of a saturation state).

You are advised to use the available load limitation possibilities. For example, you can
limit the number of users in the job classes (MODIFY-JOB-CLASS command). A user-
specific limitation of the program size is also possible (by means of the ADD-USER and
MODIFY-USER-ATTRIBUTES commands).

Paging memory

The size of the paging memory should be chosen on the basis of the recommendations
in the Performance Handbook.

A sufficiently large paging memory must be set up during system initialization
(parameter service).

If the paging memory requirement grows significantly during a session then the
extension should be performed as early as possible (by means of the EXTEND-
PAGING-AREA command).

The possibilities for load limitation should be used (see “System address space” above)

To prevent performance degradation, algorithms which are designed to counteract the
saturation state come into effect if saturation conditions occur.

In these circumstances the Control System displays the messages contained in the tables
below on the console.
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441

Main memory

Saturation state

Message: EXC0870 CORE SATURATION LEVEL=i

where 1 is a digit in the range 0 through 3 indicating the saturation level.
Level |Effects on system Operator action
0 Normal system processing None
1 No new batch jobs will be started. None
2 No new batch jobs will be started. None
3 No new batch jobs will be started. Jobs can be aborted by the operator
Requests for resident memory pages will be met
only for particularly important system jobs.
Desaturation
Level |Effects on system Operator action
2 ...0 |Desaturation Batch jobs None

reached.

can be started again once Level=0 has been

Saturation prevention measures

The occurrence of a saturation condition indicates that the system is overloaded. If main
memory requirements cannot be permanently reduced, the system needs more main
memory. In the case of a VM2000 guest system, the VM2000 administrator will need to
increase the MINIMAL-MEMORY-SIZE. You are not advised to set a larger NEW-
MEMORY-SIZE while leaving the MINIMAL-MEMORY-SIZE unchanged.

In the case of SU x86, it is the BS2000 memory that is affected. The proportion of overall
memory that this represents can be set via X2000.

Examples for the reduction of system main memory requirements

Reduce the DAB cache areas in main memory
Reduce the number of resident catalog buffers for specific pubsets or make the buffers

pageable
Export unused pubsets

Unload applications which have made user pages resident

Unload large applications or programs

Considerably reduce the number of tasks in the system
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44.2 System address space

Saturation state
Message: EXC0874 ADDRESS SPACE SATURATION=1

where 1 is a digit in the range 0 through 2 indicating the saturation level.

Level |Effects on system Operator action

0 Normal system processing None

1 No new batch jobs are started Inform systems administration
2 No new batch jobs are started

Saturation prevention measures

The occurrence of a saturation condition indicates that the system is overloaded. If the
system is affected by recurrent saturation, the system configuration is inadequate.

It may therefore be necessary to decrease the size of the user address space (see also the
“System Installation” manual [57], Modifying the BS2000 organization program, procedure
SYSPRC.BS2000-EXEC.<ver>).

These configuration options are not available on SU x86.

Examples for the reduction of system address space requirements

e Reduce the number of resident catalog buffers for specific pubsets.
e Export unused pubsets.

e Unload large applications or programs.

e Considerably reduce the number of tasks in the system.

® You are expressly warned not to unload large subsystems. Even though this normally
results in a short-term alleviation of the saturation state it is often not possible to reload
the unloaded subsystem later and it is therefore unavailable for the remainder of the
session.

e Recurrent saturations of the system address space even though the system is
configured correctly may indicate a system error. Please consult Customer Support.
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4.4.3 Paging memory

Saturation state

Message: EXC0873 NEW PAGING MEMORY SATURATION LEVEL=1

where i

is a digit in the range 0 through 3 indicating the saturation level.

Level

Effects on system

Operator action

0

Normal system processing

None

2

Batch jobs requesting class 6 memory
are rolled out. "

No new jobs will be started.

Operator must try to abort jobs or
to dynamically extend the paging
area with EXTEND-PAGING-
AREA

Interactive and batch jobs requesting class 6 memory
are rolled out.

The following message is issued to SYSOUT of dialog
jobs.

EXC0844 TASK TEMPORARILY HELD DUE TO
PAGING DEVICE SATURATION. TASK WILL BE
CONTINUED AUTOMATICALLY

The TCB addresses of the jobs are managed in a
queue. There they are arranged as follows:
interactive jobs precede batch jobs

high-priority jobs precede low-priority jobs

jobs of the same priority are arranged according to
the number of relocated pages (jobs with fewer
relocated pages come first)

No new jobs will be started.

Operator must try to abort jobs or
to dynamically extend the paging
area with EXTEND-PAGING-
AREA

A deadlock or system crash may
result.

1)

This job must fulfill the following conditions:

The job’s class 6 memory is saved to a temporary disk file (EAM), and then released.

the class 6 memory request does not refer to a common memory pool for several

jobs

the job is not associated with a serialization identifier

the job has not disabled any file pages
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Desaturation

Level |Effects on system Operator action
1 Level=1 occurs only on desaturation and merely None

indicates that the first job in the queue has been trans-

ferred back but there are still further rolled-out jobs.
0 All rolled-out jobs are processed. None

Jobs can be started again.

Saturation prevention measures

The occurrence of a saturation condition indicates that the system is overloaded.

If the system is affected by recurrent saturation, then the system configuration is inade-
quate or the measures taken to reduce the load are insufficient.

e Increase the paging memory.

e Ensure that a sufficiently large paging memory is set up during the system initialization
phase of subsequent sessions (parameter service)

e Check the load reduction measures.

Examples for the reduction of a system s paging memory requirements (if an extension is not desired)

e Unload large applications or programs

e Considerably reduce the number of tasks in the system
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The device management facility of BS2000 (Nucleus Device Management, NDM) manages
the peripheral configuration of a Server Unit. The channel peripherals of the SU /390 are
predefined during hardware generation with IOGEN (see the “System Installation” manual
[57]). The bus and Fibre Channel peripherals of the SU x86 are made known via X2000.

Device management incorporates the following functions:

e controlling the availability of all hardware units and their connections with respect to the
system

e making available allocation and release mechanisms for devices and volumes

e handling mount jobs for volumes and protecting these volumes against illegal operator
intervention

e enabling the reservation of devices, volumes and files according to job priorities

e providing information on allocation and availability states of the configuration

This chapter looks in detail at configuration, reconfiguration and dynamic 1/O reconfigu-
ration for SU /390. The differences for SU x86 are pointed out.

The NDM (Nucleus Device Management) component for resource allocation and reser-
vation plus the monitoring, selection and operation of public data volumes are then
described.

Next follows detailed information on error handling for selected device controllers and on
managing private data volumes. Next follows detailed information on the IORM and
SANCHECK utility routines.
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IOGEN statement:
CPU SE CPU
FCLINK channel channel channel
channel 00 02 XX nn CHN
Controller CTL
Device Device bvc

Figure 3: Extract from a configuration (SU /390)
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Interfaces for administering the configuration

Command

Meaning

ADD-IO-UNIT

Dynamically add new /O unit !

ATTACH-DEVICE

Attach a hardware unit
locally for channels and controllers or globally in VM2000

DETACH-DEVICE

Detach a hardware unit
locally for channels and controllers or globally in VM2000

INCLUDE-DEVICE-CONNECTION

Include a logical connection locally or
globally in VM2000

MODIFY-IO-UNIT

Modify a controller’s path description 1
Modify a device’s preferred path 1
Define the preferred PAV device
Modify timeout settings 2

REMOVE-DEVICE-CONNECTION

Remove a logical connection locally or
globally in VM2000

REMOVE-IO-UNIT

Dynamically remove 1/O unit !

SECURE-RESOURCE-
ALLOCATION

Request resources

SHOW-DEVICE-CONFIGURATION

Display the input/output configuration

START-CONFIGURATION-
UPDATE

Start dynamic 1/O configuration modification

STOP-CONFIGURATION-UPDATE

Stop dynamic I/O configuration modification,
Save the current IORSF

UNLOCK-DEVICE

Reset hardware reservation

Macro

Meaning

NKDINF

Information on the allocation and availability state of the
(peripheral) configuration

Table 9: Overview of interfaces for administering the configuration

" These functions are only available if a dynamic I/O configuration change has been initiated.

2 This function is also available outside of a dynamic reconfiguration independently of the architecture of the

Server Unit.
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5.1.1 Hardware units

Types of hardware unit

The following types of hardware unit are included in a configuration:
e the CPUs (central processing units)
e the channels (CHN), which are defined by means of the IOGEN statement CHN

e the multidevice controllers (CTL), which are defined by means of the IOGEN CTL
statement (tape and disk controllers)

e the devices (DVC), which are defined by means of the IOGEN DVC statement

On SU x86 only channels (CHN) and devices (DVC) are known and visible for the
bus and FC peripherals in BS2000, but no controllers (CTL).

With virtual connections a distinction is made between inner and outer units, which are used
for input/output.

The channels (CHN) are the inmost hardware units, the devices (DVC) the outmost. The
order of the various hardware units, viewed from the inside to the outside, is as follows CHN
-CTL -DVC

Thus when, for example, a direct virtual connection exists between the two hardware units
CTL and DVC, CTL is the inner and DVC the outer unit.

States of hardware units

These hardware units can assume the following states:

ATTACHED

The hardware unit is attached to the system and can be used for input/output. This state is
set:

e after system initialization if the appropriate unit was generated in the hardware gener-
ation with IOGEN with the attribute “A” (e.g. DVC A0Q,CB,A/(...))

e after system initialization if the appropriate unit was modified in the startup parameter
service with the IOCONF statement MOD-IO-UNIT ..., STATE=ATT

e after successful invocation of the ATTACH-DEVICE (ATT) command.
e after successful invocation of the ADD-IO-UNIT command (with STATE=*ATTACHED)
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ATTACH-PENDING

Attachment is performed for a disk or tape device. The hardware unit cannot yet be used
for input/output. If the reconfiguration job is executed, the hardware unit assumes the
ATTACHED state.

If the reconfiguration job cannot be executed, the hardware unit is placed in the DETACHED
state (see section “Special information on tape devices” on page 163).

This state is set during execution of input/output operations to determine control and device
data and to reserve MTC devices.
DETACHED

The hardware unit is detached from the system and cannot be used for input/output. The
DETACHED state is further subdivided into:

e DETACHED EXPLICITLY. This state is set:

after system initialization if the relevant unit was generated in in the hardware
generation with IOGEN with the attribute “D” (e.g. DVC_AO0,CB,D/(...))

— after system initialization if the relevant unit was modified in the startup parameter
service with the IOCONF statement MOD-IO-UNIT ..., STATE=DET

— after successful invocation of the DETACH-DEVICE (DET) command (DET)

— after automatic reconfiguration by the operating system
— after system initialization if a hardware unit is recognized as “offline”.

e DETACHED IMPLICITLY
All internal connections of the appropriate unit are in the REMOVED state.
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DETACH-PENDING

The unit is still allocated by a task or the system and is no longer available after the end of
allocation. Further allocation attempts are not permitted. The DETACH-PENDING state
occurs generally only during a specified wait time (operand FORCE=NO...) in the DETACH-
DEVICE command. It can also occur if a DETACH-DEVICE command is issued with the
FORCE=*YES operand for a magnetic tape cartridge device (see section “Special infor-
mation on tape devices” on page 163).

If the reconfiguration job can be carried out during the wait time, the unit is placed in the
DETACHED state, otherwise it (re-)enters the ATTACHED state. The DETACH-PENDING
state is subdivided into:

e DETACH-PENDING EXPLICITLY
This state is set if the unit is directly detached.

e DETACH-PENDING IMPLICITLY
This state is set if no inner connections of this unit are in the INCLUDED state and at
least one is in the REMOVE-PENDING state.

INVALID

The device cannot be used nor can it be reconfigured (attached).
Example: The device has been removed with REMOVE-IO-UNIT.
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5.1.2 Virtual, reconfigurable connections

Types of virtual, reconfigurable connection

The following virtual (reconfigurable) connections exist in a configuration:
e Dbetween the channels and the devices generated directly on them

e between the channels and the controllers generated on them

e between the controllers and the devices generated on them

A distinction is made between inner and outer virtual connections:

e Aninner connection always goes to an inner unit (e.g. from DVC to CTL or from CTL to
CHN).

e An outer connection goes to an outer unit (CHN to CTL or CTL to DVC).

States of virtual, reconfigurable connections

INCLUDED

The virtual connection to the system has been established and can be used for input/output.
This state is set:

e after system initialization if the relevant unit was modified in the startup parameter
service with the IOCONF statement MOD-IO-UNIT *CON(..., STATE=INC)

e after successful invocation of the INCLUDE-DEVICE-CONNECTION (INC) command

REMOVED

The virtual connection to the system has been cleared and cannot be used for input/output.
The REMOVED state is further subdivided into:

e REMOVED EXPLICITLY
This state is set:

— after system initialization if the relevant unit was modified in the startup parameter
service with the IOCONF statement MOD-IO-UNIT *CON(..., STATE=REM)

— after automatic reconfiguration by the operating system
— after successful invocation of the REMOVE-DEVICE-CONNECTION command.
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e REMOVED IMPLICITLY
This state is set if the inner hardware unit is in the DETACHED state.

REMOVE-PENDING

The virtual connection is still in use and thereafter is no longer available to the system. This
state occurs only during a wait time in the REMOVE-DEVICE-CONNECTION or DETACH-
DEVICE command. If the reconfiguration job can be carried out, the connection is placed

in the REMOVED state; otherwise the INCLUDED state is set (reinstated). The REMOVE

PENDING state is subdivided into:

e REMOVE-PENDING EXPLICITLY
This state is set if the connection is cleared directly [with wait time (operand
FORCE=NO... in the REMOVE-DEVICE-CONNECTION command)].

e REMOVE-PENDING IMPLICITLY
This state is set if the inner unit of this connection is in the DETACH-PENDING state.
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5.2 Reconfiguration

5.2.1

Reconfiguration comprises detaching and attaching the components of the configuration of
a Server Unit. A configuration consists of hardware units and their virtual connections.

For this purpose the operator is provided with the following reconfiguration commands:

Command Meaning
ATTACH-DEVICE Attach a hardware unit

locally for channels and controllers or globally in VM2000
DETACH-DEVICE Detach a hardware unit

locally for channels and controllers or globally in VM2000

INCLUDE-DEVICE-CONNECTION | Include a logical connection locally or
globally in VM2000

REMOVE-DEVICE-CONNECTION | Remove a logical connection locally or

globally in VM2000

Table 10: Reconfiguration commands

For other commands and macros relevant to reconfiguration, see table 12 on page 174.

Reconfiguration for multiprocessors

The system reacts automatically to hardware failures. If one of the components (CPU,
channel) fails, it is automatically detached from the operating system. Operation continues
using the remaining components.

The operator can attach or detach components by means of reconfiguration commands. If
a component is to be disabled in order to be serviced or for other reasons, the operator can
detach it by means of the DETACH-DEVICE command. Further operations are then
performed on the remaining components. If a component which has been detached is to be
made available again, the operator can attach it using the ATTACH-DEVICE command.

Reconfiguration fails if:
e after a CPU has been detached, there is no longer at least one CPU still operable

e ifinconsistencies arise in the operating system data when a CPU fails and the hardware
is unable to make a valid hardware context available

e if public volumes or the last console are affected by the failure.
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5.2.2

Certain devices must be switched on or switched over before they can be addressed by the
system once more. Switching over in this case means not only the physical switching of the
device to an alternative path, although this is a prerequisite for the operation Switching over
incorporates all the actions necessary for the system to be able to address the devices
again. The process of switching over or switching on devices is the responsibility of the
operator.

If an error occurs in one of the attached CPUs for a Server Unit with more than one

@ CPU, the Server Unit in many cases will be reconfigured automatically. The only
time that a reconfiguration cannot be performed is if a valid program context cannot
be created for the failed CPU and if the lock mechanism of the operating system is
active.

Detaching and attaching the components CPU, CHN, CTL and DVC

Detachment of components by the operating system

Components that fail are automatically detached. The operator then receives the following
message at the main console:

NKRO048 "CHANNEL=mn' DETACHED BY SYSTEM *#****skkkxx (for CHN)
ETMRK48 CPUxy DETACHED BY SYSTEM *#kskkksksxx (for CPU)
mn Mnemonic device name of the component

Message ETMRK48 must be acknowledged by the operator. This prevents components from
being detached without the operator's knowledge.

The message is output to the main console connected to the unaffected 1/0 processor.

Attachment or reattachment is performed by the operator using the ATTACH-DEVICE
command, although this is not always possible.
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Detachment of components by the operator

The operator can detach components by means of the DETACH-DEVICE command (see
the “Commands” manual [27]).

The operating system confirms that each component has been successfully detached by
the following message to the console:

NKRO045 'CHANNEL=mn' DETACHED **ktikixsk (for CHN)
ETMRK19  CPUxy DETACHED **tksxsx (for CPU)

The DETACH-DEVICE command is rejected with an appropriate message if it cannot be
performed at the present time.

For channels and device controllers under VM2000 on SU /390, detachment can only be
performed in the monitor system in the local system or in all BS2000 guest systems
(globally in VM2000). The command must then be entered on the monitor system.

Attachment/reattachment is performed by means of the ATTACH-DEVICE command.

Attachment of components by the operator

The operator can attach components by means of the ATTACH-DEVICE command in the
following cases:

e if a component becomes available again following a failure or servicing
e if system initialization was performed without a component.

For channels and device controllers under VM2000 attachment can only be performed in
the monitor system in the local system or in all BS2000 guest systems (globally in VM2000).

The operating system confirms that each component has been properly attached by means
of the following message to the console:

NKRO040 '<unit-class>=mn' ATTACHED (for CHN, CTL, DVC)
ETMRK18  CPUxy ATTACHED (for CPU)

Attaching and detaching extra CPUs

Extra CPUs can exist on every Server Unit.

The operator can attach one or more extra CPUs while the system is running with the
ATTACH-DEVICE UNIT=*EXTRA-CPU(CPU-ID=...) command.

The extra CPUs are detached with the DETACH-DEVICE command.

See page 172 for more detailed information on attaching and detaching extra CPUs.
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5.2.3 Effect of reconfiguration commands

A reconfiguration command has no effect if a state is to be selected which has already been
set or which cannot be set. The relevant messages are output.

Under VM2000, it is possible to attach or detach channels, controllers and connections in
the monitor system only in the local system or in all BS2000 guest systems (globally in
VM2000).

The operand SCOPE=OWN-SYSTEM-ONLY/VM2000-GLOBAL has been introduced for
this purpose.

ATTACH-DEVICE

If a valid ATTACH-DEVICE command is entered, this has the following effect:

If the specified hardware units were in the DETACHED EXPLICITLY state they enter the
ATTACHED state. The hardware units can be used once again.

If the outer connections associated with these hardware units were in the REMOVED
IMPLICITLY state, they enter the INCLUDED state. The virtual connections can be used
once again.

The outer hardware units which are connected to these units and which were in the
DETACHED IMPLICITLY state enter the ATTACHED state if at least one virtual connection
to the outer unit is in the state INCLUDED.

DETACH-DEVICE

A valid DETACH-DEVICE command has the following effect:

Each of the hardware units specified assumes the DETACHED EXPLICITLY state. They
cannot be used.

All outer connections associated with these hardware units enter the REMOVED
IMPLICITLY state. They cannot be used.

All outer hardware units connected to these units assume the DETACHED IMPLICITLY
state if the connection to the directly detached unit was the last or the only virtual
connection. These external hardware units cannot be used.

Detachment with the parameter SCOPE=*VM2000-GLOBAL is successful only if it was
possible to implement detachment successfully in all BS2000 guest systems.

The forced detachment of channels is enabled in the monitor system by the operand
FORCE=*UNCONDITIONAL-OFFLINE under VM2000 (SU /390).
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INCLUDE-DEVICE-CONNECTION

The entry of a valid INCLUDE-DEVICE-CONNECTION command has the following effect:

If the virtual connections specified were in the REMOVED EXPLICITLY state, they enter the
INCLUDED state. The connections can be used once again.

If the outer units associated with the connections were in the DETACHED IMPLICITLY
state, they enter the ATTACHED state. These hardware units can be used once again.

The outer connections extending from these hardware units enter the INCLUDED state if
they were previously in the REMOVED IMPLICITLY state. These outer connections can be
used again.

REMOVE-DEVICE-CONNECTION

Valid input of the REMOVE-DEVICE-CONNECTION command has the following effect:

The virtual connections specified enter the REMOVED EXPLICITLY state. They can no
longer be used.

The outer hardware units attached to these connections enter the DETACHED IMPLICITLY
state if the detached connection was the last or only inner connection. These hardware
units can no longer be used.

The outer connections extending from these outer hardware units in the DETACHED
IMPLICITLY state enter the REMOVED IMPLICITLY state. They can no longer be used.
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Interfaces for KVP consoles

The two 1/O interfaces (device type SKP2) constitute a single virtual unit for the operating
system. With ATTACH/DETACH tasks it ensures that both interfaces assume the same
state. A precondition is that both paths from the controller to the interfaces should also be
in the same state. If the paths are put in different states using INCLUDE-/REMOVE-
DEVICE-CONNECTION, correct error handling of the interfaces by the system is not longer
guaranteed.

Activating hardware units and connections is the responsibility of the operator.
Hardware units and connections are deactivated either by the operator or (in
serious cases) by the system.

The operator is responsible for coordination when hardware units which are
connected to several systems are attached or detached.

Devices in the DETACH-PENDING state can be used by the volume monitoring in
the event of remount jobs if no other free devices are available.
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5.2.4 Special information on magnetic tape and disk devices

When the system is initialized, magnetic tape cartridge devices are first explicitly
DETACHED from the system.

For ATTACHED generated disk devices, and those belonging to the home pubset, device
and controller attributes are determined via input/output commands. A device is explicitly
DETACHED from the system if these attributes cannot be determined due to INPUT/OUTPUT
errors.

When a magnetic tape or disk device is attached, the first thing that happens is that device
and controller attributes are determined. If this cannot be done successfully, the ATTACH
procedure is rejected.

Exception

If the determination of the attributes for magnetic tape devices was rejected as a result
of “NO PATH AVAILABLE” (CC=3), the ATTACH procedure is permitted. This means it is
possible to overconfigure for the purposes of overallocation.

Special information on tape devices

Tape devices (MTC devices and emulated tape devices) are only ATTACHED if they can
be physically reserved for the home system. Once tape devices have been successfully
attached, they are assigned exclusively to a system.

ATTACH-DEVICE

When a tape device is being attached, an attempt is made to reserve the device. The
message NKR0042 DEVICE=mn ATTACH ACCEPTED is issued and the device is placed in the
ATTACH-PENDING state.

Once the device has been successfully reserved, the message NKR0110 DEVICE=mn
DEVICE ATTACHED AND ASSIGNED is issued, and the tape device assumes the ATTACHED
state.

If the tape device has been reserved by another system, the messages NKR0O111 DEVICE=mn
DEVICE ASSIGNED ELSEWHERE and NKRO044 DEVICE=mn ATTACHMENT REJECTED are issued,
and the tape device is placed in the DETACHED-EXPLICITLY state.

If the tape device cannot be assigned for other reasons, the following message is issued:
NKRO112 DEVICE=mn COULD NOT BE ASSIGNED.

A dummy tape device will be attached even if assignment is rejected due to the unavail-
ability of the device or device controller. In this case, the following messages are issued
instead of the NKRO110 message:

NKRO112 DEVICE=mn COULD NOT BE ASSIGNED

NKRO0O40 DEVICE=mn ATTACHED
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DETACH-DEVICE

In the case of detachment (explicit or implicit), an attempt is made to cancel the hardware
reservation:

e During this time, all devices/paths affected by the reconfiguration job are placed in the
DETACH-/REMOVE-PENDING state.

e The message: NKRO114 DEVICE=mn DEVICE UNASSIGNED indicates successful
execution; The message: NKR0O115 DEVICE=mn COULD NOT BE UNASSIGNED. indicates
that the hardware reservation could not be canceled.

e If an ATTACH-DEVICE command is issued during the wait time, a new allocation
attempt is made.

Effects of a DETACH-DEVICE/REMOVE-DEVICE-CONNECTION command with the
FORCE=*YES operand on the controller:

1. The controller acknowledges write jobs if the data to be transferred is stored in one of
the controller’s buffers; It then transfers the data asynchronously to the volume.
The system then waits a maximum of 2 minutes for successful transfer to the tape
device or for data that could not be transferred to be read in again. One of the following
messages is issued:
NKRO0O20 DETACH DEVICE ACCEPTED
NKROO21 REMOVE DEVICE CONNECTION ACCEPTED

During this wait time the tape device is in the DETACH-PENDING state.

2. After expiration of this wait time, at the latest, an attempt is made to cancel the hardware
reservation.

3. Issuing an ATTACH-DEVICE command during the wait time results in cancellation of
the DETACH job.

When the system is terminated, an attempt is made to cancel all (still) existing hardware
reservations for the system. If the attempt fails, the following message is issued:
NKRO115 DEVICE=mn COULD NOT BE UNASSIGNED

If an attempt to attach a device is rejected with the message NKRO111 DEVICE=mn DEVICE
ASSIGNED ELSEWHERE, the tape device is reserved by an external system. The UNLOCK-

DEVICE command can be used to cancel the reservation by the external system. After a
system crash this command can be used to release the tape device.
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5.3 Dynamic /O configuration changes (SU /390)

Reconfiguration during system operation means the attachment and detachment of previ-
ously defined components of the configuration of a Server Unit (see section “Reconfigu-
ration” on page 157).

In addition, it is possible to add or remove I/O units to and from the Server Unit configuration
during ongoing operation.

Itis possible to modify the 1/O configuration during system operation, i.e. the existing config-
uration can be extended or reduced without the need for a new IMPL. The modifications are
implemented directly on the Server Unit’s active IORSF.

This method of changing the configuration is referred to as “dynamic I/O configuration
change” below. Dynamic I/O configuration changes are supported for the following device
classes:

e disk and tape devices
o Network/LAN devices

Preparations for dynamic I/O reconfiguration

To make it possible to add new devices and controllers to the configuration during system
operation, the system generates additional free table entries for devices and controllers
during system initialization. The table entries for the channels and connections between the
I/O units are created dynamically and do not need to be considered by systems support
during IORSF generation.

The number of free table entries for devices and controllers depends on the size of the
reserve area in the IORSF.

In the case of an IORSF created with IOGEN this is sufficient for 512 additional entries
(channels, controllers, devices and their connections), see the “System Installation” manual
[57]. An IORSF that has already been modified can have more or less free entries either
through adding or removing units in the active IORSF or through writing back the active
IORSF with the STOP-CONFIGURATION-UPDATE ..., DEVICE-RESERVE= command.

At system startup, 64 free entries are provided in the device table for network/LAN devices,
and for disk and tape devices the maximum possible number for each resulting from the
free entries in the IORSF (but at most 2048 each). The total number of units which can be
added dynamically may not exceed the limits set in the IORSF.
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Measures to avoid bottlenecks

Every device or controller which is added to the configuration occupies a free table entry.
The attempt to add the unit is rejected if no further free table entries are present. In such

cases, it is not possible to add a new device or controller until a corresponding I/O unit has
been removed.

If at IORSF generation time, it is possible to predict that these free table entries will not be
sufficient for the dynamic I/O configuration changes expected in the next session then a
sufficiently large number of future 1/0 units should also be configured in the IORSF. When
they are taken into service, these additional I/O units can then be redefined to match the
real configuration using the dynamic reconfiguration commands.

Performing dynamic I/O configuration changes

The following commands are available for dynamic 1/0O configuration changes. The
commands are described in detail in the “Commands” manual [27]:

Command Meaning
ADD-IO-UNIT Define new 1/O units
MODIFY-IO-UNIT Change path description for a controller,

modify the preferred path for a device,
modify the timeout settings,
specify preferred device for PAV.

REMOVE-IO-UNIT Remove I/O units
SHOW-DEVICE-CONFIGURATION Display the input/output configuration
START-CONFIGURATION-UPDATE Start dynamic 1/O configuration modification
STOP-CONFIGURATION-UPDATE Stop dynamic I/O configuration modification,

Save the current IORSF

Table 11: Commands for dynamic 1/O configuration changes

Before changes can be made to the configuration, dynamic I/O configuration modification
must be started using the START-CONFIGURATION-UPDATE command. The commands
for configuration modification are not accepted until dynamic reconfiguration has been
started successfully.

Exception

If you simply wish to modify device timeout settings then the MODIFY-IO-UNIT
command (operands: UNIT=*DEVICE(...) and TIMEOUT=...) can be entered outside of
dynamic reconfiguration. This is also true when specifying a preferred device for PAV
(operand PAV-PREFERRED-DEVICE).

These changes can be performed independently of the Server Unit's architecture!
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Once dynamic I/O configuration modification has been started successfully, systems
support can use the ADD-IO-UNIT, REMOVE-IO-UNIT and MODIFY-IO-UNIT commands
to modify the I/O configuration dynamically. The modifications are implemented in the active
IORSF (Input/Output Resource File) and therefore take effect immediately.

General conduct of a dynamic I/O configuration change

Every command-initiated configuration change is processed in a number of stages under
the control of the system component IORECONF:

1.

Inspection phase:

IORECONF checks whether the requested configuration change can be performed and
rejects requests which cannot be satisfied. Thus, for example, an ADD-IO-UNIT
command for a device may be rejected for one of the following reasons:

— The controller or channel to which the device is to be connected is not defined.

— The device is already defined.

— There is no free table entry available.

Atfter this, all the other system components which are affected by the configuration
change are called (e.g. device and volume management components). The request can
then be rejected by one of the called components.

Modification of IORSF:

When the check has been terminated, the configuration change is entered in the active
IORSF. During the period required to modify IORSF, all the affected devices are locked
for 1/0 operations.

Modification of tables:
Once IORSF has been successfully modified, IORECONF modifies the I/O tables and
informs system components affected about the configuration change.

If the request for a configuration change cannot be completed in full, IORECONF attempts
to reconstruct the initial status. The completion and rejection of configuration change
requests are logged by means of console messages (NKR. . . .).
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Dynamic extensions to the I/O configuration

Systems support can use the ADD-IO-UNIT command to add new 1/O units (device,
controllers, channels) to the configuration. Devices can be defined as PAV alias devices
(see section “Parallel Access Volumes (PAV, SU /390)” on page 198).

New I/O devices must be specified in the sequence: channel controller device. Up to 256
devices can be added to a controller by means of an ADD-IO-UNIT command.
Restrictions and special aspects

A new channel module can be added by means of the following steps:

1. ADD-IO-UNIT *CHN(...),STATE=DET command for each channel in the module

2. Installation of channel group and activation via CM frame

3. ATTACH-DEVICE *CHN(...) command for each channel in the module

Channels in modules which were already present on IMPL can be dynamically generated
using ADD-IO-UNIT but cannot then be switched “online”. For this reason, all channels that
are already present should be pre-generated.

To operate a new tape device, the following measures are necessary in addition to the
ADD-IO-UNIT definition and when an MTC archiving system is used:

1. The ADD-DEVICE-DEPOT command must be issued to assign a storage location.

2. Ifyou are using MAREN and the new device is to be subject to free tape allocation, the
MARENUCP program must be terminated and restarted.

3. Ifthe new device is part of an MTC archiving system controlled by ROBAR and has not
yet been defined in the ROBAR configuration file, ROBAR-SV must be terminated and
the ROBAR-SV configuration file extended. ROBAR-SV can then be restarted.

In configurations without MTC archiving systems, the tape device need only be ATTACHED
(ATTACHDEVICE command) if it has not already been implicitly attached with the ADD-IO-
UNIT ...,STATE=*ATTACHED command.

Before or after addition, a new network/LAN device must be declared in DCM by means of
the BCIN command.

The IOTRACE subsystem does not take account of newly added I/O units unless it is
restarted following the configuration change.
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Dynamic reductions to the I/O configuration

Systems support can use the REMOVE-IO-UNIT command to remove 1O units (devices,
controllers, channels), which currently have the status DETACHED, from the current config-
uration. When the “innermost” unit is removed (channel or controller), then the system also
implicitly removes the “outer” units (controller or devices) if these are not associated with
any other “inner” units. I/O units for removal must be specified in the sequence: device
controller channel.

Dynamic modifications to the 1/0 configuration properties

Systems support can use the MODIFY-IO-UNIT command for the dynamic modification of
the configuration attributes of controllers and devices. In the case of controllers, it is
possible to redefine the I/O parts and the availability of the connection between the channel
and controller INCLUDED or REMOVED).

In this way, a controller which possesses two or more channel connections can be switched
over without interruption. In the case of a device, it is possible to modify the preferred 1/0
path. You can specify with the STATE=*PAV-PREFERRED-DEVICE(...) operand that the
PAV device under VM2000 is preferred for I/O (see section “Parallel Access Volumes (PAV,
SU /390)” on page 198 for more information on PAV).

The command can also be used to modify device timeout settings (MODIFY-IO-UNIT
UNIT=*DEVICE(...), TIMEOUT=<value_in_seconds>).

If only the device timeout settings are modified or a preferred device for PAV is specified,
then the command can also be issued outside of dynamic reconfiguration (i.e. indepen-
dently of the architecture of the Server Unit).

The timeout value should only be changed temporarily for certain actions, e.g. the online
update of a disk storage system controller. After that the timeout should be reset to its
default value with TIMEOUT=*DEFAULT.

Stop dynamic I/O configuration change

Dynamic I/O configuration modification is terminated with the STOP-CONFIGURATION-
UPDATE command. To make the current I/O configuration available for a following session,
the current IORSF can be saved using the IORSF-UPDATE operand.

If the system crashes before the active IORSF is written to the hard disk then the configu-
ration changes that have already been performed are not lost on the next IPL since the
BS2000 I/O tables are derived from the active IORSF on system initialization.

Following the successful termination of dynamic reconfiguration, the reconfiguration
commands ADD-IO-UNIT, REMOVE-IO-UNIT and MODIFY-IO-UNIT are no longer
accepted (exception: timeout settings).
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54

Dynamic I/0O configuration modification under VM2000

Under VM2000 it is only possible to enter the 1/0O reconfiguration commands in the monitor
system. The necessary changes in the 1/O tables are performed in the Hypervisor, in the
monitor system and automatically in the active guest systems. When the START-CONFIG-
URATION-UPDATE command is entered, message NKR0178 is displayed indicating how
many guest systems are active and which of them support dynamic configuration changes.

Dynamic I/O configuration changes (SU x86)

On SU x86 bus peripherals are not configured anymore with IOGEN but are instead
configured via X2000. Due to this, the ability to overdefine the I/O configuration, which then
allowed predefined devices to be put into operation dynamically later on, is also eliminated.

Disks, tape and network/LAN devices can be added to the configuration during system
operations. BS2000 creates additional empty device table entries for this purpose during
system initialization:

e for network/LAN devices, 64

e for disk and tape devices, approx. 10% each of the number of devices already defined
in the device table (at least 64, at most 2048)
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5.5 Reconfiguration of extra and spare CPUs

The Server Units offer improved high availability for CPUs as well as the ability to tempo-
rarily attach preinstalled CPUs that expand the computing capacity of the server slightly
beyond its nominal value.

When a BS2000 CPU fails, an existing spare CPU is automatically attached. The nominal
performance of the Server Unit is thus guaranteed.

On an SU/390 one spare CPU is available for this purpose.

On an SU x86 a CPU not previously used by BS2000 is employed when system startup
takes place following a CPU failure.

In addition to the spare CPU, if necessary, additional Server Unit power can be temporarily
installed beyond the nominal number of multiprocessors (MP level) on the Server Unit in
the form of extra CPUs whose duration of usage is specified in a contract. The extra CPUs
are attached and detached by systems support using extended CPU reconfiguration
commands. The usage intervals are recorded in BS2000 in a separate log file and also
appear as messages sent to remote service.

See the “WYM2000” manual [62] for more information on using spare/extra CPUs in VM2000.

5.5.1 Functionality in BS2000 native operation

Installation

In the context of a new installation or the reconfiguration of a Server Unit, the model lock
diskette read in by customer support stores the model and hardware characteristics on the
Server Unit. These characteristics are: the model ID, the globally unique IDs of the installed
CPUs, the Server Unit’s nominal MP level, the number of spare CPUs available (only for
SU /390) and the number of extra CPUs as agreed to in the contract.

IPL

During startup the CPUs are put in to operation in accordance with the number of multipro-
cessors (ATTACHED, ONLINE, NORMAL).

Extra CPUs remain detached in BS2000 (DETACHED, OFFLINE, EXTRA).

spare CPUs also remain detached (DETACHED, OFFLINE, SPARE) if the model is a model
with two or more CPUs. The spare CPU is attached (DETACHED, ONLINE, SPARE) for
models with only one CPU.

IPL specifies a CPU for normal operations using the firmware, and it is checked by the
BS2000 software. The state of the CPU is displayed with the SHOW-DEVICE-CONFIGU-
RATION CLASS=*CPU command.

U2417-J-Z2125-19-76 171



Reconfiguration of extra and spare CPUs Device management

CPU failure

When a CPU fails (MFA=Malfunction Alert, MCKI=Machine Check Interrupt) on an SU /390,
BS2000 detaches the defective CPU (DETACHED, OFFLINE, ERROR) and simultane-
ously attaches a spare CPU that is ready for operation.

The following messages (which are also sent to the service center as a teleservice call) are
output when this is done:

ETMRK48 CPU (&01) DETACHED BY SYSTEM

ETMRK20 CPU (&01) ATTACHED BY SYSTEM

After a MFA the detached CPU is locked for any following “IPL/Power on Reset” or IMPL.
BS2000 does not display it anymore after the next IPL or IMPL. Only after the CPU is
repaired or exchanged by the service (the entire server must be offline to do this) can the
CPU be declared to be available via an SVP frame.

When a CPU fails for a different reason (e.g. a CPU loop), detaching the CPU normally has
no effect on the next startup (DETACHED, ONLINE, NORMAL). A spare CPU is not
attached in this case.

Attaching and detaching extra CPUs

In accordance with the contractual duration of usage, extra CPUs can be attached by the
operator for a limited time. On BS2000 systems this is done using the expanded operands
of the ATTACH-DEVICE and DETACH-DEVICE commands:

/ATTACH-DEVICE UNIT=*EXTRA-CPU(CPU-IDENTIFIER=<x-string 2..2>/*ALL/*ANY)

*ALL All detached extra CPUs are attached.

*ANY Any one of the detached extra CPUs is attached.

Additional messages when the commands are being processed (asynchronous, no
command return codes):

ETMRK58 EXTRA-CPU (&00) ATTACHED

ETMRK5A ALL EXTRA-CPU'S ALREADY ATTACHED

ETMRK5E OBJECT EXTRA-CPU NOT EXISTING ON THIS HARDWARE

The extra CPUs are detached in a similar fashion:

/DETACH-DEVICE UNIT=*EXTRA-CPU(CPU-IDENTIFIER=<x-string 2..2>/*ALL/*ANY)
*ALL All attached extra CPUs are detached

*ANY Any one of the attached extra CPUs is detached.

Additional messages when the commands are being processed (asynchronous, no
command return codes):

ETMRK59 EXTRA-CPU (&00) DETACHED

ETMRK5B ALL EXTRA-CPU'S ALREADY DETACHED

ETMRK5E OBJECT EXTRA-CPU NOT EXISTING ON THIS HARDWARE

The attaching and detaching is recorded in the special SYS.RESLOG log file (see the
“Diagnostics Handbook” [14]).
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An operable spare CPU is also automatically attached when an extra CPU fails (for SU /390
only).

The use of the extra services terminates once the BS2000 session terminates or when it
terminates abnormally. The extra CPUs are added again explicitly when a new session is
started.

Expanding the output of the information commands

Example: Information on CPUs (SU /390 with 2 extra CPUs and 1 spare CPU
/SHOW-DEVICE—CONFIGURATION UNIT=*SELECT(CLASS=*CENTRAL-PROC)
MNEM  UN-CLASS UN-TYPE CONF-STATE POOL/SIDE

00 CPU SU700-30 ATTACH /ON NORMAL
01 CPU SU700-30 ATTACH /ON NORMAL
02 CPU SU700-30 ATTACH /ON NORMAL
03 CPU SU700-30 ATTACH /ON EXTRA
04 CPU SU700-30 DET(EX)/OFF EXTRA
05 CPU SU700-30 DET(EX)/OFF SPARE

5.5.2 Functionality as a VM2000 guest system

The extra CPUs are invisible to BS2000 guest systems. They can only be used via VM2000
commands — see the “YM2000” manual [62].

With VM2000, in addition to the normal virtual CPUs (whose number is specified when

configuring the VM), all guest systems are assigned as many virtual spare CPUs as the
Server Unit configuration has real spare CPUs. The virtual CPU that fails when the real
CPU it is currently running on fails is replaced by the affected guest system by a virtual

spare CPU.

This is especially important for the availability of guest systems that only have one CPU
assigned since such systems without a spare CPU are terminated immediately when CPU
errors occur while it is running. With a (virtual) spare CPU, there is a realistic chance when
a failure occurs that the guest system will be able to continue operation without interruption
after an internal CPU reconfiguration.
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5.6 NDM -resource allocation and reservation

NDM (Nucleus Device Management) is the actual device management tool of BS2000. The
basic function of device management is to allocate devices. Since, as a general rule, not
every device request can be fulfilled, NDM must also offer a device reservation function,
manage queues and process these queues.

NDM records the number and status of the devices at system startup time and changes in
these statuses during operation.

If an application program issues a task to a particular device, if this device is available and
if it is allocated by NDM, then NDM must also ensure that the device is flagged as occupied
and no other application program has access to the device. This device remains occupied
until the application program with access authorization has finished working with the device

and has notified NDM.

Command

Meaning

ADD-DEVICE-DEPOT

Defines assignment of tape device to depot

CHANGE-DISK-MOUNT

Locks private disk for access

CHANGE-TAPE-MOUNT

Changes mount status of tapes

CHECK-DISK-MOUNT

Checks mount status of a disk

CHECK-TAPE-MOUNT

Checks mount status of tape devices and MTCs

MODIFY-MOUNT-
PARAMETERS

Changes parameters for mounting and demounting tapes and disks

MODIFY-RESOURCE-
COLLECTION

Controls collector selection

REMOVE-DEVICE-DEPOT

Cancels assignment of tape device to depot

SECURE-RESOURCE-
ALLOCATION

Requests resources

SET-DISK-DEFAULTS

Defines default values for DISK parameters

SET-DISK-PARAMETER

Sets defaults for monitoring disks

SET-DRV-PARAMETER '

Defines recording procedures for private disk or pubset

SHOW-DEVICE-
CONFIGURATION

Display the input/output configuration

SHOW-DEVICE-DEPOT

Shows the assignment of tape device to depot

SHOW-DEVICE-STATUS

Requests allocation and monitoring information for devices

SHOW-DISK-STATUS

Shows assignment and DISK parameters

SHOW-DRV-STATUS '

Shows DRV-specific information and parameter settings

Table 12: Overview of interfaces for resource allocation and reservation

(part 1 of 2)

U2417-J-2125-19-76



Device management NDM - resource allocation and reservation

Command Meaning

SHOW-MOUNT- Shows monitor defaults for disks and tapes

PARAMETER

SHOW-RESOURCE- Shows task allocation and open operator actions

ALLOCATION

SHOW-RESOURCE- Shows status of device queue and collector task

REQUESTS

SHOW-TAPE-STATUS Shows tape allocation and monitoring

START-DRV-DUAL-MODE ! | Starts double management of data in DUAL mode

START-RESOURCE- Starts collector selection

COLLECTION

STOP-DRV-DUAL-MODE ' Resets DUAL mode for a disk pair

STOP-RESOURCE- Terminates collector selection

COLLECTION

UNLOCK-DISK Corrects system allocation log

Macro Meaning

NKDINF Information on the allocation and availability status of the
(peripheral) configuration

NKGTYPE Information on the name, device type code, device attributes etc. of
a device or volume type or on the names and device type codes of
the device types that belong to a device family or class

Table 12: Overview of interfaces for resource allocation and reservation (part 2 of 2)

1 These commands are available to systems support only if the DRV product is used

The NDM information services provide the operator with certain output fields appropriate to
the specified command and the desired scope of information.

A list of the SHOW commands and an explanation of the information which is output are
provided in the Appendix to the “Commands” manual [27].
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5.6.1 Task allocation of volumes

Device management controls and monitors the allocation of resources requested by the
user (devices, volumes, files) depending on the volume usage mode.
For tapes and private disks, the following modes exist:

e “‘DMS”
for all DMS accesses (using commands SECURE-RESOURCE-ALLOCATION,
CREATE-FILE, ADD-FILE-LINK, COPY-FILE...)

e “SPECIAL”
special applications (e.g. utility routines INIT, VOLIN, FDDRL ...)

In addition, the following usage mode is provided for tapes:

e “WORK’
for DMS work tapes, see commands SECURE-RESOURCE-ALLOCATION, ADD-
FILE-LINK in the “Commands” manual [27]

Task-exclusive allocation:

A volume cannot be allocated by more than one task at a time. All other task allocation
requests for the same volume within the same system or from other systems are rejected.

Exception: exclusive allocation requests (SECURE-RESOURCE command) of batch tasks
wait until the volume has been released.

Task-shareable allocation:

A volume can be allocated by more than one task at a time. The only volumes which can
be allocated as task-shareable are disks in USE-MODE=DMS (public and private disks).
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Allocation types for private volumes and other resources:
e Allocation of tapes

Tapes are always allocated as task-exclusive; task-shareable allocation is not possible.
The system determines whether the tape is only to be allocated or if it is actually to be
used. Ifitis only allocated, i.e. other tasks have no access to the tape but I/O operations
do not occur, the operator is requested via a premount message to carry out device
allocation if the tape is not recognized as being mounted. If, however, the tape is to be
used for I/O operations, the operator is informed of this via a mount request.

e Allocation of private disks

Private disks are allocated as task-shareable for DMS operation (usage mode DMS) by
default. Task-exclusive allocation is only possible via an appropriate reservation
(SECURE).

Disks for the usage mode SPECIAL are allocated as task-exclusive.

The operator can use the disk parameter USER-ALLOCATION to specify which task
allocation is permitted for a disk (usage mode DMS).

USER=*EXCL enables a disk to be allocated as task-exclusive only (with SECURE-
RESOURCE-ALLOCATION DISK= ...,ALLOC=*EXCL). The disk allocated in this way
is then only available for this task. Any attempt to allocate this disk as task-shareable is
rejected.

USER=*SHARE enables the disk to be allocated for all DMS and SECURE requests
exclusively as task-shareable. All task-exclusive allocation requests for this disk are
rejected.

USER=*ALL enables the disk to be allocated for all task-shareable and task-exclusive
DMS and SECURE requests. This is only valid for initial allocation of the disk. If the disk
is allocated as task-exclusive, all other allocation requests for this disk from other tasks
are rejected.

USER=*NO enables the disk to be reserved by a user. This setting is made automati-
cally by the system in the event of: /CHANGE-DISK-MOUNT UNIT=mn/*VOLUME(vsn),
ACTION=*CANCEL or if a remount message is answered with tsn.N.

e Allocation of other resources

All allocation requests for devices (tape/disk devices, etc.) are allocated as task-
exclusive without operator intervention.
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5.6.2 System allocation of disks

Each disk allocation is stored in its standard volume label (SVL). For this purpose the SVL
of the disk contains a system allocation log into which up to 16 catalog IDs of systems
reserving the disk can be entered in the case of public disks. The types of allocation for
disks are as follows:

System-exclusive allocation

A disk can be reserved by one system only. The system ID of the home pubset of this
system is entered in the system allocation log of the SVL to prevent simultaneous use of
the disk by other systems.

System-shareable Belegung

A disk of a shared pubset can be reserved by up to 16 systems simultaneously. The system
ID of each system reserving the disk is entered in the system allocation log so that a
maximum of 15 further systems can simultaneously reserve the disk.

When the software product MSCF is used, the information in section “Shared
pubsets” on page 327 must be observed.
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5.6.3 Default values for private disk allocation

ASSIGN-TIME

The DISK parameter ASSIGN-TIME enables the operator to set default values for the time
of allocation or for the release of a private disk and of a disk device with the appropriate
updating of the system allocation log on the disk.

e The allocation of the disk and the device on which the disk is mounted begins with
ASS=*USER with the reservation of the disk by the user. At the same time the system
ID is entered in the system allocation log. The disk and the device are released when
the disk is released by the user, and the system allocation log is cleared.

e If ASS="OPERATOR is used, the disk and device on which it is mounted are allocated
independently of the allocation by the user. If the disk is already online, the disk and the
device are allocated immediately, otherwise allocation occurs after the activation
interrupt but no later than at the time of an allocation request by the user. The disk and
the device remain allocated until the operator returns the allocation by entering
ASS=*USER and all users have released the disk.

Disks which are to be accessed by a system over an extended period, should be
allocated via ASS="OPERATOR. This avoids unnecessary allocation and release logs.
If a disk is allocated with ASS=*OPERATOR then it is important to ensure that the
setting ASS=*USER is made before the device is detached using the command
DETACH-DEVICE ...,FORCE=*NO since the DETACH-DEVICE command will
otherwise be rejected. Only in this way can the allocation log be cleaned up correctly.

Allocation start
o ASS=*USER with the first user request

e ASS=*OPERATOR
— with the activation interrupt when mounting (ATTACH-DEVICE)
— immediately if the disk is already online
— at the first allocation request by the user

Allocation release
e ASS=*USER with last user release

e ASS=*OPERATOR
— with or after SET-DISK-PARAMETER ASSIGN-TIME=*USER
— with or after SET-DISK-PARAMETER ASSIGN-TIME=*STD (and default value
ASSIGN-TIME=*"USER set)
— if no task is still reserving the disk
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OPERATOR-CONTROL

By means of this DISK parameter the operator specifies whether initial reservations of disks

by tasks are to be checked. If the operator activates monitoring for a disk, the following

message is displayed with each initial allocation of the disk:

NKAOOO4 ALLOCATION OF DISK '(&00)' IN USAGE MODE '(&01)' BY USER TASK
PERMITTED? REPLY (Y=ALLOCATION ACCEPTED; N=ALLOCATION REJECTED)

This message requests the operator to decide whether the specified disk of the requesting
task is to be allocated in the allocation mode. Only in the case of a positive response to this
message (TSN.Y) is the disk reserved by the task, otherwise this and all subsequent
allocation attempts are rejected without any additional operator action.

If a disk for which the DISK parameter OPERATOR-CONTROL is set is already reserved
by a job at this time, message NKA0004 is output for this disk only when it is released by the
allocating job and is to be reallocated.
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5.6.4 Controlling resource allocation

If a reservation job is given by a user (with the SECURE-RESOURCE-ALLOCATION)
command), the system tries to reserve all the resources requested (devices, volumes or
files) for this task.

If the requested resources are available and can be reserved for the task, the reservation
job is completed and other user jobs can be processed.

If the reservation job cannot be executed at all or only in part, the job is entered in a queue
(secure queue). Waiting jobs receive no resources (except possibly the collector task).

Collector task

The operator has the option of selecting one job in a secure queue for privileged handling.
This means that the task stands at the head of the queue and is able to collect the resources
requested. This task is known as the collector task. The commands START-RESOURCE-
COLLECTION, MODIFY-RESOURCE-COLLECTION and STOP-RESOURCE-
COLLECTION are available to the operator for controlling collector selection.

These commands enable the operator to execute the following functions:
e Starting COLLECTOR selection

The operator activates the selection of a collector task by means of the START-
RESOURCE-COLLECTION command. The system calculates a weight for each task
in the secure queue in accordance with the following formula:

W=T+N=*U
W Weight;
T time; wait time the task has already spent in the secure queue

U urgency; this value is calculated from the task priority, the task with the highest
priority having the lowest urgency and vice versa

N factor which is entered by the operator in the TIME-WEIGHT operand of the START-
RESOURCE-COLLECTION command (default value is 10). The operator can
influence the calculation of the weight by selecting factor N:

If N is low, the wait time the task has already spent in the secure queue is assigned
high significance.

If N=0 is specified, the wait time is equal to the weight and the urgency has no
influence on the calculation.

If, however, N is high, the significance of the task priority increases for the calcu-
lation of the weight. For N=600 the weight is calculated almost exclusively from the
urgency; the wait time is hardly significant in the calculation.
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After the system has carried out this calculation for all tasks in the secure queue, the

task with the highest weight becomes the collector task. The collector task is placed at
the beginning of the secure queue and can collect the resources requested. Once the
collector task has collected all the resources it requested, it is removed from the secure
queue, and the system recalculates the weights for the tasks remaining in the queue,
whereupon a new task becomes the collector task.

e Excluding tasks from selection

The operator can exclude a task from selection by means of the command MODIFY-
RESOURCE-COLLECTION ACTION=*REMOVE-COLLECTOR. If the system deter-
mines a new collector task (see 1.), this task is not considered, i.e. it cannot become
the collector task. If the task specified is the collector task at the time of exclusion, it
loses its collector attribute and thus all resources which have been reserved up to this
time.

e Admitting tasks for selection

The operator can readmit a previously excluded task for selection (see 2.) by means of
the operand ACTION=*ADD-COLLECTOR; This task is again considered by the
system at the next collector selection.

e Declaring a task as the collector task

The operator can declare a task as the collector task by means of the command
MODIFY-RESOURCE-COLLECTION ACTION=*SET-COLLECTOR. If another task is
the collector task, it loses its collector attribute and therefore the resources it has
already collected. The task specified in the command becomes the collector task. This
function is also possible without a previous START-RESOURCE-COLLECTION
command.

e Terminating collector selection

The STOP-RESOURCE-COLLECTION command enables the operator to terminate
the collector selection started with the START-RESOURCE-COLLECTION command
(see 1.). If a task is the collector task, it does not lose its collector attribute and can
continue to collect the resources it requested. If the operator withdraws the collector
attribute from this task (see 2.) or the collector task can collect all resources requested,
no new collector task is selected by the system.
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5.6.5 Supporting NDM handling

NDM offers the operator a wide range of control capabilities for volumes. Since these
parameter settings are not dependent on the online status (and consequently not on
dismounting the corresponding volumes), abnormal system behavior can result from not
observing the current parameter settings (for example, this may result in the inability to
allocate a disk even though it has already been mounted; if allocation of the disk is to be
permitted anew, the operator has to modify the appropriate parameter value). All the values
can be queried using information functions.

Other unexpected reactions can occur if the state of the hardware does not match the state
of the software. (For example if a tape is mounted on a device in the ATTACHED state and
the tape controller is not connected to the Server Unit, the tape cannot be allocated.)

The following sections describe the most important aspects of system behavior, including
an explanation of the relevant situation in the SHOW output. Information is also given on
how these situations can be dealt with.

The following situations are described:

e mount message in spite of the volume being mounted (page 184)
e SVL allocation by other systems (page 186)

e permanent hardware error for allocated devices (page 187)

e private disk permanently locked by another system (page 188)

e check for free disks (page 189)

e SECURE deadlock situations (page 189)

e changes to the USER-ALLOCATION (page 191)

e information on reservations (page 191)

e proposals for performance-enhancing NDM parameter settings (page 192)
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Mount message in spite of volume being mounted

It may happen that a mount request is output at the console even though the operator has
already mounted the volume requested. This may have the following causes:

1.

Several volumes with the same VSN are online (SHOW-DISK-STATUS, SHOW-TAPE-
STATUS). The operator must decide which volume is to be allocated.

The device on which the volume has been mounted is reserved by another task
(SHOW-DEVICE-STATUS). The volume must be remounted.

The configuration state of the device (it is explicitly or implicitly detached) prevents
allocation:

— Controller or device is detached (SHOW-DEVICE-STATUS),

— Pathis (partially) removed (SHOW-DEVICE-CONFIGURATION).
Remount volume or attach device/path (ATT/INC).

The hardware state of the device prevents allocation:

— Device is not yet activated (disk),

— Tape is not yet positioned to BOT,

— Controller is not attached.

The activation interrupt for the mounted volume was not provided by the hardware.
Reading the VSN can be enforced by CHECK-DISK-/CHECK-TAPE-MOUNT.

The mounted volume has a different VSN from the one specified by the user (SHOW-
DEVICE-STATUS, SHOW-DISK-STATUS, SHOW-TAPE-STATUS).

Other causes in the case of disk requests:

— The device type specified by the user does not match the type of private disk
mounted (SHOW-DISK-STATUS VOL=vsn,INF=*PAR). Reject the mount message
or, if required, assign a second disk with the same VSN but with another device

type.

— VOLIN: UNIT specification requires a device different from the device on which the
disk has been mounted. To continue, the volume must be remounted or the mount
message must be rejected and the user be made to release the device.

— The requesting task has reserved the device on which the disk is mounted by
means of /SSECURE-RESOURCE-ALLOCATION UNIT=mn and wishes to reserve
the disk for DMS operation (USE=*DMS). Since disks with UNIT requests are only
reserved for the usage mode SPECIAL, the mount message must be rejected and
the user must be requested to release the device.
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A disk cannot be reserved by other systems on the basis of its SVL allocation: For
a description of the possible reactions see section “SVL allocation by other
systems” on page 186).

A disk is to be reserved which was used during the last session as a DRV disk and
the DRV subsystem is not (yet) loaded. As a reaction the DRV subsystem must
either be loaded and the mount message rejected to enable the user to make a new
allocation attempt or the disk must be forced to operate in SRV mode by means of
a positive response to the mount message.

8. Other causes in the case of tape requests:

MODIFY-MOUNT-PAR ALLOC=*NO is set (SHOW-MOUNT-PAR): A reply to the
mount message is required.

The volume type specified by the user is not supported by the device on which the
volume is mounted (SHOW-RESOURCE-ALLOCATION, SHOW-DEVICE-
CONFIGURATION). The tape must be remounted.

A different device from the one on which the tape was mounted was explicitly
reserved by the user (SECURE-RESOURCE-ALLOCATION UNIT=mn). The
SECURE-UNIT request of the user is mandatory: the tape must be remounted on
the specified device.

U2417-J-Z2125-19-76

185



NDM - resource allocation and reservation Device management

SVL allocation by other systems

Even if a disk has already been logged as online, a user’s allocation request can result in
a mount message for this disk. This is the case if an inconsistency is detected between the
valid SYSTEM-ALLOCATION of the disk and its actual SVL allocation by other systems.
The mount message, which is preceded by a notice indicating this discrepancy, is designed
to request the operator to make a decision or a response.

The possible operator responses and actions are explained below. The starting point for the
considerations is the output of SHOW-DISK-STATUS VOL=vsn,INF=*ALL

1. All systems stored in the SVL (SYSTEMS) are no longer active:
The systems entered can be removed with UNLOCK-DISK VOL=vsn,SYS-ID=(...).
There is then an automatic reply to the mount message and the allocation is thus
accepted.

2. Systems entered are still (to some extent) operating with the disk and the disk is to be
allocated as system-exclusive by the home system:
The mount message must be rejected.

3. Systems entered are still (to some extent) operating with the disk and the disk is to be
allocated as system-shareable by the home system:

— SVL-ALLOC=EXCL:
The mount message must be rejected as the disk cannot be allocated concurrently
by another system.

— SVL-ALLOC=SHARE und alle Systeme aktiv:
16 external systems (in the case of shared disks) are stored in the SVL:
Procedure as described in 3a)

— SVL-ALLOC=SHARE and a part of the system entered are no longer active: the
inactive systems can be removed as described in paragraph 1 above.
For other procedures see 3b).
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Permanent hardware error for allocated devices

If a tape or disk unit reserved by a volume which is mounted and used by one or more users
constantly reports hardware errors (INOP,...), the following responses are possible:

1. The volume is a fixed disk:

If the hardware error cannot be corrected, the remount message must be rejected if the
disk is a private disk (implicit volume cancel); if it is a public disk, BS2000 operation
comes to a standstill.

2. The volume is a tape:

The affected volume is to be mounted on another device (command CHANGE-TAPE
VOLUME=vsn,ACTION=*MOVE). If there is still a free device available, the system
proposes a standby device to the operator by means of the remount message.
Rejection of the command can have the following causes:

— Volume allocation was preceded by SECURE-RESOURCE-ALLOCATION
UNIT=mn. Consequently the volume is forced to remain allocated to the device
while it is being used by the allocating task. If the hardware error cannot be
corrected, TSN. N must be entered in response to the remount message. This results
in the volume being cancelled.

— No further standby device is available.

In each case, the device must be detached with DETACH-DEVICE UNIT=mn,
FORCE=*YES.

Detachment of the device can have the following effects:

— The volume is implicitly canceled if it has a non-standard label, or if the allocation is
preceded by SECURE UNIT="mn.

— The volume is placed in the action state “NO DEVICE”, i.e. as soon as a device
becomes free it is allocated to the private volume.

When detaching devices with replaceable volumes, waiting for a suitable standby
device is supported in all phases of use, i.e. both in the IN-USE state and during loading
(MOUNT or PREMOUNT state) and for pure device type allocations, e.g. after
SECURE-RESOURCE-ALLOCATION DEVICE=(TYPE=TAPE-C4,NUMB=1).

The “NO DEVICE” action state may occur for volumes in use or during loading immedi-
ately following DETACH UNIT=mn,FORCE=*YES if no suitable standby device is
available. A “free” device may be available in the sense that although a volume is not
currently assigned to it, a type allocation exists for it. This allocation is suppressed.

The relevant task waits - during the loading phase for the volume linked to this type
allocation - for a suitable standby device to become free.
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Volumes in the IN-USE state displace volumes in the PREMOUNT state. Displacement
of a volume in the MOUNT state is performed automatically only for manually operated
devices. In the case of devices supported by ROBAR, a mount operation cannot be
aborted once it has been started, i.e. the remount/recover routine is terminated with NO
DEVICE and the mount operation is completed (attributes of ROBAR).

When a device becomes free as a result of ATTACH-DEVICE or the end of allocation
of a another volume, the volume to be assigned is selected according to the phase (the
sequence being: IN-USE before MOUNT before PREMOUNT) if more than one volume
which, on the basis of the type and depot allocation, could be processed on this device
is in the NO DEVICE state.

Private disk permanently locked by another system

A disk cannot be allocated if another system is stored in the SVL of the disk as a VTOC lock
holder (see the VTOC-SYS field of SHOW-DISK INF=*SYS). The operator is informed of
this state in the following cases:

e An allocation request by the user results in message NDv0002 being output (the disk is
permanently locked by another system).

e An implicit UNLOCK for the home system ID when the disk is mounted, or an explicit
UNLOCK (UNLOCK-DISK VOL=vsn,SYS-ID=sys-id) also results in message NDV0002.

e SET-DISK-PARAMETER VOL=vsn,ASS=*OPER is rejected with a reference to the
VTOC lock holder.

It must be ensured that the system entered as the VTOC lock holder is no longer working
with the disk and the lock is not retained because of a malfunction (e.g. system crash) or
due to the cancellation of the disk. Only in such a case can the lock holder be removed; In
all other cases the operator must wait until the lock is released by the allocating system,
otherwise side effects may occur.

For a) and b) the lock holder can be removed by entering tsn.F in response to message
NDV0002.

For c) the removal of the allocating system must be initiated explicitly with UNLOCK-DISK
VOL=vsn,SYS-ID=sys-id. This request also results in message NDV0002, to which the
operator must respond with tsn.F, as described above.
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Checking for free disks

A check is carried out to determine whether a disk is free, for example, when it is to be
initialized. A disk is not allocated by users if the SHOW-DISK command returns the
following information:

PHASE=ONLINE

PHASE=IN-USE and VOL-A=FREE for disks with usage mode USE=DMS; In this case,
the disk is allocated only by its ASSIGN-TIME and can be released by SET-DISK-
PARAMETER VOL=vsn,ASS=*USER[,USER=*NO].

SECURE deadlock situations

The messages NKS0022 and NKS0054 inform the operator of deadlock situations recognized
during SECURE processing of the tasks specified. These two messages refer to the
following deadlock situations:

1.

NKS0022 - Deadlock due to resources which the tasks can retain after SECURE
processing:

The deadlock can only be resolved by canceling one or more tasks.

Example
TASK 1 TASK 2
/CREATE-FILE FILE-NAME=DAT1,- /CREATE=FILE FILE-NAME=DATZ,-
SUPPORT=PRIVATE-DISK(VOLUME=— SUPPORT=PRIVATE-DISK(VOLUME=—
VOL1,DEVICE-TYPE=DEV1) VOL2,DEVICE-TYPE=DEVZ2)
/ASSTIGN-SYSLST TO-FILE=DAT1 /ASSTIGN-SYSLST TO-FILE=DATZ
/SEC-RES DISK=(VOL=VOLZ,- /SEC-RES DISK=(VOL=VOL1,-
TYPE=DEVZ, - TYPE=DEV1,-
ALLOC=EX),— ALLOC=EX) ,—
WAIT=...... WAIT=.......

Both task 1 and task 2 reserve for themselves a private disk in task-shareable mode by
opening a private disk file (ASSIGN-SYSLST). The SECURE request of both tasks for
task-exclusive allocation of the disk allocated as task-shareable by the other task
results in both tasks waiting for the disk to be released.

Solution:
This classic deadlock situation can only be resolved by canceling one of the two tasks.
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NKS0054 - Deadlock due to collecting

If a collector task is selected during the current session, the following deadlock situation
can occur:

Task 2 > Task 1
is the collector task and waits allocates DISKO1 and waits
for disk to be released by task 1 for resources to be released
already collected: tape TAPEO1 by another task

Task 3 =

waits in the secure queue for tape TAPEO1 to be released by task 2

Figure 4: Deadlock situation because of collecting

Task 1 allocates disk DISKO1 with /CREATE-FILE FILE-NAME=abc and /ASSIGN-SYSLST
TO-FILE=abc and waits for resources to be released by another task with /SECURE-
RESOURCE-ALLOCATION FILE=(NAME=FILE1,ALLOC=EX).

Task 2 is the collector task which waits for the disk to be released by task 1 with
/SECURE-RESOURCE—-ALLOCATION DISK=*PAR(VOL=DISK=01,TYPE=D3435,ALLOC=EX),
TAPE=(VOL=TAPEQ1,TYPE=TAPE-C4) ,WAIT=...

Task 3 waits in the secure queue for the tape to be released by task 2 during the
allocation of the file FILE1 /SECURE-RESOURCE—ALLOCATION
TAPE=(VOL=TAPEO1,TYPE=TAPE-C4).

Solution:

In this case the establishment of task 3 as collector task would cause tape TAPEO1 to
be released by task 2 ( task 2 loses its collector attribute). Task 3 therefore receives the
resources it requested and leaves the secure queue. After task 3 has released the
resources, the request of task 1 can be met, and after that task’s resources have been
released, the request of task 2.
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Changes to USER-ALLOCATION

The value of USER-ALLOC for a disk determines whether the disk can be reserved by the
user. If “NO” is set, all allocation requests are rejected without any indication for the
operator. It is therefore important for the operator to know in which cases (implicit)
parameter modification occurs.

1.
2.

SET-DISK-PARAMETER VOL=vsn,USER=....

If USER-ALLOC=*STD is defined for a disk, the applicable actual value is that set with
SET-DISK-DEFAULTS USER-=.... . Thus if the default value changes, this private disk
is also affected.

When a disk is canceled with CHANGE-DISK-MOUNT VOL=vsn,ACTION=CANCEL
then USER-ALLOC="NO is set.

Response to a remount message with tsn.N (rejection) results in implicit cancellation
of the disk (see point 3 above).

Information on reservations

1.

Task-specific

The command SHOW-RESOURCE-ALLOCATION (SH-RES) provides information on
the following resource allocations:

— unit reservations

— device type reservations

— tapel/disk reservations (explicitly via SECURE-RESOURCE-ALLOCATION or
implicitly by opening or reserving files on private volumes)

System-global

SHOW-DEVICE-STATUS UNIT=*SEL-TYPE(ATTR=*"FREE[,TYPE=xxx] is used to
output a list of all devices (of a specific type) which have not yet been allocated explicitly
(by SECURE-RESOURCE-ALLOCATION UNIT=mn) or implicitly (by allocation of a
volume mounted on them);; This list, however, does not reflect the actual number of
devices that can still be allocated: there are reservations which have not yet been
allocated to a device (unit), e.g. type reservations by means of the SECURE-
RESOURCE-ALLOCATION command.

An overview of the actual number of devices reserved, the type of reservation and the
number of devices of a certain type which can still be allocated is provided in the output
for the command SHOW-DEVICE-STATUS INF=*SUM[, TYPE=xxx].

SHOW-DEVICE-STATUS UNIT=*SEL-TYPE(TYPE=xxx), INF=*TASK shows the
allocating or reserving tasks and the number of devices they occupy/reserve.
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Proposals for performance-enhancing NDM parameter settings

1.

Private disks used in DMS mode are repeatedly reallocated and released when files are
processed by DMS at command level (COPY-FILE, DELETE-FILE, ADD-FILE-LINK,
CREATE-FILE). If task allocation and release results in SVL reallocation or release of
the private disk, SVL management actions (entry/removal of the system ID in the SVL
of the disk) must be effected in addition to DMS input/output. If, however, the disk
remains allocated after it has been released by the user (owing to continued valid reser-
vation by another user or ASSIGN-TIME="OPERATOR), the considerable overhead for
SVL management is no longer required. A private disk used for DMS mode should
therefore remain allocated through its ASSIGN-TIME until it is no longer needed and is
specifically released by the operator. This can be effected by means of

— SET-DISK-PAR VOL=vsn,ASS=*OPER
— SET-DISK-DEFAULTS ASS=*OPER (valid for all disks with ASS=*STD)

If SPECIAL applications are required, b) is not recommended as an alternative,
@ since disks mounted for SPECIAL usage later on are automatically allocated

and must be explicitly released by the operator before being processed by the

SPECIAL application (with SET-DISK-PAR VOL=vsn,ASS=*USER).

For data center operation where the SPOOLOUT is to be stored externally on tape,
MODIFY-MOUNT-PAR UNLOAD=*NO (presetting) should be set, since otherwise the
relevant tape is unloaded and made ready again by the operator each time a SPOOL
file is rolled out.

192

U2417-J-2125-19-76



Device management Volume monitoring

5.7 Volume monitoring

Device management supports and monitors disk and tape usage, executes mounting and
remounting procedures and protects used tapes and disks from erroneous intervention.

For this purpose device management uses two permanent tasks, the DISK-MONITOR
(DM) for disk monitoring and the TAPE-MONITOR (TM) for tape monitoring. Temporary
tasks are started for functions which temporarily inhibit permanent tasks (e.g. tape
positioning).

Mounting of a volume before it is used or in the case of an allocation request

If the user requests a volume, a mount message is issued at the console if the volume has
up to now not been recognized as mounted (NKVD013/NKVT013; this depends on whether a
disk (D) or a tape (T) is to be mounted).

If volume monitoring recognizes the mounting of the requested volume (by evaluating the
activation interrupt from the device), the outstanding message is automatically answered
by the system. The operator is therefore not required to respond to the mount message.

Remounting of volumes during use

If a (defective) device is detached by reconfiguration (DETACH command), the operator is
requested by the volume monitor to carry out remounting (if a standby device is available).

If no standby device is available, a temporary overload is accepted, i.e. the system holds a
renewed mount request until a device is available or can be attached (ATTACH command).
However, the operator can terminate this wait state by explicit withdrawal of the volume
(CANCEL function of the CHANGE-TAPE-MOUNT command).

Protection of volumes from illegal device intervention and repositioning of tapes

Each operator intervention on a tape or disk unit (unloading a tape, deactivating the device)
with a volume that is in use results in a temporary I/O lock for the user.

If during an I/O request it is determined that the volume is no longer available, a request is
issued for the operator to make the volume ready again (remount message).

After reassigning the volume, the I/O operations can be continued. With tapes, automatic
repositioning takes place.

If hardware resets of the devices are reported to the monitors, this also leads to identifi-
cation of the volumes and, in the case of tapes with PHASE=IN-USE, to repositioning.

U2417-J-Z2125-19-76 193



Volume monitoring Device management

(Automatic) removal of a volume overload

If a device is withdrawn from an allocated tape in USE-MODE=DMS (DETACH UNIT=...,
FORCE="Y) without a standby device being available, a temporary overload is created
(SH-TAPE: output column ACTION=NO DEVICE), i.e. more volumes of this device type are
in use (SHOW-TAPE-STATUS: column PHASE=IN-USE), than devices are available.

The operator can use the command CHANGE-TAPE-MOUNT ...,EXCHANGE=(...) to
influence or determine which volumes should temporarily not be available. If a device of an
appropriate type is free, the operator is automatically requested to mount the volume (by
means of ACTION=NO DEVICE) by the volume monitor.
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5.71

Device selection mechanisms for tape devices

In the selection process, NDM searches the device table from the beginning, i.e. in the
sequence defined at hardware generation time, and selects the first suitable free device
(BEST-GENERATED-DEVICE). As aresult, the first devices in the table are the ones more
often selected and — particularly in connection with robot-operated magnetic tape archive
systems such as ROBAR which always follow the mount proposal of NDM — are the ones
subject to greater wear than the devices at the end of the table.

The “wrap around” function is provided for users interested in ensuring all their tape devices
suffer the same amount of wear. This function can be activated with the MODIFY-MOUNT-
PARAMETER NEXT-TAPE-MOUNT=LEAST-RECENTLY-USED-DEVICE command. From
the suitable free devices in the device table, NDM then selects the one which has remained
unused for longest.

The MODIFY-MOUNT-PARAMETER ...,NEXT-TAPE-MOUNT=*"BY-CONTROLLER
command is offered for users who are interested in a device selection which is optimized
for input/output throughput. A device can be selected from the suitable free devices on
whose controller the fewest devices are in use. This ensures even distribution of the
devices used over the controllers and channel paths available. Device selection in NDM
only takes into account the local device assignments. The IORM function DDAL (see
page 207) is used to extend optimization to all the VM2000 guest systems of a system.

The default setting of the device selection mechanism is NEXT-TAPE-MOUNT=
*BESTGENERATED-DEVICE, i.e. NDM searches the device table from the beginning in
the order specified during hardware generation and selects the first suitable free device.

Device selection in accordance with storage locations

Storage location management has been developed in NDM, in particular to support robot-
controlled archives in BS2000 (software product ROBAR, see section “Archiving systems”
on page 491).

Volumes and the devices on which they are to be mounted can be assigned to storage
locations in BS2000. Declaring storage locations enables volumes and devices from a
precisely defined set to be selected and reserved.

Tape devices are assigned to storage locations by using the ADD-DEVICE-DEPOT
command. 1024 tape devices are permitted per storage location. Assignment of a VSN to
a storage location is managed by the MAREN volume management system. The storage
locations set down there must match the specifications made by the operator with the ADD-
DEVICE-DEPOT command.
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Each storage location is identified in the MAREN catalog with its name (max. 8 characters),
its type (REMOTE or LOCAL) and its operating mode.

Working with storage locations is only possible in conjunction with MAREN (see
page 202).

The effects of the ADD-DEVICE-DEPOT command on device selection in NDM are
explained below in the description of the basic principles. This description makes a
distinction between two different types of allocation request (tape device request and tape
volume request).

Device selection for tape device requests

There are three types of request that can be issued by a user for a tape device:

1.

Request via the mnemonic device name (MN)

The user explicitly requests a certain device via its mnemonic device name; no
selection takes place.

Request with specification of storage location

The user requests a tape device by specifying a device or volume type together with a
storage location.

If the request is made using the SECURE-RESOURCE-ALLOCATION command, NDM
only takes the specified storage location into account when making the selection. If no
device is available there the user’s job is rejected.

If the request is made via an internal interface used by ARCHIVE, the caller must
determine the storage location beforehand using MAREN. If this storage location is
known to NDM, i.e. was set up by means of the ADD-DEVICE-DEPOT command, NDM
selects a tape device from this storage location. Otherwise, NDM accesses the set of
devices that supports the specified type but is not assigned to any specific storage
location. This set of devices is called the “restpool”.

Request without specification of storage location

The user requests a tape device by specifying a device or volume type but without
specifying a storage location.

If the request is made using the SECURE-RESOURCE-ALLOCATION command with
the operand TYPE=TAPE-C4,...,.LOCATION=*USER-DEF, for example, NDM attempts,
via MAREN, to determine a default storage location for the specified volume type or a
volume type supported by the specified device type. If this storage location is known to
NDM, a tape device is selected from it. Otherwise, NDM accesses the “restpool”.

If the request is made using the SECURE-RESOURCE-ALLOCATION command with
the operand LOCATION=*NONE, the MAREN call is omitted and the “restpool” is
accessed directly.
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Implicit device selection for tape volume requests

There are two types of request that can be issued by a user for a tape volume:
1. Request with specification of VSN

If the VSN is specified in the request, the storage location defined for this VSN in
MAREN is used. If there is no entry for this VSN in MAREN, then MAREN will return
either a storage location determined via the MAREN exit routine or a default storage
location.

2. Request without specification of VSN
The tape volume request is made without specifying a VSN.

In this case, NDM attempts, via MAREN, to determine a default storage location for the
specified volume type or a volume type supported by the specified device type. If this
storage location is known to NDM, a tape device is selected from it. Otherwise, NDM

accesses the “restpool”.
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5.8 Parallel Access Volumes (PAV, SU /390)

In BS2000 every disk is represented by a PDT (Physical Device Table) entry. Every 1/O
request for a disk is passed on by the device driver for execution to the 1/O controller
IOCNTRL in the form of a channel program.

If the PDT entry shows that the device is not active, the 1/O request is started. Every
additional I/O request for this device is only placed in a device queue by IOCNTRL at first.
Only when the device is not active anymore will the next request in the queue be started.
Since only one I/O request is allowed per disk at a time, the total duration of an I/O operation
is the sum of the actual duration of the I/O operation plus the wait time.

Long wait times can be caused by:
e several applications with high I/O loads working at the same time on a disk.

e an application issuing its I/O request asynchronously to the IOCNTRL.

BS2000 @

File for

icati I/O
Application 1 \ 7 Application 1
Aoplication 2 —ﬂ Access File for
pplication device DO Application 2

Wait

/ File for

Application 3

N

Application 3

Figure 5: Several applications with /O accessing a disk (traditional)

On the SU x86, IOCNTRL can by default start multiple requests for emulated disks
in parallel (RSC function). No special settings are required.
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To implement PAV functionality, BS2000 utilizes the fact that on a Fibre Channel a device
can accept an I/O request while another 1/O is still active. However, “Command Queuing”
may not be disabled on the RAID system. PAV can be placed in service without any inter-
vention in the RAID system.

A logical Parallel Access Volume is represented by a base device (BASE) and up to 7 alias
devices (ALIAS). Base and alias devices are generated during the hardware generation as
independent devices of the same type with different unit addresses and mnemonic device
names, although they are generated in the same logical controller.

Alias devices are generated using IOGEN (see the “System Installation” manual [57]) or,
during ongoing operation, using the ADD-IO-UNIT command with the PAV-ALIAS-DEVICE
operand set.

The relationship between the base device and alias devices is determined dynamically by
BS2000 when a device is attached with the ATTACH-DEVICE command. When BS2000
detects a base device, the corresponding alias devices are searched for on the same logical
controller. These alias devices are implicitly attached. Alias devices can also be explicitly
attached with ATTACH-DEVICE. However, an alias device cannot be attached if the
associated base device is not attached.

When a base device is detached with the DETACH-DEVICE command, associated alias
devices are always detached implicitly. An alias device can also be explicitly detached with
DETACH-DEVICE.

When a base device and its alias devices are attached, IOCNTRL can start I/0 requests for
the PAV volume in parallel via base and alias devices.

PAV:
BASE:D0

BS2000 OSD/BC

ALIAS:D1,D2
Aoplication 1 110 R Access to , File for
pplication "| base device DO Application 1
Application 2 I/O R Access to , File for
pplication "| alias device D1 Application 2
Aoplication 3 1’0 R Access to File for
pplication "| alias device D2 Application 3

N

Figure 6: Several applications with I/O accessing a disk (PAV)
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A PAV volume is allocated (IMPORT-PUBSET or SET-DISK-PARAMETER command) via
the base device. Even the read and write 1/0 requests are made via the base device in
BS2000.

IOCNTRL distributes the I/O depending on the loads on the base and alias devices onto
one of these. IOCNTRL in the native mode prefers the base device when all have the same
load.

Information on all PAV devices is output with the SHOW-DEVICE-CONFIGURATION ...,
INFORMATION=*PAV command.

Notes for use under VM2000

In order to obtain as even a distribution of I/Os for shared disks as possible under VM2000,
IOCNTRL in the guest systems prefers the base device or an alias device, depending on
the VM index of the virtual machine.

However, base or alias devices can also be explicitly defined for each guest system. The
MODIFY-IO-UNIT UNIT-DEVICE=*DEVICE(NAME-=...,.STATE=*PAV-PREFERRED-
DEVICE(...)) command is available for this purpose. One alias device can be specified as
the preferred device for performing 1/O for each guest system.

You will find detailed information on PAV under VM2000 in the “VYM2000” manual [62].

Recommended applications for PAV

The use of PAV is urgently recommended for ETERNUS DX disk storage systems.

PAV provides enormous improvements in TP and batch mode when a large proportion of
the data is located in the disk storage system’s cache. Simultaneous cache hits are

supported; in parallel, a cache miss with physical disk access can also be executed. For a
heavily utilized disk connected via n paths it can therefore make sense to generate n-1 alias
devices. This enables the n-fold throughput of a disk without alias devices to be achieved.

When data backup takes place, it must be assumed that the cache is not sufficient and that
the data must therefore be fetched from the disks for saving or written to the disks when it
is restored. This is highly optimized in the disk storage system by means of asynchronous
“Read Ahead” and “Delayed Fast Write”. The performance of these functions restricts the
throughput during data backup.

To permit optimum data backup, the use of “large” Raid systems with high-speed disks is
recommended, as is generation of a sufficient number of alias devices.
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Extended PAV (XPAV)

The “extended PAV (XPAV)” function removes the restriction that an alias device must be
located in the same logical controller as the base device. In addition to an existing logical
controller, one or more logical controllers can be configured with 256 alias devices.

XPAV is particularly suitable for configurations in which PAV was not planned from the
outset or in which no or only a few free addresses are available for alias devices.

Two XPAV variants are possible:

1. When the existing logical controller and the additional controller with the alias devices
are generated on the same controller ports, no manual intervention in the disk controller
nor any additional cabling is required.

2. When the existing logical controller and the additional controller with the alias devices
are generated on different controller ports, the volumes in the disk controller must be
assigned to additional ports. Additional cabling may also be required for the alias
devices.

The generation restrictions are described in the “System Installation” manual [57].

Dynamic PAV

Static PAV requires careful planning with regard to future device utilization by generating a
suitable number of alias devices. Naturally it is also possible to assign one or more alias
devices to all disks in advance.

Dynamic PAV (the IORM function DPAV, see page 207) requires fewer alias devices. As
with static PAV, alias devices must be generated, but it is not necessary to provide the
maximum number of alias devices required for each volume up front. DPAV autonomously
assigns alias devices to the volumes which profit most from this.
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5.9 Administration of private volumes

5.9.1

Use of MAREN

The software product MAREN is provided to assist systems support in the management of
private disks. It is used for managing volumes in data centers. MAREN stores its infor-
mation about volumes in an ISAM file, the MAREN catalog.

Without MAREN it is not possible to work with storage locations (see page 195).

MAREN catalog

To keep the information in the MAREN catalog up to date at all times, the MAREN system
is linked to BS2000. Through this link every DMS access is registered and the MAREN
catalog is updated each time a magnetic tape is processed. First a series of checks is
performed for access authorization, availability and plausibility.

The MAREN catalog is VSN-oriented. The volume serial numbers, including those of
different volume types, must be unique, but MAREN does not require a special numbering
concept.

The MAREN catalog is neither a copy nor a superset or subset of the TSOSCAT file catalog
for the following reasons:

e TSOSCAT is Server- or Pubset-related. By contrast, the MAREN catalog stores infor-
mation relating to several servers.

e If the catalog entries of private volumes in the BS2000 file catalog are deleted, the
volume entries in the MAREN catalog remain intact.

e Any number of entries with the same VSN may exist in the TSOSCAT file catalog;; In
the MAREN catalog the VSNs must be unique.

e Any number of entries with the same file name may exist in the MAREN catalog;; In the
TSOSCAT file catalog the file names are unique.
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Tape assignment and automatic initialization

An important component of the MAREN system is the automatic free-tape assignment
facility MARENUCP. In the event of an unspecified tape request (‘SCRATCH” tapes), for
example, free tapes can be automatically assigned from the MAREN volume pool. At the
same time, the processed tapes are marked as reserved in the MAREN catalog.
MARENUCP checks whether a tape that has been requested and mounted by the operator
has to be initialized. If necessary, initialization is first performed before reservation and
assignment take place.

Interfaces for tape processing

In magnetic tape reservation and processing via the BS2000 Data Management System,
the MAREN system is automatically activated for the following tasks:

o Access authorization check

e Availability check

e updating of archive entries

e output of transport messages to the console
e insertion of DEVICE parameters

Invocation of these test routines may be triggered by the following events:
e reserving a tape

e creating a TFT entry

e opening a file

e changing reels

e closing a file

e releasing a tape

Access authorization check

Before a tape is processed, MAREN checks whether the caller is authorized to access the
volume. The following conditions must be met before each access:

e If the tape is assigned to a foreign user ID, it must possess the attribute
USERACCESS=*ALL-USERS in the MAREN catalog (exception: callers under TSOS).

e Ifthe tape is protected by a volume password, this password must have been specified.

e If the tape is associated with an ARCHIVE directory , this tape can only be accessed
with ARCHIVE.
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For output to tape, write access must be permitted; the FOREIGN-READ-ONLY
attribute must not be present in the MAREN catalog (exception: callers under TSOS).

For output to tape the file expiration date must be smaller than or equal to the current
date.

If MAREN computer center exit routines are being used, they must permit access to the
tape.

If any of these conditions is not met, access to the volume in question is refused and a
corresponding message is sent to the display terminal.

Availability check

Before allowing access to a tape, MAREN checks whether the following conditions for the
availability of the volume are met:

The VSN of the tape exists in the MAREN catalog.

The VSN designates a tape according to the DEVICE-TYPE attribute.
The tape has not been lent out.

The tape has been reserved for the caller.

The tape is available locally, i.e. the storage site defined in a special field of the archive
entry is not marked “remote” in the storage-site table.

The tape is not being processed on another server (the check whether processing is
taking place on the local system is performed not by MAREN but by BS2000.)

In the INPUT processing mode (except for access via ARCHIVE), the file names in the
MAREN archive entry coincide with those in the TFT. Name portions denoting the
catalog ID, user ID and version are ignored.

Detailed descriptions of the installation and use of MAREN in the data center can be found
in the “MAREN” manuals [31].
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5.9.2 Applications of private disks

In BS2000, disks can always be utilized either as private disks or as public disks.

Prior to their first use the volumes must be initialized with the VOLIN utility routine. There
will be written a volume serial number (up to 6 characters) to the standard volume label.
This volume serial number (VSN) serves to distinguish private from public disks.

The VSN of a private disk is freely selectable, with the restriction that the name must not be
the same as that of a public disk. The rules and possibilities for assigning a VSN for public
disks are explained in the section “Pubset properties” on page 276.

There are two possible applications for private disks:

e DMS applications
The disk is reserved by one or more DMS applications.
By default, the allocation mode is defined as task-shareable. Task-exclusive allocation
is effected by means of the user command SECURE-RESOURCE-ALLOCATION. The
system allocation mode depends on the generation characteristics of the device on
which the disk is mounted. With the operator command SET-DISK-PARAMETER, the
system allocation mode can be set independent of the generation value and as a
function of a specific disk.

e SPECIAL applications
The disk is reserved for a privileged application, e.g. VOLIN, FDDRL.
Special applications are always task-exclusive and system-exclusive allocations. The
duration of an allocation is determined by the special application itself and cannot be
influenced by the operator.
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Dual recording by volume (DRV)

With the help of the DRV subsystem, not only public disks can be managed in duplicate but
also private disks. Shared pubsets cannot be used for DRV. Each DMS write job is executed
in duplicate and each read job is processed on the disk that is less heavily used at that time.

Requirements

In order for two disks to be operated as a single logical disk, the following conditions must
be met:

e the same device type

e the same controller type

e the same channel type

e the same logical structure based on the same VOLIN parameters
e the same VSN

e the same time stamp

e homogeneous entry for the DRV recording method

Operation and control

The entire functionality of DRV is implemented in the input/output system, in NDM and in
the DRV subsystem and need not be considered either by DMS or by the application
programs.

DRV operation is initiated, controlled, monitored and terminated exclusively by systems
support.

The DRV product is described in detail in the “DRV” manual [17].
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5.10

IORM: Control of I/0 resources

The IORM utility routine enhances the 1/O properties of BS2000 in native and VM2000
modes.

The following functions are implemented in IORM (and the IORM subsystem) for auton-
omous, dynamic control of the 1/O resources channel, controller, path and device:

e |OPT: I/O Priority Handling for Tasks

e DPAV (SU /390):
Dynamic Parallel Access Volume

e DDAL: Optimized Dynamic Device Allocation when using ETERNUS CS
e TCOM: Dynamic Tape Compression

e IOLVM (SU /390):
I/O Limit for Virtual Machines (individual VM2000 guest systems)

During ongoing operation, IORM collects data on the utilization of the 1/0 resources and
controls I/O operation in accordance with specified threshold values.

The IORM functions IOPT, DPAV and IOLVM control disk devices.
The IORM functions DDAL and TCOM control tape devices.

When IORM is used in the monitor system and in the BS2000 guest systems involved in
VM2000 mode, the IORM subsystems exchange 1/O data and control information via an
internal interface.

IORM can be used in native mode and under VM2000. IORM does not work across more
than one Server Unit, however.

A detailed description of IORM is provided in the “Utility Routines” manual [15].
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5.1

5111

Displaying and checking the SAN configuration

The Server Units are connected to state-of-the-art storage systems via Fibre Channel. Here
the storage systems are generally not connected directly to a Server Unit’s Fibre Channel
Adapter but via a switch. Such an FC switch at the same time permits multiple connections
between the devices which are connected at its ports. Other switches can, in turn, be
connected to an FC switch via special ports. A network formed from one or more FC
switches is called a fabric. A network of several storage systems which are connected with
FC switches is referred to as a Storage Area Network (SAN).

From the BS2000 viewpoint, the FC switches are transparent. BS2000 uses the controllers
and devices which are connected via Fibre Channel without having information on the
connections in the fabric.

When problems are encountered in attaching devices or faults occur in ongoing operation,
it is often difficult to detect the reason for these. An INOP or NINT message of the device
error recovery can be caused by connection problems at any point in the SAN. Possibly a
device cannot be attached at all because the paths or WWPNs (World Wide Port Number)
generated in BS2000 do not exist physically or because the connections generated
between the channel and controller are not permitted in the switches.

SANCHECK utility routine

For these cases the SANCHECK utility routine offers user-friendly diagnostic aids. Assis-
tance for two problem areas is offered here:

e Detection of generation errors (SU /390)
e Location of error statuses in the SAN

The SANCHECK statement SHOW-SAN-PATH enables specific connection paths to be
searched for through the fabric(s) of the SAN between predefined hardware units
(channels, controllers) and their status to be checked. When the INFORMATION=*ERROR
operand is specified, the SANOPnn messages show specifically where there are problems for
the generated 1/O paths on the SAN.

The SHOW-SAN-CONFIGURATION statement enables specific information on the fabrics,
switches and ports to be called. The switches’ connections within a fabric are displayed.
The connections (“link neighbors”) and the statuses of the units concerned are specified for
all ports on the switches.

For detailed information on SANCHECK, please refer to the “Utility Routines” manual [15].
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5.11.2 FC networks in the SE Manager

The FC fabrics and connection paths through the fabrics are also displayed in the SE
Manager under “Hardware” > “FC networks”. Detailed information on this is provided in the
“Operation and Administration” manual [59].
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6 BS2000 user management

BS2000 user management of a pubset is implemented using what is known as a user
catalog.

This chapter describes

e Structure of a user catalog

e Maintenance of the user catalog

e Security concept for user catalogs
e User catalog and the SMS concept

e Bulletin file (logon information file)

Detailed information on pubsets is provided in chapter “Pubset management” on page 257.

Command Meaning

ADD-USER Create an entry in the user catalog
LOCK-USER Lock access to system
MODIFY-USER-ATTRIBUTES Modify entry in user catalog
MODIFY-USER-PUBSET-ATTRI- Modify pubset-specific user attributes of user ID
BUTES

REMOVE-USER Delete user entry from user catalog
SHOW-USER-ATTRIBUTES Request information from user catalog
UNLOCK-USER Cancel access lock to system

Macro Meaning

RDUID Query user ID

SRMUINF Transfer data from user catalog to area

Table 13: Overview of interfaces for user catalog management
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6.1 Structure of a user catalog

Every pubset contains the SYSSRPM file under the TSOS ID. This forms the user catalog,
in which information on the user IDs of BS2000 is stored.

The SYSSRPM.BACKUP file (also called .BACKUP) also exists under the TSOS ID. The
.BACKUP file is a copy of the user catalog. It acts as a scratch file if the user catalog is
backed up or has to be reconstructed from a backup.

Both files are opened by a system task when a pubset is imported, and are closed again by
the same task when the pubset is exported. Direct access to the files is therefore not
possible.

The $TSOS.SYSSRPM file

The system file $TSOS.SYSSRPM is an NK-ISAM file.

The $TSOS.SYSSRPM file is accessed from a server task (the SRPM task TSN RP01 or
RP02). With the import, the file is opened by the server task and remains open until export.
$TSOS.SYSSRPM cannot be accessed directly.

The file $TSOS.SYSSRPM includes:

e information on access control for user IDs (also for extended access control with
SECOS)

e system-global privileges
e BS2000 user groups
The SYSSRPM file forms the user catalog.

User catalog of the home pubset

The user catalog of the home pubset contains system-specific data such as BS2000
access rights (user ID, account number, logon password, SPOOLOUT class, mailing
address, etc.) and the standard catalog ID.
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User catalogs of the imported pubsets

The user catalogs of the imported pubsets contain pubset-specific data. Among other
details, this includes information about:

e the maximum storage space available to the individual users on each pubset
e if applicable, the permission to exceed this limit
e catalog allocation

The system-specific information of the home pubset may also be contained in the user
catalogs of the imported pubsets; However, for checking purposes the system refers only
to the user catalog of the home pubset. The system-specific data on the imported pubsets
is required only if these pubsets are used as reserve home pubsets for BS2000 system
initialization and for the subsequent session.
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6.2 Maintenance of the user catalog

When a pubset is imported for the first time (after generation with SIR), by the command
IMPORT-PUBSET ACTUAL-JOIN=*FIRST, the user catalog is set up automatically. The
user catalog contains the following user IDs by default:

TSOS
SYSPRIV

SYSDUMP
SYSOPR
SYSSPOOL
SERVICE

SYSGEN

SYSHSMS
SYSSNAP
SYSUSER

SYSAUDIT

SYSNAC
SYSROOT
SYSSNS
SYSMAREN
SYSSOPT
SYSWSA

CAUTION!

User ID of system administration

User ID for the assignment of privileges in conjunction with the software
product SECOS

User ID under which system dumps are stored
User ID for the operator
User ID for SPOOL management

User ID for service staff; under this ID, special programs for operational
security are used by hardware and software maintenance personnel

User ID for hardware generation
User ID for the HSMS data archive
User ID under which SNAP dumps are stored

User ID for User dumps that cannot or should not be stored under the
ID of the person responsible for the dump

User ID for REPLOG management, and for SAT analysis and SAT file
management in conjunction with SECOS

User ID for the Network Administration Center
User ID for POSIX management

User ID for the SPOOL Notification Service
User ID for MAREN management

User ID for the SPACEOPT program

User ID for the Web Service API

If a pubset which has already been imported once is imported again with ACTUAL-
JOIN=*FIRST not only is the user catalog reset to its default settings but also all the
data it contains - with the exception of files under $TSOS - is deleted.

Except for TSOS and SERVICE, the system’s user IDs are set to “locked” on initialization,
and can be unlocked using the UNLOCK-USER command.
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Entering and managing users

For every user who is to have access to the system, systems support must create an entry
both in the user catalog of the home pubset and in that of the assigned default pubset. After
LOGON validation, the entry in the user catalog of the home pubset has priority. After due
consultation, the user is allocated specific resources and privileges in addition to the data
for user identification:

Identification: user ID, password, SPOOLOUT class, mailing address

Resources: default pubset, user address space, storage space on public disks,
CPU time, message language, assignment of group syntax file

Privileges: right to exceed the allocated storage space, right to use specific
task attributes, runtime priority, test privileges, use of hardware and
linkage AUDIT, use of Net-Storage

The ADD-USER and MODIFY-USER-ATTRIBUTES commands are used to create or
update entries in the user catalog.

Systems support can use the SHOW-USER-ATTRIBUTES command to request display of
the user entries and thus obtain an overview of the contents of the user catalog.
Furthermore, with the aid of the LOCK-USER and REMOVE-USER commands, systems
support can lock or delete users, and using UNLOCK-USER can unlock them again.

The system user IDs cannot be deleted (exception: the SERVICE user ID if the product
SECOS is in use, see the “SECOS” manual “Access Control” [48]).
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6.3 Security concept for user catalogs

6.3.1 Saving the current user catalog of a pubset

To save the user catalog, the $TSOS.SYSSRPM.BACKUP file must be saved with the
ARCHIVE subsystem (SAVE statement) or HSMS subsystem (BACKUP-FILES statement).
For the user, the process is basically the same as saving any other file, with the file name
functioning simply as a placeholder. During the SAVE run, the current data is transferred
from user management to ARCHIVE/HSMS while the actual. BACKUP file continues to act
as a placeholder and remains empty.

For the saved data to take effect, the .BACKUP file must be read in from the backup prior
to IPL or IMCAT (with RESTORE/RESTORE-FILES) and the IPL or IMCAT must be param-
eterized accordingly.

If a differential save of the file is required (operation SAVE ..., CHANGED=YES), this will
always be performed, because the file will have been reopened by the system task that
manages it after it was last processed by ARCHIVE.

An export for the .BACKUP file is rejected.

Since it is impossible to say for sure whether or not the contents of the saved user
catalog have been manipulated during reconstruction, systems support must
protect the file with suitable organizational measures.

6.3.2 Restoring a saved user catalog

To restore a user catalog, you must restore the $TSOS.SYSSRPM.BACKUP file with the
help of the ARCHIVE subsystem (RESTORE operation).

If the file was renamed when saving $TSOS.SYSSRPM.BACKUP, this renaming must be
reversed during restoration. Because the file is a permanent one, the REPLACE operand
must be set to one of the values YES, ALL or ALLP in the RESTORE operation.

@ It is permitted to restore a saved user catalog to a pubset other than the one from
which it was saved. You should note that in this case attributes such as the default
pubset have to be updated manually.
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6.3.3 Reconstruction of the SYSSRPM file

A reconstruction affects not only the user catalog but also the TSOSCAT file catalog
because the file catalog keeps a separate list of user IDs which is used for mapping user
IDs to PBNs (the primary block number identifies the file owner). The reconstruction must
preserve the consistency of the user catalog and file catalog. The user structure of the
existing user catalog SYSSRPM is not included in the reconstruction process.

@ Ideally, a pubset should be reconstructed with its own backup. If this is not the case,
there can be inconsistencies between the system environments at saving and
reconstruction.

The aim is to unite the two user structures of . BACKUP and TSOSCAT, at the same time
eliminating any inconsistencies.

6.3.3.1 Preforming reconstruction

Reconstruction of the user catalog can be initiated at startup (in the case of the home
pubset) or with the IMPORT-PUBSET command. Provided that a user catalog was
successfully restored in the .BACKUP file before the last shutdown or export.

If a new pubset is created, the SYSSRPM file can also be reconstructed using SIR.

System parameter RECONUC

The reconstruction is controlled by the system parameter RECONUC. The system
parameter RECONUC can be set and modified via the startup parameter service. A
DIALOG startup allows an additional option of modifying RECONUC: the default value for
RECONUC is output via message NS16010 and you are asked if you wish to modify it.

Note that the system parameters RECONUC and STUPTYPE are connected. If
STUPTYPE=J or T is selected, first the first startup is executed (with or without resetting of
the user catalog), then the value for RECONUC is evaluated. Message NS16220 informs you
if the value for RECONUC or STUPTYPE is invalid and that it has been set to a default
value, which is specified in the message.

The values N, B, T, A and R can be specified for RECONUC, see page 688 for details. N
means no reconstruction.
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Example

A: Set of all users existing in the .BACKUP file but not in TSOSCAT
B: Set of all users existing in both the .BACKUP file and TSOSCAT
C: Set of all users existing in TSOSCAT but not in the .BACKUP file

Ideally, sets A and C should be empty, otherwise either user attributes or files could go
missing during the reconstruction.

The list below shows which value must be specified for which reconstruction request and
how this may possibly affect the sample sets A, B and C. The relevant value is contained
in parentheses in the IMPORT-PUBSET command.

e Reconstruction by means of BACKUP: RECONUC=B (SCOPE BACKUP)
Based on sets A, B and C, this means:

— A: Recreated with the saved attributes.
— B: Existing user attributes are updated to the saved ones.
— C: Their files and job variables are deleted.

This mode is recommended in the case of regular saving.
e Reconstruction via TSOSCAT: RECONUC=T (SCOPE TSOSCAT)
Based on sets A, B and C, this means:

— A: no transfer to the reconstructed user structure. This can disrupt the distribution
of privileges or the group structure on the pubset concerned such that, for example,
a user who in the .BACKUP file exclusively possessed a particular privilege is not
transferred to the new user catalog or no group administrator is transferred.

— B: Existing user attributes are updated to the saved ones.

— C: Set up with default attributes and the preservation of the files, job variables and
guards.

This mode is recommended when the preservation of files is paramount and user IDs,
if these already exist at the time of the save, are to be reconstructed.

e Restoration via BACKUP and TSOSCAT: RECONUC=A (SCOPE ALL)
As with SCOPE BACKUP, the user structure at the time of the save is restored.

As with SCOPE TSOSCAT, files of user IDs which were set up after the save are
retained through recreation of the user IDs with default attributes. In the case of two
large, disjunctive user structures, this may exceed the capacity of TSOSCAT - a
maximum of 8189 user IDs. If so, the import is aborted as soon as this is detected, and
can be repeated in one of the modes BACKUP or TSOSCAT.
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o Resetting the user catalog to the status of TSOSCAT: RECONUC=R (RESET)

This function allows systems support to restore the format of the user catalog while
preserving the files. The contents (i.e. the user attributes) must be restored in a second
stage with the help of the reconstruction function.

The only alternative in the event of an error is the first startup, in which all IDs, except
for those of system administration, and all files which do not belong to the TSOS ID, are
lost.

If the SYSSRPM is destroyed by a system error, you should opt for complete pubset
reconstruction, as this system error could also have destroyed or damaged other files.

The operator can follow the reconstruction by means of two messages, where the first
documents the reconstruction basis at the beginning via the catalog ID and the time of the
save (SRM2017 for reconstruction with the .BACKUP file (*BY-BACKUP) or SRM2018 for
reconstruction without (*RESET)), and the second specifies at the end the number of recon-
structed user IDs (SRM2019 for reconstruction with the .BACKUP file (*BY-BACKUP) or
SRM2020 for restoration without (*RESET)).

A logging file is also made available to systems support, see page 221.

Reconstruction of a defective user catalog

If the purpose of the reconstruction is to restore a defective user catalog but this catalog
cannot be imported due to a defect, an initial rudimentary correction must be made via the
RESET function, in which a new user catalog is created on the basis of the user IDs
contained in TSOSCAT. The individual user IDs are given default attributes and are all
locked except for TSOS and SERVICE. With this method, unlike with a first startup, all files
can be retained and the complete rebuilding of the pubset can be avoided.

Unless a zip import is requested, the defective user catalog is not deleted but is stored
under the name :catid:$TSOS.SYS.SRPM.RECON.DIAG.<date.time> for later diagnosis of
the problem that led to the reset.

CAUTION!
Please bear in mind that when a defective user catalog is passed on to a third party,
an unauthorized reconstruction of the user data cannot be ruled out.

As well as the specification of the reconstruction type (see above), the RESET function can
also be requested as a response to message SRM2012. This message is only displayed in

the event of errors in user administration; errors in other components, such as group admin-
istration, lead to abortion of IMPORT-PUBSET processing.
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Repercussion on the attributes

Default Pubset

The DEFAULT PUBSET attribute of all user IDs is set to the catalog ID of the recon-
structed pubset. The DEFAULT-PUBSET attribute of the remaining user IDs is retained.
If the backup of an incompatible pubset configuration was reconstructed, the systems
support has the responsibility of assigning the locally valid default pubsets.

Logon passwords

If the user catalog of a system is saved without password encryption (system parameter
ENCRYPT) and is reconstructed on a system with password encryption, all logon
passwords are encrypted. The corresponding measure in the reverse case is not
possible!

Through the reconstruction, all user IDs are given back their logon passwords at the
time of the save. It is up to each individual user to remember this password. This applies
especially for TSOS or any other ID with the USER-ADMINISTRATION privilege.

SECOS attributes

If the user catalog of a system which has installed SECOS is saved and is then recon-
structed on a system without SECOS, the settings of the logon parameters and the
privileges of all user IDs are set to their defaults settings. This prevents settings that
were made with SECOS from hindering operation without SECOS, even though it is not
possible to change these settings.

If, in a reconstruction in a system on which the SECOS subsystem is not available, a
.BACKUP file is used (i.e. RECONUC=B, T or A) which was saved on a system which
had SECOS available, all privileges are set to their default values as in a first startup. If
in this case the .BACKUP file contains a privilege allocation which is only known in a
higher BS2000 version (this is possible after changing versions), the unknown privi-
leges in the current version are also reset.

If SECOS is in use on the systems of both the saved user catalog and the reconstructed
user catalog, password expiry dates may be reached in the time that elapses between
save and reconstruction. The impending locking of the user ID is prevented by recon-
struction of the runtime remaining at the time of the save.

SM pubset attributes

If the user catalog of an SF or SM pubset is saved and is then reconstructed on an SM
or SF pubset respectively, the SM-pubset-specific attributes are set to their default
values (during conversion from SF to SM pubset) or deleted (during conversion from
SM to SF pubset).
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6.3.3.2 Logging file

The logging file enables systems support to check the result of the reconstruction. This file
is created under the $TSOS ID and is called SYS.SRPM.RECON.LOG.<date.time>. It
contains the following information:

e Pubsets of the user catalog that has been saved (BACKUP) or is to be reconstructed

(SYSSRPM):
PUBSET Catalog ID
TYPE SM or SF pubset
DATE Date of the save or reconstruction
TIME Time of the save or reconstruction
ENCRYPT NO/YES: logon-password encryption
SECOS NO/YES: product SECOS in use

e userlD

USERID IN SYSSRPM

USERID All processed user IDs

PRESENT NO/YES: entry in the reconstructed user catalog
USERID IN BACKUP

PRESENT NO/YES: entry in the backup file

ACTION ADDED/REMOVED: new addition or deletion
USERID IN TSOSCAT

PRESENT NO/YES: entry in TSOSCAT

ACTION ADDED/REMOVED: new addition or deletion
DELETED

FILES Number of deleted files with SCOPE=BACKUP
JV Number of deleted JVs with SCOPE=BACKUP

Depending on the command entered: IMPORT-PUBSET PUBSET=...,
RECONSTRUCT-USERCAT=*BY-BACKUP(SCOPE=*ALL/*BACKUP/*TSOSCAT)the
user IDs are handled differently during reconstruction.
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Example
USERID IN SYSSRPM | USERID IN BACKUP | USERID IN TSOSCAT | DELETED |
USERID | PRESENT | PRESENT | ACTION | PRESENT | ACTION | FILES | Jv |
USERID1 | YES | YES | | YES | | | |
USERID2 | YES | YES | | NO | ADDED | | |
USERID3 | YES | NO | ADDED | YES | | | |
USERID4 | NO | YES | REMOVED | NO | | | |
USERID5 | NO | NO | | YES | REMOVED | 4 | 3 |

SCOPE=*ALL/*"BACKUP/*TSOSCAT

USERID1 was saved in the .BACKUP file and has an entry in the TSOSCAT file
catalog when reconstruction takes place.

USERID1 is reconstructed in the SYSSRPM user catalog with the saved user attri-
butes and retains its existing files.

SCOPE=*ALL/*"BACKUP

USERID2 was saved in the .BACKUP file but has no entry in the TSOSCAT file
catalog when reconstruction takes place.

USERID2 is reconstructed in the SYSSRPM user catalog with the saved user attri-
butes and is assigned an empty entry in the file catalog.

SCOPE=*ALL/*TSOSCAT

USERID3 was not saved in the .BACKUP file but has an entry in the TSOSCAT file
catalog when reconstruction takes place.

USERID3 is configured in the SYSSRPM user catalog with the default attributes
and is assigned its existing files.

SCOPE=*TSOSCAT

USERID4 was saved in the .BACKUP file but is assigned no entry in the TSOSCAT
file catalog when reconstruction takes place.
USERID4 is not entered in the SYSSRPM user catalog.

SCOPE=*BACKUP

USERIDS5 was not saved in the .BACKUP file but has an entry in the TSOSCAT file
catalog when reconstruction takes place.
USERIDS is not entered in the SYSSRPM user catalog, its entry in the file catalog
is deleted together with its files and JVs.
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e Summary:

LOGON PASSWORDS ENCRYPTED: NO/YES:
The logon passwords have been encrypted

EXPIRATION DATES UPDATED: NO/YES:
The logon password expiry dates have been adjusted

SECOS ATTRIBUTES RESET: NO/YES:
The SECOS attributes have been set to their defaults

USERIDS RECONSTRUCTED:
Number of user IDs in the reconstructed user catalog

USERIDS ADDED TO BACKUP:
Number of user IDs added to the new user catalog compared with the status of the
.BACKUP file; SCOPE=*ALL / *TSOSCAT

USERIDS REMOVED FROM BACKUP:
Number of user IDs deleted from the new user catalog compared with the status of the
.BACKUP file; SCOPE=*TSOSCAT

USERIDS ADDED TO TSOSCAT:
Number of new user IDs added to TSOSCAT; SCOPE=*ALL / *BACKUP

USERIDS REMOVED FROM TSOSCAT:
Number of user IDs deleted from TSOSCAT; SCOPE=*BACKUP

Responses to errors

In the event of a system error which causes abortion of the reconstruction and therefore of
import processing, the future user structure depends on the status of the reconstruction
when it was aborted. This status can be determined from console messages:

e before message SRM2017
The reconstruction has not yet begun; a new pubset import with or without recon-
struction can be started.

e between messages SRM2017 and SRM2019
The reconstruction is in full swing; only a new pubset import without reconstruction can
be started. The backup file may then have to be read in again. The user structure has
the old status.

e after message SRM2019
The reconstruction is so far gone that it can no longer be undone. A new pubset import
without reconstruction can be started. The user structure has the new status.
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6.4 User catalog and the SMS concept

The user catalogs of SF and SM pubsets are basically the same.

When SF pubsets are converted to SM pubsets, the TEMP-SPACE-LIMIT and PUBLIC-
SPACE-LIMIT quotas which are relevant for SF pubsets are interpreted as follows on SM
pubsets:

SF pubset attribute SM pubset attribute

TEMP-SPACE-LIMIT becomes TEMP-SPACE-LIMITS/TOTAL-SPACE
PUBLIC-SPACE-LIMIT becomes PERM-SPACE-LIMITS/SO-LEVEL-SPACE
The additional quotas for SM pubsets can only be set via the MODIFY-USER-PUBSET-

ATTRIBUTES command. The new quotas can be queried via the parameter INFOR-
MATION=PUBSET-ATTRIBUTES of the SHOW-USER-ATTRIBUTES command.
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6.5 Bulletin file (logon information file)

Systems support can set up a file which is stored under the name $TSOS.BULLETIN and
is automatically output to all users on logon. $TSOS.BULLETIN must be shareable and
should be protected with a write password or permit read access only:

Structure and content of the bulletin file

It is advisable to structure the bulletin file as follows:

1. General information for all users

2. Special information for certain user groups or individual users
3. Additional information that can be queried by all users

Alongside messages which are addressed to all users, special information can be sent to
certain target groups or individual users. This is made available to dialog users by means
of the message

CONTINUE userid (Y,N)?

If the user responds with N, the output of the bulletin file is aborted.

The bulletin file should be structured in such a way that, after the first current message, the
dialog user can choose whether or not to output subsequent messages. For this reason the
query should be inserted before every subsequent message.

CONTINUE (Y,N)? or CONTINUE userid (Y,N)?

Note on batch operation

All user-specific messages are output to SYSLST.

Only the first message of the bulletin file is output to SYSOUT. The most recent
messages should therefore always be located at the start of the bulletin file.
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Example

In the bulletin general information for all users should contain additional information which
can be queried for the users ALLKIND and general information for all users which can be
queried:

/START-EXECUTABLE-PROGRAM FROM—-FILE=EDT

* * k%
** Welcome to the server X/YZ ! *x
** Normal OPEN SESSION operation from 07:00 to 21:00. e
* ) **
** Service numbers: Tape announcement Tel. 12345 *x
folad List output Tel. 34512 kel
wx Control center Tel. 51234 *x
* * k%
** IMPORTANT! kel
** On Friday the system will be shut down at 17:00 **
** for maintenance work. xx
B R R e S e S e R R R S Y
F*STOP**$ALLKIND
** IMPORTANT! URGENT ! wx
** Release the volumes MINE1 and MINE4 which you have reserved. X
** **% For questions, telephone the Control Center on 89067
**

R R R e R R e e R R R e e e R e b R R e R e R R R R S R R e e S R R g

**STOP**$ALLKIND
** IMPORTANT! kel
** Your private disk PRIVO3 is not currently available. e
** Please contact us (Tel. 51234). *x
B R R R R R R R R S Y
**STOP**$ALLKIND
** Your account number M0815 will become invalid. *x
** For a new account number: Mrs. Acco, Tel. 67890 kel
* )k Kk
FASTOP**
** During next week print center refurbishment. *x
** Please be ready for delays during this period. *x

AR AR KRR A A AR R A AR KR A AR AR A A AR KA AR AR A A AR KA A A A AR AR AR A A AR A KA AR A A AR A AR AR A AR AR A A ALK K

W'BULLETIN'
HALT
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(% JMS0160 INSTALLATION ' SU700-60', BS2000 VERSION 'V190', HOST 'DOYZZEOX': PLE R
ASE ENTER '/SET-LOGON-PARAMETERS' OR '?'

/.test logon someone,m0815, 'any#'

% JMS0066 JOB 'TEST' ACCEPTED ON <date> AT <time>, TSN = 12CF

KAKAKAKRAKRA KA KA KA KA KRAKRAAA KA R A KRA XA KA A AR A I A A r A XA hkhhkhhxKk

** Welcome to the server X/YZ ! b
** Normal OPEN SESSION operation from 07:00 to 21:00. *x
** **x
** Service numbers: Tape announcement Tel. 12345 el
kel List output Tel. 34512 kel
lal Control center Tel. 51234 lal
** IMPORTANT! lal
** On Friday the system will be shut down at 17:00 x
** for maintenance work. i

CONTINUE SOMEONE (Y,N)? y

** Important ! URGENT ! el
** Release the volumes MINE1l and MINE4 which you have reserved. *x
** For questions, telephone the Control Center on 89067 *x

KA AAKRA A K AAKA A A KA A KA A KA KA R AR A XA A A I A I AR A I A XA A A I AR AR A XA XA I A *A XA AA XA rhrhkrkhkxkx

CONTINUE SOMEONE (Y,N)? y

** Your account number M0815 will become invalid on 03/01/ K
%PLEASE ACKNOwWLEDGE
LTG TAST
k, /
= For a new account number: Mrs. Acco, Tel. 67890 kel h
CONTINUE (Y,N)? y
** During next week print center refurbishment. *x
** Please be ready for delays during this period. *x
/
LTG TAST
= /)
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7 POSIX user administration

This chapter describes the interfaces for managing the POSIX user attributes of a BS2000
user ID. These interfaces are part of the SRPM component which is implemented in the
SECOS software product and in BS2000. It is possible to work with POSIX, however,
without installing the SECOS software product.

Each BS2000 user is, at the same time, a POSIX user. Apart from having a BS2000 user
ID with valid individual POSIX user attributes, there are no other conditions to be met in
order to gain access to POSIX and its interfaces.

For further information on SRPM, see section “Description of the privileges” on page 448
and the “SECOS” manual “Access Control” [48].

The POSIX functionality in BS2000 is described in detail in the “POSIX Commands” [40]
and “POSIX Basics” [41] manuals.

What is POSIX?

POSIX (Portable Open System Interface for UNIX) is a range of UNIX-based standards.
These standards ensure the compatibility and interoperability of applications in a heteroge-
neous network. A heterogeneous network consists of servers and products from different
manufacturers and of system and user software from different software suppliers.

The POSIX standard was defined as the national American standard by the Institute of
Electrical and Electronics Engineers (IEEE) in 1989. It was then adopted by the X/OPEN
consortium and in 1990 became the international standard (XOPEN Portability Guide 1V,
XPG4).

The library functions of the POSIX standard are available to the user via a C library and a
defined set of commands is available via a shell (POSIX shell).

Application programs can be easily ported with POSIX, irrespective of the operating system
being used. Programs compliant with XPG4 can therefore also run in BS2000 following
recompilation.

POSIX program interfaces are offered together with BS2000 interfaces. It is possible to use
a combination of both BS2000 and POSIX program interfaces in the same program.
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Some BS2000 software components and software products have been expanded to include
functions for processing POSIX files. SPOOL, for example, can also be used to print out
POSIX files and HSMS is able to save and reconstruct POSIX files, directories and file

systems.
Command Meaning
ADD-POSIX-USER Defines the POSIX user attributes
ADD-USER Creates a user entry in the user catalog 1
MODIFY-LOGON-PROTECTION Modifies protection attributes 2
MODIFY-POSIX-USER-ATTRIBUTES | Modifies POSIX user attributes of a BS2000
user ID
MODIFY-POSIX-USER-DEFAULTS Modifies the default POSIX attributes of a pubset
MODIFY-USER-ATTRIBUTES Modifies the catalog entry of a user 1
SET-LOGON-PROTECTION Defines protection attributes 2
SHOW-LOGON-PROTECTION Displays protection attributes 2
SHOW-POSIX-STATUS Displays POSIX status
SHOW-POSIX-USER-ATTRIBUTES | Displays the POSIX user attributes of a BS2000
user ID
SHOW-POSIX-USER-DEFAULTS Displays the default POSIX attributes of a pubset
SHOW-USER-ATTRIBUTES Outputs information on the entries in the user catalog 1
START-POSIX-SHELL Makes the POSIX shell available
Macro Meaning
SRMUINF Reads data from the user catalog and transfers it to a previ-
ously defined area

Table 14: BS2000 interfaces for POSIX user administration
T Commands for administering accounting numbers for access via a remote computer.

2 Commands for administering access authorization via a remote computer:
If the SECOS software product is used, it is possible for existing BS2000 user IDs to define whether the user of
a remote computer may gain access to the system with the UNIX command rlogin. The operand POSIX-
RLOGIN-ACCESS="YES(PASSWORD-CHECK=*"YES/*NO) or POSIX-RLOGIN-ACCESS=*NO in the SET-
/MODIFY-LOGON-PROTECTION command is available for this purpose.

The commands are described in the “SECOS” manual “Access Control” [48] and
“Commands” [27] manuals.
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POSIX user attributes
See the chapter “Administering POSIX users” in the “POSIX Basics” [41] manual.

Privileges for administering the POSIX user attributes

The POSIX-ADMINISTRATION privilege exists for POSIX. Owners of this privilege are
referred to as POSIX administrators. They have the following tasks and rights:

e administration of the POSIX user attributes of all BS2000 user IDs on all pubsets
e administration of default values for the POSIX user attributes on all pubsets
e calling privileged POSIX functions

The POSIX-ADMINISTRATION privilege is automatically linked to the SYSROOT system
user ID. This privilege cannot be withdrawn by SYSROOT. The security administrator
(SECURITY-ADMINISTRATION privilege) can also grant the POSIX-ADMINISTRATION
privilege to other BS2000 user IDs, and likewise withdraw it.

SYSROOT is the POSIX counterpart to the system administrator ID root in UNIX systems.
SYSROOT is set up following first startup of the BS2000 system and automatically receives
the user number 0. No other user number can be assigned to SYSROOT.

Holders of the USER-ADMINISTRATION privilege also receive authorization to administer
the POSIX user attributes and the default values for these. In this instance, they are treated
as if they were POSIX administrators.

The authorization of the group administrator of the *UNIVERSAL group is extended to
include the POSIX user attributes. When administering the POSIX user attributes on the
pubset managed by the user, the user is treated as if he/she has the privilege USER-
ADMINISTRATION. In this case, the restrictions for group administrators within the user’s
hierarchy described below do not apply to the user.

Group administrators may also administer POSIX user attributes. However, the following
restrictions apply:

e They cannot administer the default values for the POSIX user attributes.

e The type of POSIX user attributes which they can use depends on their authorization
(ADM-AUTHORITY).

e The value range of the POSIX user attributes is restricted for group administrators.

e They can only administer the group and subgroup members for whom they are respon-
sible.

For further information on the subject of privileges see section “Privileges” on page 443.
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Allocating a user number to a BS2000 user ID

See the chapter “Administering POSIX users” in the “POSIX Basics” [41] manual.

Administering BS2000 and POSIX groups
See the chapter “Administering POSIX users” in the “POSIX Basics” [41] manual.

Entering new POSIX users

See the chapter “Administering POSIX users” in the “POSIX Basics” [41] manual.

Mapping POSIX user attributes in the POSIX file system
The POSIX user attribute “user number” is closely linked with the POSIX file system: the

user number documents the owner of a file. In contrast to BS2000, it is simple for the root
administrator to assign a new owner to a file or directory (POSIX command chown).

Reading user information by program

See the chapter “Administering POSIX users” in the “POSIX Basics” [41] manual.
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Files are managed in file catalogs. The file catalogs themselves are managed by means of
the catalog management system CMS.

8.1 File catalog

The file catalog of an SF or SM pubset serves as a container for the catalog entries of the
files on public disk storages and Net-Storage, the job variables that belong to the pubset,
as well as for the catalog entries of private disk files and tape files. The file catalog is created
implicitly when the pubset is set up. It can be extended by systems support.

All user/system files and job variables possess an entry in the TSOSCAT file catalog. The
files and job variables are identified by a unique name.

The name is structured as follows:

ccatid: $userid.name

catid Each pubset is addressed via the catalog ID (catid).
It has a maximum length of four characters.
(see also section “Pubset properties” on page 276).

userid The user identification (user ID) may be up to 8 characters in length.

name The name of the file or job variable may be up to 41 characters in length. If a
catalog ID comprising more than one character and a maximum length of the
user ID are used, this number is reduced accordingly.

catid, userid and name must not be longer than 54 digits in total.
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Command Meaning
CHECK-IMPORT-DISK-FILE Import files / check file generations
CREATE-FILE Define name and attributes of a new file

CREATE-FILE-GENERATION

Create file generation of a file generation group

CREATE-FILE-GROUP

Create file generation group

DELETE-FILE

Delete file

DELETE-FILE-GENERATION

Delete file generation of a file generation group

DELETE-FILE-GROUP

Delete file generation group with associated file genera-
tions

EXPORT-FILE

Delete catalog entry for files on private volumes or Net-
Storage

EXPORT-NODE-FILE

Delete catalog entry for node files
(export node files)

IMPORT-FILE

Create catalog entry for files on private volumes or Net-
Storage

IMPORT-NODE-FILE

Create catalog entry for node files
(import node files)

MODIFY-FILE-ATTRIBUTES

Modify attributes of a file

MODIFY-FILE-GENERATION-
SUPPORT

Modify attributes of a file generation

MODIFY-FILE-GROUP-ATTRIBUTES

Modify attributes of a file generation group

REMOVE-CE-LOCK

Unlock catalog entry

REPAIR-FILE-LOCKS

Remove illegal file lock

SHOW-CE-LOCK

Display catalog entry lock

SHOW-FILE-ATTRIBUTES

Display attributes of a file

SHOW-FILE-LOCKS

Display file locks

SHOW-PUBSET-CATALOG-

ALLOCATION

Display information on catalogs of a pubset

Table 15: Command overview for file catalog management and catalog entries
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8.1.1

Structure of a file catalog

The file catalog contains an entry for every file on the pubset, including itself; This entry
includes information on the file attributes, the protection criteria and the location of the file
on the volume.

1st logical catalog block

!—‘—\

‘1st LBN‘ ‘an LBN lSrd LBN‘ ‘4th LBN‘ ......

File
catalog

1st LBN R nth LBN

PBN LBN
BCT ... | table UID | next Catalog entries
header block

LBN = logical block number
BCT = block control table
PBN = primary block number
UID =userID

Figure 7: Structure of the file catalog

The first catalog block (4K block) contains data for management of the file catalog. The
catalog entries (CEs) are stored in the subsequent catalog blocks. The catalog is structured
according to user IDs. Any given block of a catalog contains only CEs of one user ID; the
CEs are stored sequentially and unsorted. If there is not enough space in the block to
accommodate additional CEs, another block is requested and chained to the last block of
this user ID.

All users in the catalog are managed together with the beginning of their user chain PBN,
(primary block number) in the PBN table of the catalog.

When a new user ID is added to the user catalog of an SF pubset, a new catalog block, the
PBN of this user ID, is reserved automatically. The logical block number (LBN) of this
catalog block is entered in the PBN table together with the user ID.

In an SM pubset initially only one entry in the PBN table of the control volume set catalog
is generated for the new user. PBN assignment in an SM pubset catalog takes place only
when the first CE of the user is stored in this catalog.

The second 4K block of the file catalog always contains the CE of the file catalog itself and
is the beginning of the user chain of the TSOS ID.
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The logical block size in TSOSCAT is 4-Kbytes; a logical block number (LBN) is maintained
as the number of the logically smallest PAM page stored in the 4-Kbyte block.

A catalog block can accommodate from 1 to 13 catalog entries. The maximum length of an
entry is 4079 bytes, the minimum length (including a 1-byte file name) is 301 bytes, as long
as no space has been assigned. Otherwise this value increases by the length of the extent
list. This length is at least 14 bytes for volumes < 32 Gbyte and 16 bytes for volumes

> 32 Gbyte.

Catalog formats

There are three catalog formats:
NORMAL and LARGE (implicitly for pubsets with objects > 32 GB) and EXTRA LARGE.

TSOSCAT type Max. size (PAM pages)
NORMAL 16,384
LARGE 32,368
EXTRA LARGE 64,016

File catalog on SF pubsets

The file catalog is stored in the file called :<catid>:$TSOS.TSOSCAT. It contains all user
and system files as well as the job variables.

File catalog on SM pubsets

Unlike with SF pubsets, the catalog of an SM pubset is made up of several catalog files. An
example is used to illustrate its structure in the figure below. In the example the SM pubset
consists of the three volume sets A, BLA and C, the catalog ID is X, and the catalog format
is NORMAL or LARGE.
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SM Pubset X

Volume Set A
(Control Volume Set)

:X:$TSOS.TSOSCAT.A :X:$TSOS.TSOSCAT.BLA :X:$TSOS.TSOSCAT.C7

:X:$TSOS.TSOSCAT .#MIN

Volume Set BLA Volume Set C7

:X:$TSOS.TSOSCAT .#PVT

:X:$TSOS.TSOSCAT.#JVC

:X:$TSOS.TSOSCAT.$NLO

:X:$TSOS.TSOSCAT.$NLC

:X:$TSOS.TSOSCAT.$PFI

Figure 8: Structure of the file catalog of an SM pubset

Explanation of figure 8:

X:$TSOS.TSOSCAT.A

X:$TSOS.TSOSCAT.BLA

X:$TSOS.TSOSCAT.C
Each volume set of an SM pubset contains a volume-set-specific catalog file with
the catalog entries for the files stored on it. The path name of the volume-set-

specific catalog file is composed of the pubset ID and the volume set ID, as follows:
:<catid>:$TSOS.TSOSCAT.<volume-set-id>.

The catalog files below are all located on the control volume set of the SM pubset:

X:$TSOS.TSOSCAT.#MIN
Catalog entries for files migrated to a background level as well as cataloged files
which do not occupy any space.

X:$TSOS.TSOSCATH#PVT

Catalog entries of files on Net-Storage, tape files and private disk files.
X:$TSOS.TSOSCAT.#JVC

Container for job variables.
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X:$TSOS.TSOSCAT.$PFI
Catalog index file, used for saving the catalog index when an SM pubset is deacti-
vated. This file is an administrative entity superordinate to SM pubset catalogs and
contains information on the location of a file or a job variable in the SM pubset.

X:$TSOS.TSOSCAT.$NLO
Name list, used for data security. If a volume set fails, this file can be used to recon-
struct the data lost as a result.

The name list contains one entry for each file existing in a volume set of the SM.
There are also entries for temporary files. Only job variables and files which are
stored in catalogs on the control volume set are not referenced in this list, because
if the control pubset fails the name list can no longer be accessed. The entry for a
CE in the name list comprises the ID of the catalog which contains the CE, the user
ID of the file owner, and the name of the file.

X:$TSOS.TSOSCAT.$NLC
Name list copy, required to reconstruct the name list after a system crash.
The name list and the copy of the name list should be created with an equal size
because each time the catalog index is restored the name list becomes the copy of
the name list and vice versa. When managing the name list, CMS might then only
take the smaller of the two file sizes into account.

Subcatalogs with catalog format EXTRA-LARGE

With the catalog format EXTRA-LARGE, instead of the <catid>:$TSOS.TSOSCAT.#MIN,
<catid>:$TSOS.TSOSCAT.#JVC, and <catid>:$TSOS.TSOSCAT.#PVT catalogs there are
up to 100 subcatalogs with the names:

<catid>:$TSOS.TSOSCAT.#Mnn (nn = 00 through 99)
<catid>:$TSOS.TSOSCAT.#Pnn (nn = 00 through 99)
<catid>:$TSOS.TSOSCAT.#Jnn (nn = 00 through 99)

File catalog on Net-Storage volumes

Each Net-Storage volume has its own file catalog with the name .BS2FSCAT.

For each file which is stored on this Net-Storage volume this file catalog contains a copy of
the catalog entry in the TSOSCAT of the pubset to which the Net-Storage volume is
assigned.
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8.1.2 Extending catalog files

The SHOW-PUBSET-CATALOG-ALLOCATION command displays the catalog type
(NORMAL, LARGE, EXTRA LARGE), the occupancy rate per catalog (utilization/file size)
and the extendability per catalog. This output can be implemented either for a single pubset
or for all pubsets imported locally on a system and in master mode.

Automatic extension of the catalog

CMS recognizes when a catalog is 90% full and automatically extends it provided this is
possible without changing the catalog format.

For special catalogs in EXTRA LARGE type a new subcatalog is then created if none of the
existing subcatalogs can be extended.

Manual extension of the catalog

The catalog files can be extended during operation, e.g. with the MODIFY-FILE-ATTRI-
BUTES ...,SPACE-=... command. This applies on both SM and SF pubsets. The catalog
extension becomes effective immediately instead of after the next import of the pubset.

If the product SCA was activated for an SF pubset, SCA is implicitly terminated by the
system and restarted if the TSOSCAT file is extended (to adapt the SCA table structure).
This generally has no effect on the system.

Up to 99 further subcatalogs can be created for SM pubsets with catalogs of the EXTRA
LARGE type for each of the special catalogs #MIN, #JVC and #PVT. The ADD-CATALOG-
FILE command is used to do this.

Converting catalogs to the EXTRA-LARGE type

Pubsets can be converted when they are imported or created:
e IMPORT-PUBSET ..., EXTRA-LARGE-CAT-CONV=*YES command

With an SM pubset this entry applies for all catalogs in the pubset. If volume sets of the
SM pubset are in the “in hold” status when imported, their catalogs are converted only
when the “in hold” status is canceled.

e SIR statement DECLARE-PUBSET ..., TSOSCAT-TYPE="EXTRA-LARGE

The special catalogs are renamed as follows:
— <catid>$TSOS.TSOSCAT.#M00
— <catid>$TSOS.TSOSCAT.#J00
— <catid>$TSOS.TSOSCAT.#P00

U2417-J-Z2125-19-76 239



File

catalog

File management

8.1.3 Enhancing performance for catalog accesses

It is advisable to split up the system administration ID into TSOS and the default user
ID because the number of system files which must be contained under TSOS amounts
to several thousand. Without splitting, these catalog entries must also always be
searched each time a user accesses $file.

— System administration ID (TSOS)
All files required for maintaining system operation are cataloged under this ID. The
user catalog, file catalog, logging file and accounting file, for example, are
concerned here, but also all files which need to be accessed before SYSTEM
READY.

— Default user ID
This ID is defined with the system parameter DEFLUID (see page 666). All utility
routines, language processors, libraries, etc. that are frequently needed by the user
should be cataloged under this ID.
This parameter can also be used to specify a pubset. However, it is better to assign
the standard pubset with the aid of the ADD-USER command.
Should the pubset with the user ID specified for DEFLUID become defective, a
standby pubset can then be used. In this case only the user catalog entry of the user
ID would have to be modified.

For the START-/LOAD-EXECUTABLE-PROGRAM, CALL-PROCEDURE, ENTER-
PROCEDURE and ENTER-JOB commands the user should specify $filename instead
of filename.

For instance, if START-EXECUTABLE-PROGRAM FROM-FILE=$EDT is entered, the
user ID specified with DEFLUID is referenced immediately.

If START-EXECUTABLE-PROGRAM FROM-FILE=EDT is entered, a file with the name
EDT is first searched for under the calling user ID, and then under the user ID specified
with DEFLUID.

The system administration should specify a suitable value for secondary allocation
when the system is generated (system parameter DMSCALL, see page 662), because
the secondary allocation of storage space is very time-consuming as the corresponding
catalog entry is changed with every user task request.

To prevent saturation of the public storage space it is advisable to release storage
space not used by user files. The system administration can create procedures for this
purpose. See section “Monitoring storage space saturation” on page 323
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8.1.4 Removing access locks

Removing the catalog entry lock (CE lock)

To guarantee the consistency of catalog entries (e.g. for system communication), system
components can temporarily lock the catalog entry of a file or JV against modification. If it
is not possible to remove a CE lock, for example because of an error during system commu-
nication, the catalog entry remains locked even though the lock is no longer required.

This type of “leftover” CE lock hinders the operation of tasks which require this file or JV for
processing.

Systems support can use the REMOVE-CE-LOCK command to remove a lock for the
catalog entry of a file or JV. The command is executed only when the lock holder’s task no
longer exists or is in the PENDING INDEFINITELY status.

If the lock holder task possesses a different status, then the CE lock cannot be released
and the command is rejected. In this case, it is necessary to check whether the lock holder
task can be terminated (e.g. CANCEL-JOB command). The SHOW-CE-LOCK command
can be used to ascertain the TID of this task and the SYSID of the system in which the task
is running.

In the case of shared pubsets, the REMOVE- and SHOW-CE-LOCK commands can be
entered at any system in the network.

Removing a file lock

The owner of the file or systems support (TSOS user ID) can use the REPAIR-FILE-LOCKS
command to remove “illegal” file locks for a file. These are file locks which are no longer
required but which could not be automatically reset by the system for one of the following
reasons:

e temporary loss of a connection in a network
e system error preventing the file lock reset
The locks present for a file can be set by a job, by a system component or for data transfer.

The SHOW-FILE-LOCKS command informs the file owner and all users with access autho-
rization about the locks which currently apply to a file. File locks which are effective because
of the catalog entry are not displayed. These locks can be displayed by means of the
SHOW-CE-LOCK command.
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8.2 ACS: Alias catalog system

With ACS ((Alias Catalog Service) it is possible to access files and JVs under names which
are, within certain limits, freely selectable. Users thus have the option of defining the
files/JVs they require and storing them in special catalogs, the alias catalogs, together with
the assignment to the real file/JV. Files for which aliases are defined can be subsequently
processed by specifying only the alias. Alias catalogs are managed locally for each task.

Detailed information on ACS is provided in the “Introductory Guide to DMS” [19].

Command

Meaning

ADD-ACS-SYSTEM-FILE

Declares a new identifier for an ACS system file, and assigns
this identifier to a file name

ADD-ALIAS-CATALOG-ENTRY

Adds an entry to the alias catalog of the current task and
defines where the substitution applies.

HOLD-ALIAS-SUBSTITUTION

Interrupts the ACS function for the current task.

LOAD-ALIAS-CATALOG

Transfers entries saved in an AC file to the alias catalog.

MODIFY-ACS-OPTIONS

Modifies options (for local task).

MODIFY-ACS-SYSTEM-FILE

Modifies the definition of an AC system file

MODIFY-ALIAS-CATALOG-ENTRY

Modifies an existing entry in the alias catalog.

PURGE-ALIAS-CATALOG

Deletes the alias catalog of the current task

REMOVE-ACS-SYSTEM-FILE

Deletes the definition of an AC system file

REMOVE-ALIAS-CATALOG-ENTRY

Deletes an existing entry from the alias catalog.

RESUME-ALIAS-SUBSTITUTION

Resumes the alias substitution function

SET-FILE-NAME-PREFIX

Defines a prefix for file/dV names and specifies where the
prefix applies.

SHOW-ACS-OPTIONS

Displays options (for local task).

SHOW-ACS-SYSTEM-FILES

Shows the predefined alias catalog system files.

SHOW-ALIAS-CATALOG-ENTRY

Displays selected alias catalog entries (on SYSOUT).

SHOW-FILE-NAME-PREFIX

Shows the current prefix and its scope.

START-ACS

Activates ACS system-wide

STORE-ALIAS-CATALOG

Stores the alias catalog in a file

Table 16: Overview of ACS commands
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8.3 PFA: Performant file access

The HIPERFILE/PFA concept

In BS2000, the term “HIPERFILE concept” (High Performance Files) refers to a collection
of enhancements in both the system software and the hardware, designed to speed up
access to data and eliminate any I/O bottlenecks which may exist by the use of file
“caching”. Storage with fast access times is used to provide a buffer (or “cache”) storage,
so that the incompatibility between the access time to main memory and the (longer) access
times for hard disk can be reduced.

The BS2000 HIPERFILE concept provides caching in the various cache media both via the
command interface of the subsystem involved and by means of a standardized command
interface integrated in DMS:

e ADM-PFA (Administrator Performant File Access):
Caching in main memory by means of privileged commands of the chargeable product
DAB.
ADM-PFA caching is described in the “DAB” [10] manual.

e PFA (User Performant File Access):
Caching by means of embedding hiperfiles in DMS.
The use of the PFA concept by the user is described in the “Introductory Guide to DMS”
[19].

Embedding of the hiperfiles in DMS is implemented by making it possible to assign a cache
medium to each pubset, and also by enabling users to specify appropriate attributes, which
declare their files as hiperfiles for high performance processing.
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8.3.1 File attributes of Hiperfiles

The performance-related file attributes PERFORMANCE, USAGE and DISK-WRITE are
used to control cache utilization in the Hiperfile concept:

e PERFORMANCE
specifies the required performance for file access input/output behavior

e USAGE
describes whether the performance is only required for read or write or for both access

types

e DISK-WRITE
defines the time during cache-assisted file processing when the data must be
consistent for write operations

PFA for SF pubsets

With SF pubsets, the performance-oriented file attributes control cache use: a file for which
enhanced performance was requested is automatically cached during processing. When
this is done, the values specified for USAGE and DISK-WRITE and the cache type
(VOLATILITY) assigned to the pubset determine whether read and/or write caching is
performed.

If the file attributes PERFORMANCE=*HIGH, USAGE=*READ-WRITE and DISK-
WRITE=*IMMEDIATE are selected for a file written to an SF pubset with a non-write-secure
cache (e.g. main memory cache) then cache buffering is read only since the preconditions
for the failproof caching of write 1/Os are not fulfilled. The user is responsible for ensuring
that the file attributes he specifies comply with the cache properties.

The command SHOW-MASTER-CATALOG-ENTRY INF=*USER displays in the CACHE-

MEDIUM output line whether non-volatile cache medium is assigned to the pubset. This is
true if NONVOLATILE is output; only then are the file attributes USAGE=*WRITE and DISK-
WRITE=*IMMEDIATE are then effective.

Systems support can use the SHOW-PUBSET-CACHE-ATTRIBUTES command to display
the complete cache configuration of SF pubsets.

Systems support should configure the cache area of a pubset in such a way that

@ users do not have to assign attributes to their files themselves in order to achieve
enhanced performance: MODIFY-PUBSET-CACHE-ATTRIBUTES command,
CACHED-FILES="BY-SYSTEM operand.

In these cases, the default values for the file attributes ensure that write caching is
performed only to failproof media. Read caching is always performed.
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PFA for SM pubsets

For SM pubsets, the performance-oriented file attributes are used for selecting the most
suitable volume set for file storage during volume set selection: when a new file is created,
its performance attribute is used to automatically store it on the volume set whose perfor-
mance profile most closely matches the file requirements.

The performance profile of a volume set results from its performance spectrum and the
restrictions imposed by its write security requirements when using enhanced performance
values. It can be defined with the PERFORMANCE-ATTR operand of the MODIFY-
PUBSET-DEFINITION-FILE command and retrieved with the command SHOW-PUBSET-
DEFINITION-FILE.

Systems support is responsible for ensuring that the performance profile of a volume set is
supported by adequate provision of hardware or cache configurations with the MODIFY-
PUBSET-CACHE-ATTRIBUTES (EDIT-PUBSET-CACHE-ATTRIBUTES) command. For
details and recommendations regarding the performance profile for SM pubsets, see
section “Defining the performance profile” on page 288.

Volume set configuration Recommended performance profile
PERFORMANCE WRITE-CONSISTENCY
(Performance spectrum) with enhanced
performance
(PERF=HIGH/VERY-HIGH)
Volume set made up of volumes withno | STD irrelevant

special performance properties and
with no cache assigned

Volume set which is assigned main STD, HIGH not satisfied (BY-CLOSE)
memory as the cache medium
Volume set whose volumes are STD, HIGH satisfied (IMMEDIATE)

connected to a cache controller

Table 17: Recommendations for performance profiles

Systems support can display the set cache configurations of the volume sets in an SM
pubset with SHOW-PUBSET-CACHE-ATTRIBUTES ...,VOLUME-SET=*ALL/<cat-id 1..4>.
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8.3.2 Cache assignment of pubsets

One or more SF pubsets or SM pubset volume sets can be assigned to a cache medium.
The MODIFY-PUBSET-CACHE-ATTRIBUTES (EDIT-PUBSET-CACHE-ATTRIBUTES)
command enables systems support to specify, among other details, the proportion of the
cache in each cache medium which is to be reserved for a pubset. This assignment
automatically takes effect when the pubset is imported (IMPORT-PUBSET), or when a
volume set is activated for an SM pubset (MODIFY-PUBSET-PROCESSING), but can also
be activated dynamically while the pubset is in use, see “Starting and terminating caching
dynamically” on page 248.

Details of the cache assignment of pubsets are provided in section “Defining the cache
configuration” on page 289 and in section “Modifying the cache configuration” on page 305.

Systems support can gain information on cache hit rates from the analysis of the PFA
openSM2 monitoring report, which provides information about the use of the cache media.

The SHOW-PUBSET-CACHE-ATTRIBUTES command enables systems support to obtain
information about the cache assignments which are currently valid and activated, about the
cache media, their operating modes and the size declarations. Detailed information on the
configuration of the separate PFA cache areas can additionally be obtained with the
SHOW-CACHE-CONFIGURATION command.

Setting cache usage globally

Systems support can permit one-off cache use for all the files on a pubset and all users by
specifying CACHED-FILES=*ALL in the MODIFY-PUBSET-CACHE-ATTRIBUTES
command. If main memory is used as a cache medium, it is also possible to specify
CACHED-FILES="BY-SYSTEM, in which case the cache-relevant files are determined by
the system itself, which also monitors their cache utilization. This ensures optimum perfor-
mance for a pubset’s files (so-called AutoDAB).

Here default values are first set for each of the pubset’s files (with the exception of some
system files, e.g. file and user catalog):

e “Read cache” for the volatile cache medium main memory

e With the data area specification AREA=*BY-SYSTEM (START-DAB-CACHING
command): for temporary files in main memory, also “read-write cache”

Users can modify this presetting without requiring any additional authorization. Alterna-
tively, certain users can be permitted to use caching by allowing them to assign their file
attributes.
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Setting cache usage on a user-specific basis

The task of systems support is to authorize user IDs to use caches in processing their files
(hiperfiles) and additionally for SM pubsets, to assign the user sufficiently sized quotas for
hiperfiles (HIGH-PERF-SPACE and VERY-HIGH-PERF-SPACE, see page 294).

Each authorization is issued by making an appropriate entry in the user catalog for the
pubset, using the command ADD-USER or MODIFY-USER (DMS-TUNING-RESOURCES
operand); this indicates the highest permissible performance attribute for the user’s files.
The MODIFY-PUBSET-USER-ATTRIBUTES command is additionally available for
assigning the required quotas for SM pubsets.

Systems support can issue the following caching authorizations to each individual user:

e NONE
The user is given no authorization to use a cache in processing files.

e CONCURRENT-USE
The user is authorized to use a cache in processing files, but in doing so competes with
all other users who have the same authorization. This means that if there is a shortage
of storage space in the cache medium, sections of the user’s file may again be stored
elsewhere.

e EXCLUSIVE-USE
The user is authorized to process files exclusively using a cache. Even when there is a
shortage of storage space, the system will always attempt to hold the hold the user’s
file entirely in the cache medium, if the user has requested this by an appropriate file
attribute.

Systems support and the user can obtain information about the pubset-specific authoriza-
tions and quotas for a particular user ID by means of the SHOW-USER-ATTRIBUTES
command.

The home pubset cannot be buffered in the cache media managed by DAB by
means PFA caching. In the event of a system failure, it may not be possible to
reconstruct the write data because the DAB subsystem is not available at the time
the home pubset is imported. An attempt to set up a PFA cache area for the home
pubset is therefore rejected.
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Starting and terminating caching dynamically

The command START-FILE-CACHING can be used to start caching for files which are
already open. The PERFORMANCE and USAGE operands are used to determine the file’s
performance value and cache mode attributes.

Preconditions for the enabling of caching for files which are already open are
e the caller must have access authorization to the file (file owner or systems support)
e the pubset on which the file is located

— must possess a valid, activated cache assignment
— must be locally accessible

e the command must be entered at the same system of the cache that is assigned to the
pubset which is to be operated on the local system

e the caller must have been granted the necessary cache authorization by systems
support

If the file is not open or if it is already being processed with caching, then START-FILE-
CACHING is rejected.

The SHOW-DAB-CACHING command informs systems support about the currently
installed cache areas in the cache media main memory.

The command STOP-FILE-CACHING terminates caching for an open file or a file for which
data is still present in the cache. The data still present in the cache is written back
(exception: read-only cache) and the contents of the cache are invalidated. The same
preconditions must be satisfied as in the case of START-FILE-CACHING.
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8.3.3

Examples

Example 1: SF pubset

/show-pubset—-cache-attributes pubset=f64k [@D)
%
%COMMAND: SHOW-PUBSET-CACHE-ATTRIBUTES

%PUBSET F64K: SINGLE-FEATURE, ACC

%——— CACHE CONFIGURATION + DEFINED ———— + ———— CURRENT ———
% CACHE MEDIUM | NONE | NONE

% CACHE SIZE | NONE |

% CACHED FILES | BY USER |

% VOLATILITY (GLOBAL STORAGE) | YES |

% GS—UNIT (GLOBAL STORAGE) | BY DEFAULT |

% SEGMENT SIZE (NOT CONTROLLER) | 32 KB

% FORCE OUT (NOT CONTROLLER) | AT LOW FILLING

%
/modify-pubset—-cache-attributes pubset=f64k,cache—medium=*main-memory,
cache-size=1(dimension=*megabyte) (2)
/start—-pubset—-caching pubset=f64k (3)
/show-pubset—-cache-attributes pubset=f64k (4)
%
%COMMAND : SHOW-PUBSET-CACHE-ATTRIBUTES

%PUBSET F64K: SINGLE-FEATURE, ACC

%——— CACHE CONFIGURATION + DEFINED ———— + ———— CURRENT ———-
% CACHE MEDIUM | MAIN MEMORY | MAIN MEMORY

% CACHE SIZE | 1 MB | 1 MB
% CACHED FILES | BY USER |

% VOLATILITY (GLOBAL STORAGE) | YES |

% GS—UNIT (GLOBAL STORAGE) | BY DEFAULT |

% SEGMENT SIZE (NOT CONTROLLER) | 32 KB | 32 KB
% FORCE OUT (NOT CONTROLLER) | AT LOW FILLING | AT LOW FILLING

%
(1) No data buffering is set for the SF pubset F64K.

(2) The MODIFY-PUBSET-CACHE-ATTRIBUTES command defines a cache
configuration for the SF pubset F64K.

(3) The previously defined cache area is activated with the START-PUBSET-CACHING
command.

(4) The SHOW-PUBSET-CACHE-ATTRIBUTES command now shows the cache
configuration for the SF pubset F64K.

U2417-J-Z2125-19-76 249



PFA: Performant file access File management

Example 2: Volume set of an SM pubset

/show-master—-catalog—entry entry-name=S* [@D)
%»PUBSET SB : SYSTEM-MANAGED, PUBRES-UNIT=ES58E, LOCAL-IMPORTED

% LARGE-FILES—ALLOWED

% SHARED, MASTER-HOST=0WN-HOST

%VOLSET SBC : CONNECTED, CORRESPONDING PUBSET=SB

% CONTROL VOLUME SET

%VOLSET SBH : CONNECTED, CORRESPONDING PUBSET=SB
/show—pubset—-cache—-attributes pubset=sb,volume-set=sbh (2)

%COMMAND: SHOW-PUBSET—-CACHE-ATTRIBUTES

%PUBSET SB : SYSTEM-MANAGED, CTL-SET=(SBC, STDDISK), ACC, HSMS-SUP
%———— VOLUME-SET INFORMATION
AVOLUME-SET SBH : STDDISK, NORMAL-USE

%———— CACHE CONFIGURATION + DEFINED ———— + ———— CURRENT ——-
% CACHE MEDIUM | NONE | NONE

% CACHE SIZE | NONE |

% CACHED FILES | BY USER |

% VOLATILITY (GLOBAL STORAGE) | YES |

% GS—UNIT (GLOBAL STORAGE) | BY DEFAULT |

% SEGMENT SIZE (NOT CONTROLLER) | 32 KB

% FORCE OUT (NOT CONTROLLER) | AT LOW FILLING

/modify-pubset—-cache-attributes volume-set=sbh,cache—-medium=*main-memory,
cache-size=1(dimension=*megabyte)

(3)

/start—pubset—-caching pubset=sb (4)
/show—-pubset-cache-attributes pubset=sb,
volume-set—information=*yes(volume-set=sbh) ———  (5)

%
%COMMAND: SHOW-PUBSET-CACHE-ATTRIBUTES

%PUBSET SB : SYSTEM-MANAGED, CTL-SET=(SBC, STDDISK), ACC, HSMS-SUP

%———— VOLUME-SET INFORMATION

%VOLUME-SET SBH : STDDISK, NORMAL-USE

%———— CACHE CONFIGURATION + DEFINED ———— + ———— CURRENT ——-
% CACHE MEDIUM | MAIN MEMORY | MAIN MEMORY

% CACHE SIZE | 1 MB | 1 MB
% CACHED FILES | BY USER |

% VOLATILITY (GLOBAL STORAGE) | YES |

% GS—UNIT (GLOBAL STORAGE) | BY DEFAULT |

% SEGMENT SIZE (NOT CONTROLLER) | 32 KB | 32 KB
% FORCE OUT (NOT CONTROLLER) | AT LOW FILLING | AT LOW FILLING
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The SHOW-MASTER-CATALOG-ENTRY command shows the configuration of the
SM pubset SB.

No data buffering is set for the volume set SBH.

The MODIFY-PUBSET-CACHE-ATTRIBUTES command defines a cache
configuration for the volume set SBH.

The previously defined cache area is activated with the START-PUBSET-CACHING
command.

The SHOW-PUBSET-CACHE-ATTRIBUTES command now shows the cache
configuration for the volume set SBH.
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8.3.4 Cache medium main memory

The cache media are managed by the cache handler DAB (software product).

When you use the cache media you should always refer to the “DAB” [10] manual to under-
stand the matter better.

Command Meaning Area

FORCE-DESTROY-CACHE Forces the closure of an existing PFA PFA caching
cache area

FORCE-STOP-DAB-CACHING | Forces the closure of an existing ADM- ADM-PFA caching
PFA-DAB cache area

MODIFY-DAB-CACHING Dynamically modifies parameters of a DAB | ADM-PFA caching
cache area and PFA caching

MODIFY-DAB-PARAMETERS | Dynamically modifies DAB subsystem ADM-PFA caching
parameters and PFA caching

SHOW-CACHE-CONFIGU- Displays configuration of the PFA cache PFA caching

RATION areas

SHOW-DAB-CACHING Displays information on the current DAB | ADM-PFA caching
configuration and PFA caching

START-DAB-CACHING Creates ADM-PFA-DAB cache areas ADM-PFA caching

STOP-DAB-CACHING Closes ADM-PFA-DAB cache areas ADM-PFA-Caching

Table 18: Overview of the DAB commands

The segment size of each cache area can be set variably in all types of cache media
managed by DAB. DAB always executes segment management for each cache medium:
when data is buffered in the cache, complete segments (disk areas of 64 KB depending on
segment size and when automatic caching is used) are always moved. Selecting large
segments is meaningful for applications using predominantly sequential processing (or
generally with high spacial locality). A “record level cache” can be used for applications
using direct access if small segments are selected. This has a very positive effect if the
applications generally have a low spacial but high temporal locality (multiple access to the
same block within a time period). The negative effects of buffering large segments in the
cache in this case are avoided and the cache size can be significantly reduced.

The segment size does not have to be selected by systems support. DAB always performs
the prefetch appropriate for the application when handling the automatic caching functions
(AutoDAB).
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AutoDAB provides the following functions:

e Files suitable for caching are automatically selected thanks to the use of intelligent
caching algorithms.

e The prefetch factor matching the access profile of the selected files is set.

e The buffered files are cyclically monitored for their cache utilization.

8.3.5 Read caching of encrypted files

DAB supports read caching of encrypted and unencrypted files.

For read caching of encrypted files the user has the same interfaces and functions as for
caching unencrypted files.

The data is stored in the cache in decrypted format. This means that for all data accesses
which require only a data transfer to or from the cache, the path extension arising from the
encryption methods is no longer called for. Encryption/decryption is only required for data
transfer between cache memory and disk storage.

Benefits of read caching:
1. The data volume which needs to be decrypted is reduced.
2. The number of critical data transfers is reduced.

3. The increase in the I/O times which the crypto methods cause due to the greater
I/0O blocking factor when data is imported to the cache is reduced.

Write caching of encrypted files is rejected.
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8.4 Sending BS2000 file by email

The MAIL-FILE command or the MAILFIL macro enables you to send BS2000 files
(including SYSLST and SYSOUT) to the specified user ID. This email is sent to one or all
recipient addresses which are entered in the user ID’s user entry. The email address must
be entered in the user ID, see “Entering email addresses for a user ID”.

The mail service of the software product interNet Services must be installed because the
email is actually sent with the mail sender (SEND-MAIL interface) of the software product
interNet Services.

The character set (file attribute CCS-NAME) is taken into account for the text file which is
to be transferred, and when it is transferred, conversion takes place to a character set of
the open systems environment. You can add a “subject” to the email and specify whether
the file should be deleted after it has been transferred successfully.

You can also send the following files using this email concept:

e MAIL-FILE for system files SYSLST and SYSOUT, see page 255.
e HSMS reports with HSMS, see the “HSMS” manual [24].

e Output files of MAREN, see the “MAREN” manual [31].

When an email address has been selected successfully via the job name, this email
address is used as the sender of the email, otherwise the first email address of the
execution ID is used. The first email address of the TSOS ID is also provided in case of
delivery errors. This ensures that the administrator receives a so-called “bounce mail” when
recipient addresses are incorrect and can then correct the email addresses concerned in
the user management.

Entering email addresses for a user ID

Email addresses are entered in the user entry of a BS2000 user ID with the EMAIL-
ADDRESS operand of the ADD-USER and MODIFY-USER-ATTRIBUTES commands. The
MAIL-ADDRESS attribute remains unchanged.

For the TSOS user ID an email address must be entered.

The email addresses which are entered are output using the SHOW-USER-ATTRIBUTES
command or the SRMUINF macro.

After new email addresses have been entered, systems support should check these by
sending a test mail to the associated user ID.
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8.5

Output of SYSLST and SYSOUT using MAIL-FILE

MAIL-FILE can output the current system files SYSLST and SYSOUT. For the system
output, the value MAIL can be specified instead of PRINT in the relevant output operands
in the EXIT-JOB, CANCEL-JOB and ENTER-PROCEDURE commands. Furthermore, for
these commands and for the LOGOFF command the default value for system output can
be set to PRINT or MAIL in the system parameter SSMOUT. See system parameter
“‘SSMOUT” on page 693.

If no email can be sent when the job terminates, system files which in accordance with the
settings would have to be sent in an email are output instead to SPOOL as was previously
the case.

Error analysis in the mail service of the software product interNet Services

The system administrator can specify settings for logging and tracing emails by means of
the configuration file for the mail sender backend (file
SYSDAT.MATL.<version>.SERVICE.OPT) and by means of the MODIFY-MAIL-SERVICE-
PARAMETER command. The logging and trace files contain detailed information on
sending emails, in particular in the event of errors.

Unicode in BS2000

Unicode incorporates almost all the text characters known around the world in a single
character set. Unicode is also independent of the various manufacturers, systems and
countries.

Unicode support in BS2000 extends the EBCDIC character sets which are available in
BS2000 systems by additional characters which are required in the European language
area. The programming and runtime environment is made available to users, who require
this to expand their existing applications by the addition of Unicode data fields. For this
purpose a corresponding software configuration is provided under BS2000. The XHCS
subsystem for Unicode support in BS2000 is loaded by default.

For general information on Unicode, please refer to the website of the Unicode Consortium:
http://www.unicode.org.

For detailed information on Unicode in BS2000, please refer to the “Unicode in BS2000”
manual [60].
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9 Pubset management

Pubsets (public volume sets) are sets of shared volumes and are used in BS2000 together
with private volumes for storing files. In addition to the files themselves, a pubset also
contains all the metadata required for file management (file catalog, user catalog, etc.).

BS2000 supports Net-Storage in the context of the pubsets. This is described in
chapter “Net-Storage management” on page 353.

Command

Meaning

ADD-MASTER-CATALOG-ENTRY

Create entry in the MRSCAT catalog list

ADD-NET-STORAGE-VOLUME

Create a Net-Storage volume and assign it to a local
pubset

ADD-USER

Create entry in the user catalog and define pubset
access

CANCEL-PUBSET-EXPORT

Cancel export of a pubset

CANCEL-PUBSET-IMPORT

Cancel import of a pubset

CHECK-PUBSET-MIRRORS

Check the homogeneity of pubset mirroring

EXPORT-PUBSET

Export a previously imported pubset

FORCE-PUBSET-EXPORT

Force a pubset export

IMPORT-PUBSET

Import a pubset and define user catalog handling

MODIFY-MASTER-CATALOG-ENTRY
(EDIT-MASTER-CATALOG-ENTRY)

Modify entry in the MRSCAT catalog list

MODIFY-PUBSET-CACHE-ATTRI-
BUTES
(EDIT-PUBSET-CACHE-ATTRIBUTES)

Modify the PFA cache configuration for a pubset

MODIFY-PUBSET-DEFINITION-FILE
(EDIT-PUBSET-DEFINITION-FILE)

Modify the definition of an SM pubset

MODIFY-PUBSET-PROCESSING

Modify the configuration of a pubset

MODIFY-PUBSET-RESTRICTION

Modify the usage restrictions for a pubset

MODIFY-PUBSET-SPACE-DEFAULTS
(EDIT-PUBSET-SPACE-DEFAULTS)

Modify the storage space management default values

MODIFY-PUBSET-SPACEPRO-
OPTIONS

Modify the SPACEPRO options

Table 19: Overview of pubset management commands

(part 1 of 3)
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Command

Meaning

MODIFY-SPACEPRO-PARAMETERS

Modify the SPACEPRO parameters

MODIFY-SPACE-SATURATION-LEVELS
(EDIT-SPACE-SATURATION-LEVELS)

Modify the storage space saturation levels

MODIFY-USER-ATTRIBUTES

Modify entry in user catalog

MODIFY-USER-PUBSET-ATTRIBUTES

Modify the SM pubset attributes of a user ID

MOVE-SPACEPRO-DISK

Extend or reduce the SPACEPRO or pool pubset

REMOVE-MASTER-CATALOG-ENTRY

Delete entry in the MRSCAT catalog list

REMOVE-NET-STORAGE-VOLUME

Remove a Net-Storage volume from a local pubset

REMOVE-PUBSET-LOCK

Delete pubset lock

RESUME-PUBSET-RECONFIGU-
RATION

Terminate pubset reconfiguration request correctly

SET-PUBSET-ATTRIBUTES

Define the characteristics of a pubset

SET-SPACE-SATURATION-LEVEL

Define the saturation levels for using storage space on
an SF pubset
(only supported for compatibility reasons)

SHOW-MASTER-CATALOG-ENTRY

Request information on the state, occupation and acces-
sibility of a pubset

SHOW-PUBSET-ATTRIBUTES

Request information on pubset properties

SHOW-PUBSET-CACHE-ATTRIBUTES

Display information on the cache attributes of a pubset

SHOW-PUBSET-DEFINITION-FILE

Display information on the global and the performance
attributes of a volume set

SHOW-PUBSET-LOCKS

Display information on pubset locks

SHOW-PUBSET-FILE-SERVICES

Display the file property combinations supported in an
SM pubset

SHOW-PUBSET-IMPORT-EXPORT

Output information about the processing status of
import/export jobs

SHOW-PUBSET-NET-STORAGE

Display the Net-Storage of a pubset

SHOW-PUBSET-OCCUPATION

Display information on the jobs which occupy pubset
space

SHOW-PUBSET-PROCESSING

Display information on the physical pubset configuration

SHOW-PUBSET-RESTRICTION

Display information on the physical pubset configuration

SHOW-PUBSET-SPACE-ALLOCATION

Display the storage space assignment for a pubset

SHOW-PUBSET-SPACE-DEFAULTS

Display information on the pubset-specific default values
for storage space allocation

SHOW-PUBSET-SPACEPRO-HISTORY

Display the SPACEPRO history of a pubset

Table 19: Overview of pubset management commands

(part 2 of 3)

258

U2417-J-2125-19-76



Pubset management

Command

Meaning

SHOW-PUBSET-SPACEPRO-OPTIONS

Display the SPACEPRO options of a pubset

SHOW-SHARED-PUBSET

Request a summary of the participants in a shared
pubset network

SHOW-SPACE-SATURATION-LEVELS

Display information on the pubset-specific storage
saturation levels

SHOW-SPACEPRO-PARAMETERS

Display the SPACEPRO parameters

SHOW-SPACEPRO-STATUS

Display the status of the SPACEPRO monitor

SHOW-XCS-PUBSET

Request a summary of the participants in an XCS pubset
network

SHOW-XCS-OCCUPATION

Display the current TU tasks using XCS

SIMULATE-SPACEPRO-EVENT

Test the SPACEPRO configuration

START-PUBSET-CACHING

Activate the cache buffer for a pubset

START-SPACEPRO-MONITOR

Start the SPACEPRO monitor for pubset monitoring

STOP-PUBSET-CACHING

Deactivate the cache buffer for a pubset

STOP-SPACEPRO-MONITOR

Stop the SPACEPRO monitor

Table 19: Overview of pubset management commands

(part 3 of 3)
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9.1

9.11

9.1.1.1

Pubset concept

A pubset is a group of shared disks which form a unit. Because of their self-contained
structure, pubsets are objects which are almost completely independent of each other. If
one pubset fails, it is the only one affected.

Pubset types

The pubsets are distinguished according to usage types:

e For information on the home pubset, which must exist in every BS2000 system, see
page 262.

e For information on data pubsets (which are also called user pubsets), see page 261
e For information on paging pubsets, see page 261

e For information on pubsets for large files and volumes, see page 261

e For information on standby pubsets for increasing data security, see page 335

e For information on shared pubsets for shared access, see page 327

Home pubset

On each BS2000 system, at least one pubset must exist which contains the system-specific
data and files and must therefore be available throughout the complete BS2000 session.
This special pubset is known as the home pubset. It cannot be connected to Net-Storage.

The system ID (SYSID) of the home pubset is used to identify the active system. Itis

entered in the disk occupancy information and in the path group ID. Controllers use the path
group ID to differentiate between 1/Os from different systems. For these reasons, it is

essential that unambiguous system IDs are assigned when home pubsets are operated in
parallel. When PUB notation is used this is always the case, provided that unique pubset
IDs have been chosen. In the case of pubsets with point notation which are to be used as
home pubsets, you must explicitly ensure that unique system IDs are used, see page 328.

BS2000 imports the home pubset at system initialization and it is exported at system
shutdown. The home pubset is exported during system shutdown (when the SHUTDOWN
command is processed). User files and job variables may be cataloged on the home
pubset. This must, however, be permitted by systems support (ADD-USER or MODIFY-
USER command).

260

U2417-J-2125-19-76



Pubset management Pubset concept

9.1.1.2

9.1.1.3

9.1.1.4

User pubset (data pubset)

These pubsets are used exclusively by DMS for storing files. They can also be connected
to Net-Storage. They only contain user files or job variables. Systems support can control
the availability of this pubset at any time during the session with the IMPORT-PUBSET and
EXPORT-PUBSET commands. A user may have access rights to several pubsets.

Each user is assigned a default pubset. He can create, process and delete files and job
variables on this pubset without entering the catalog ID.

The default pubset for the TSOS user ID is always the home pubset, regardless of what is
specified in the DEFAULT-PUBSET entry in the ADD- or MODIFY-USER-ATTRIBUTES
command.

Paging pubset

The pubsets containing paging files to be used in the session are known as paging pubsets.
They are required for the complete BS2000 session but may be activated and deactivated
as required independently for DMS use but only, however, for the same system.

The paging pubsets are handled by DMS in the same way as pubsets not containing paging
files: The import request for a data pubset containing a paging file must be explicit
(IMPORT-PUBSET command). Paging pubsets are not imported automatically during
system initialization. They should be imported by starting a RUN file to ensure their avail-
ability immediately after system initialization.

The paging pubsets are identified as such in the MRSCAT catalog list and cannot be
deleted there.

All system paging pubsets can be displayed with the command SHOW-MASTER-
CATALOG-ENTRY CATALOG-ID=*ALL,SELECT=*PAGING.

Pubsets with large objects

Volumes and files whose size exceeds the 32 GB limit are called “large volumes” and “large
files”, or together they are called “large objects”. The maximum possible size is 4 TB
(terabytes) There are two pubset types for supporting large objects:

e pubsets with large volumes and without large files
e pubsets with large volumes and large files

This makes it possible to introduce large volumes and large files step-by-step. The intro-
duction of large volumes is transparent for the most part to existing programs. Some
changes may need to be made when large files are introduced.
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9.1.2

9.1.2.1

9.1.2.2

Pubset names (VSN)

All volumes are identified in BS2000 by a name, the VSN (Volume Serial Number).

For pubsets, a distinction must be made between single-character names (VSN in PUB
notation) and multiple-character volume set/pubset names (VSN in point notation): This
convention must not be used for private volumes.

The pubset names must be unique within a network.

there is a special notation for Net-Storage volumes, see page 355

VSN in PUB notation

A VSN in PUB notation begins with the fixed string PUB (for public). It always consists of
six characters, with the format PUBpxx.

PUB fixed name part to distinguish between private volumes (3 characters “PUB”) = type
identifier

p Catalog ID (catid), (1 character; A..Z, 0..9)

XX sequential number within a pubset/volume set, (2 characters; 00..31) = sequential
number

A maximum of 36 pubsets or volume sets, consisting of up to 32 volumes, can be
addressed with the single-character catalog ID.

Examples: PUBAQOO, PUBA25, PUB502

VSN in point notation

A VSN in point notation always consists of six characters, with the format pp[pp].[xy]z.
Where:

pplpp] catalog ID (catid), (2-4 characters; A..Z, 0..9), the “PUB” prefix is not allowed
period (1 character) = type identifier

[xy]z sequential number within a pubset/volume set, (1-3 characters) = sequential
number

A pubset or volume set in point notation can consist of up to 255 volumes.
Examples: AA.001, AB.309, XYZ.23, OTTO.0, J19P.8

With SF pubsets, the catalog ID corresponds directly to the “catalog ID” part of the name in
the VSN. With SM pubsets, the catalog ID differs from all volume set names of the

SM pubset concerned and it therefore differs from the “catalog ID” part of the VSN name for
all volumes of the pubset.
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9.1.23

Maximum number of disks per pubset/volume set in point notation

The maximum number of volumes per pubset/volume set depends on the allocation unit AU
(ALLOCATION-UNIT), the volume types and the length of the sequential number.

AU Sequential number value range Maximum number of
X addressable volumes
y z
6 KB 0 0 A.V,0.9 32
8 KB A.Z 0.9 A.Z, 0.9 A.Z 0.9 36/255"
64 KB A.Z, 0.9 A.Z,0.9 A.Z, 0.9 36/255"

T A maximum of 36 volumes may be addressed per pubset with a single character sequential number

Double-point notation for mirror disks

Double-point notation is used to designate mirror disks unambiguously after they have been
detached from the original unit (e.g. for performing a backup with HSMS). Mirror disks are
created using the replication functions of external disk storage systems.

For this purpose the point created in a VSN with point notation is changed into a double
point or, in PUB notation, the character string “PUB” is changed to “P:B”.

Examples

Double-point notation

Point notation: ABC.04  becomes ABC:04
XY.123 becomes XY:123
PUB notation: PUB023 becomes P:B023
PUBX88 becomes P:BX88

When a mirror pubset is created with SHC-OSD, this renaming can take place implicitly.
However, only SF pubsets can be renamed implicitly.
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9.1.24

9.1.2.5

Special cases

Converting or renaming the VSN format

The utility PVSREN (see the “Utility Routines” manual [15]) can be used to convert pubset
notations or rename pubset or volume set names within a notation type.

It is always possible to convert a PUB notation to a point notation. It is only possible to
convert a point notation to a PUB notation if the number of volumes in the pubset or volume
set concerned does not exceed 32.

Snapset notation

In the case of snap units which were used for generating a Snapset, the Snapset identifi-
cation in lower case is used to name the VSNs unambiguously in such a manner that on
the one hand the associated pubset disk can be derived from the Snapset disk, and on the
other hand the VSN of the Snapset disk is outside the name space of the VSNs for private
disks and pubsets. (For details see “Snapset identification” on page 475).

Pubset addressing

Objects cataloged on a pubset are addressed via the catalog ID (catid) and complete path
name.

The catalog ID is identical to the name of the corresponding pubset. The catalog ID of an
SM pubset must be different from all volume set names of all SM pubsets.

The addressing of files stored on a specific volume set on an SM pubset via the name of
this volume set is not supported.
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9.1.3 SF and SM pubsets

9.1.31

This section describes the structure of SF and SM pubsets and also the configuration data
which is important for these pubsets.

Structure of an SF pubset

A single-feature pubset (SF pubset) consists of one or more homogeneous volumes which
must have identical properties (disk format, allocation unit). The disk assigned number 0 is
known as the Pubres. The Pubres is the obligatory system disk of an SF pubset. It contains,
among other things, a directory of the disks belonging to the pubset and a reference to the
start of the TSOSCAT file catalog.

In the example below the SF pubset with catalog ID ABC consists of three volumes with the
VSNs (in point notation) ABC.00, ABC.01 and ABC.02.

SF Pubset ABC

ABC.00 ABC.01 ABC.02

(Pubres)

Volume configuration of an SF pubset (example)

If a file named “MY.LIST” exists under user ID “ALLKIND” on one of the volumes in SF
pubset ABC, the path name is: “:ABC:$ALLKIND.MY.LIST”

Properties of SF pubsets

o An SF pubset represents the provision of a limited, homogeneous service. If the service
requirements of a file change the user must move the file to another pubset.

e SF pubsets can be enlarged by adding empty volumes. The volume properties must
match those of the pubset (see page 280).

e The size of an SF pubset can be can be reduced by removing empty volumes. The
system provides the option of setting allocation restrictions as an aid for clearing
volumes.

e If a single volume in an SF pubset fails, the complete pubset is taken as failed.

e SF pubsets are suitable for use as home or paging pubsets.
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9.1.3.2 Structure of an SM pubset

An SM pubset consists of one or more volume sets which, as with an SF pubset, consist
of a group of several homogeneous disks. A volume set can only be operated within the SM
pubset.

The control volume set has a special role among the volume sets. The control volume set
is used for storing all pubset-global metadata of the SM pubset. The control volume set
must therefore always be available and cannot be removed from the pubset.

The example below shows the structure of an SM pubset with the three volume sets AB,
PERF and D:

SM pubset XYZ
SO0 level (processing level)
Volume set AB Volume set PERF Volume set D
control volume set (data volume set) (data volume set)
AB.000 (|| AB.001 PERF.0 | | PERF.1 PUBDO0||PUBDO02||PUBD21
Volres Volres Volres
Dual Dual

Volume configuration of an SM pubset (example)

If the file “LST.PHONE” exists under the user ID “ALLKIND” on one of the volumes in any

of the volume sets of the XYZ pubset, its path name is: “:XYZ:$ALLKIND.LST.PHONE”, i.e.

the internal structure of the SM pubset and where the system stores files is generally irrel-
evant for the user.
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Properties of SM pubsets

The services offered are volume-set-specific, i.e. because of its properties, each
volume set represents a special service type within the SM pubset. Volume sets with
the same properties are assigned to the same service type. When a file is created, the
system decides which volume set is most suitable as a file storage location with respect
to the requirements of the user (performance, availability, use of special applications).

Within the SM pubset files can be relocated to a different volume set without changing
the address, i.e. the relocation is not visible for the user.

An SM pubset can be extended with or reduced by empty volume sets during operation.
Empty volumes can be added to separate volume sets or removed from them.

If a single volume in an SM pubset fails, the damage is limited to the volume set
concerned. This means that all the files on this volume set may be damaged, but the
rest of the pubset is not affected and can be used further without interruption.

If the control volume set fails, the complete SM pubset is taken to be failed. Systems
support should therefore apply special fail-safe measures for the control volume set by
using the mirror functions (DRV or RAID1) . However, an SM pubset that contains
volume sets operated with DRV cannot be used as a shared pubset.

SM pubsets cannot be used as home pubsets.

Paging files can be set up on SM pubsets. If the paging files are used then only the
volume sets to which the paging volumes belong are checked for external allocations.

Properties of volume sets

A volume set is identified by a volume set ID, which forms the main part of the VSN for
all volumes in the volume set.

All volumes in the set have a uniform disk format (K, NK2, NK4) and allocation unit.

Each volume set possesses a so-called Volres which mainly contains the physical
configuration of the volume set.

Only one cache area can be activated for a volume set.
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e Each volume set forms a sub-container for complete files, i.e. single files cannot be
spread over several volume sets.

e A volume set can adopt the following operating states:

DEFECT the volume set is defective

DEFINED-ONLY the volume set is defined but not accessible
IN-HOLD the volume set is temporarily not functional
NORMAL-USE the volume set is functional and accessible

CONTROL-VOLSET the volume set is the control volume set

e The control volume set contains:

— the pubset configuration file (pubset definition file) (this file contains a list of all
volume sets belonging to the SM pubset)

— special catalogs for job variables, migrated files, no-space files and files on private
volumes

— the user catalog

— the guards catalog

SM pubsets with background levels

An SM pubset must contain a processing level.

Pubsets can be provided with background levels with the help of the software product
HSMS. These form a three-level storage hierarchy together with the processing level with
respect to access time, availability and costs:

e SO0 level (for the processing level)
e S1 level (for the background level available online)
e S2level (for the background level formed from volumes which can be accessed offline)

If files are not processed for long periods, it is advisable to migrate them to a more
economical background level.

In SM pubsets, the S1 level is implemented by a volume set belonging to the pubset, which
must be reserved exclusively for this purpose. A tape pool made up of magnetic tapes (or
MTCs) is used as the volume for the S2 level. The background levels are assigned exclu-
sively to an SM pubset and cannot be used by more than one pubset. The metadata
required for using the background levels, such as the migration archive directory, is on the
SM pubset itself on the control volume set.

In the example below, the SM pubset with the catalog ID XYZ consists of three volume sets
in the processing level.

268

U2417-J-2125-19-76



Pubset management

Pubset concept

SM pubset XYZ
SO0 level (processing level)
Volume set AB Volume set OTTO Volume set A
control volume set
pubset-global
metadata
AB.000 | [AB.001 OTTO.0 PUBAOO||[PUBAO2||PUBA21
Volres Volres Volres
S1 level (background level)
Volume set ARC for file migration
ARC.00| |ARC.01
Volres
I \
. S2 level (background level)
| Tape pool for file migration ‘

Backup configuration

Tape pool

0.0 0 Q

Figure 9: SM pubset structure with HSMS configuration
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9.1.3.3 Pubset metadata

The term pubset metadata is taken to mean all data that is ultimately required for pubset
operation, e.g. the physical configuration data, the physical and logical properties and the
operating parameters (user catalogs, user quotas, etc.).

In addition to the pubset metadata described below, the system files
$TSOS.SYSCAT.STORCLS (storage class catalog) and $TSOS.SYSCAT.VSETLST
(volume set list catalog) can also be contained on SM pubsets, see the “System-Managed
Storage” manual [28].

Standard Volume Label (SVL) of Pubres and Volres

All volume set-global information is stored in the SVL (standard volume label) of the Pubres
of an SF pubset or the Volres of a volume set.

The SVL is built up of two different record types.

e DMS record
This contains a reference to the TSOSCAT or TSOSCAT.<volume-set-id> file catalog,
the value of the allocation unit, an indicator for normal/abnormal termination of the last
pubset session, an operating mode identifier (local or shared) and information on any
cache used.

e Pubset record
This contains the volume configuration (volume catalog) of the SF pubset/volume set.
The volume catalog is stored in different locations, depending on the maximum number
of volumes:

— If the maximum number of volumes is 32, it is stored in the pubset record itself. The
volume catalog in the pubset record contains the VSN, the volume type of each
volume and the time stamp from the last operating phase of the volume.

— If the maximum number of volumes is 255, it is stored in a special 4KB block on the
Pubres/Volres. In this case, the pubset record only contains a reference to this
block.

The complete SVL is set up at the time of pubset generation with the SIR and VOLIN utility
routines.
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Pubset configuration file

SF pubsets have no pubset configuration file. In the case of SM pubsets the pubset config-
uration file is set up when the SM pubset is generated or when several SF pubsets are
grouped together to form an SM pubset.

The pubset configuration file ($TSOS.SYS.PUBSET.CONFIG) has two functions:
e Storing all configuration data of an SM pubset

e Storage medium for the reconfiguration data in the case of a reconfiguration job for the
pubset

The pubset configuration file is an ISAM file and consists of three record types:

e Pubset record
Contains all pubset-global data for the SM pubset, e.g. the number of volume sets and
the name of the control volume set.

e Volume set record
The number of these records corresponds to the number of volume sets. These contain
all volume set-specific operating data.

e Reconfiguration record
Contains just the information that is required to resume an interrupted reconfiguration
job.

The pubset configuration file can only be modified while the SM pubset is operational.

MRSCAT list

MRSCAT is a list of all pubsets which are known to a BS2000 system. It contains the static
(permanent) and dynamic operating parameters of the pubset. It is also the list of all file
catalogs and provides information on their availability. MRSCAT is a central DMS data
structure and is always the starting point for file addressing.
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MRSCAT
y y y
File catalog XYZ File catalog XYZ File catalog XYZ
i A4 l l A l
File Al |FileB| File X File A| |FileB| File X

Figure 10: MRSCAT catalog structure - file catalog

Static operating parameters

The two ISAM files $TSOS.SYSTEM.MRSCAT and $TSOS.SYSTEM.MRSCAT.COPY are
used for permanent storage of the operating parameters. They are stored on the home
pubset and kept consistent to enable access to valid data if one of the two files fails. The
files are set up during system initialization when a pubset is used as the home pubset for
the first time.

MRSCAT information for the home pubset and for control volume sets of SM pubsets is also
stored on the first page of the catalog file TSOSCAT or TSOSCAT.<control-volume-set-id>.
This is necessary in order to avoid deadlock situations during startup as the ISAM files
accesses are only possible when the pubset concerned is operating. The catalog file, by
contrast, can be accessed at a very early stage with CMS functions.

Dynamic operating parameters

The second function of the MRSCAT list is the high-performance storage of all pubset
operating parameters in main memory during the BS2000 session. An entry exists in
MRSCAT for each volume set, SF pubset or SM pubset. The catalog ID, which corresponds
to the current pubset or volume set ID, is used as the identifier for the MRSCAT entry.
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9.1.3.4 User quota concept

Systems support can use the user quotas to check and restrict the space taken up on a
pubset for each separate user.

The quotas are distinguished primarily by the type of files:
e PERM-SPACE for permanent files

e TEMP-SPACE for temporary files

o WORK-SPACE for work files

For these three types it is also possible to some extent to differentiate according to attri-
butes (availability, performance) and storage levels (processing level, all levels).

The PERM-SPACE and TEMP-SPACE quotas exist for all pubsets; the other quotas are
only available for SM pubsets.

Quota structure on SM pubsets for permanent files

The separate quotas have the following meaning:

e TOTAL-SPACE
This quota is the space for all permanent files (for a user) on the pubset, regardless of
whether they are on a background level (S1 or S2) or the SO processing level.
Background level is taken to mean file storage locations used by HSMS. The unit of
measurement is the space that the file would occupy when in the SO level and not the
actual space occupied.

e SO-LEVEL-SPACE
Total quota for permanent files on the SO processing level.

e HIGH-PERF-SPACE
Quota for files with a *HIGH performance value.

e VERY-HIGH-PERF-SPACE
Quota for files with a *VERY-HIGH performance value.

e HIGH-AVAILABLE-SPACE
Quota for files with a *HIGH availability value.

The connection between file attributes and quotas for permanent files is shown in the figure
below. It must thereby be noted that loading a quota also implicitly loads all superordinate
quotas.
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TOTAL-SPACE <« Files on the background
levels

Files on the processing level

SO-LEVEL-SPACE < with
PERFORMANCE="STD

HIGH-AVAIL-SPACE and AVAILABILITY="STD

- Files on the processing level
with
PERFORMANCE=*STD
and AVAILABILITY=*HIGH

VERY-HIGH-PERF-
SPACE

Files on the processing level
with
PERFORMANCE=*HIGH
and AVAILABILITY=*HIGH

Files on the processing level Files on the processing level
with with

PERFORMANCE=*HIGH PERFORMANCE=*VERY-HIGH
and AVAILABILITY=*STD and AVAILABILITY=*"HIGH

Files on the processing level
with
PERFORMANCE=*VERY-HIGH
and AVAILABILITY=*STD

Figure 11: Quota structure for permanent files on an SM pubset and assignment to file attributes

Example for the figure above

Creating a file with the attributes AVAILABILITY=*HIGH and PERFORMANCE=*HIGH,
causes the occupied values for the SO-LEVEL-SPACE and TOTAL-SPACE quotas, in
addition to those for HIGH-AVAIL-SPACE and HIGH-PERF-SPACE, to be increased by the
number of half-pages assigned to the file.
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Quota structure on SM pubsets for temporary and work files

Temporary files and work files cannot be migrated to background levels or assigned the file
attribute AVAILABILITY=*HIGH. This results in a temporary and work file quota structure
which is simpler than that of permanent files.

TOTAL-SPACE (WORK)

TOTAL-SPACE (TEMP)

HIGH-PERF-SPACE (WORK)

HIGH-PERF-SPACE (TEMP)

VERY-HIGH-PERF-SPACE
(WORK) VERY-HIGH-PERF-SPACE
(TEMP)
Quotas for work files Quotas for temporary files

Figure 12: Quota structure for temporary and work files

Each quota is assigned a maximum and a current occupation value. The current quota
occupation value (occupied value) is calculated from the user files and their file attributes.
When files are created and enlarged, the system checks that the maximum values are not
exceeded (if no PUBLIC-SPACE-EXCESS, which allows the permitted storage space to be
exceeded, is set).
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9.2 Pubset properties

9.21

9.21.1

This section describes the following properties:

e Physical properties

e Global properties

e Volume set and volume-specific properties

Physical properties

Physical properties include, for example, disk formats and 1/O properties.

Disk formats

The formatting properties of an SF pubset or volume set are defined during initialization and
are therefore unchangeable over the complete lifetime of the SF pubset or volume set. All
volumes (disks) of an SF pubset/volume set have the same formatting property. This is
defined by systems support during volume formatting (with SIR or VOLIN):

e file processing with and without PAM key usage in processing mode: K and NK

e minimum allocation unit (min. AU) with which DMS assigns space for files on the

volumes of the pubset: 6 KB, 8 KB or 64 KB

e minimum /O transport unit (min. TU) in which volume inputs and outputs are to be
made: 2 KB or 4 KB

Corresponding pubset formats are available for the listed volume formats and these can be
retrieved with the SHOW-PUBSET-CONFIGURATION command.

The following volume format combinations are generally possible:

Volume format Processing min. AU min. TU | Max. number of volumes per
mode (in KB) (in KB) SF pubset/volume set
K format K 6 2 32
NK2 format NK 6 2 32
NK2 format NK 8 2 255
NK4 format NK 8 4 255
NK2 format NK 64 2 255
NK4 format NK 64 4 255
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9.2.1.2 Physical properties of volume sets

Systems support must ensure that the volume set properties profiles are fulfilled by the
physical volume set configuration.

Physical properties of the separate volumes

The physical properties of a volume set are determined by the properties of the volumes
belonging to it and their I/O configuration (controllers, access paths, etc.). The volume
configuration of the volume sets should be homogeneous so that meaningful properties
profiles can be assigned to the volume sets, i.e. systems support should only group
volumes together into a volume set whose properties harmonize with the intended
properties profile. With specific properties, the volume set homogeneity is forced by the
system (e.g. allocation unit size, format).

Maximum input/output length

The maximum input/output length is the maximum number of blocks which can be trans-
ferred for an I/O request. It is determined by the device type. The maximum input/output
length is determined by the smallest value for all volumes in the volume set. If an additional
volume is added to a volume set, the maximum input/output length of the volume set may
be reduced. The maximum input/output length of a volume set is used by certain privileged
applications (ARCHIVE, COPY) for optimizing 1/0 operations.

The maximum input/output length of a volume set can be displayed with the SHOW-
PUBSET-CONFIGURATION command.

Volume sets as independent failure units

Volume sets of an SM pubset can (with the exception of the control volume set) be created
as independent failure units.

For this purpose these volume sets must be mapped to physical configurations which are
independent of each other with respect to failure. For example, the access paths (channels,
controllers, etc.) to the volumes of volume sets which are to be independent with respect to
failure, must be decoupled from each other. The cache configurations assigned to the
volume sets must also be considered.

DRV functions can be used for providing volume sets which are particularly secure against
failure. These functions provide a similar user interface for SM pubsets at the volume set
level as for SF pubsets at pubset level. Shared pubsets cannot be operated with DRV.
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9.2.2 Global properties

Pubset-global settings are used mainly for controlling pubset operation:
e CMS settings

They mainly define the number and position of the CMS buffers which affect the catalog
management.

e Operating mode, i.e. a pubset can be used:
— in exclusive mode by a single system
— as a shared pubset by several systems simultaneously, see page 327

— exclusively by one user. In this case, only this ID and systems support under the
TSOS ID can access this pubset.

e Default settings for pubset space and file format

— The default values for the size of primary, secondary and maximum allocation of
files can be set for SM and SF pubsets.

— The default value for the file format can be controlled for an SM pubset.

9.2.3 User-specific properties

Systems support defines the following user-specific properties:
e Default catalog ID (default pubset)

Each user is assigned a default catalog ID. This is also called the default pubset.
He/She can create, process and delete files and job variables on this pubset without
entering the catalog ID.

e Storage space limit
On the default pubset systems support defines the storage space limit for the users.
e Pubset-specific access rights

These include, for instance, the right to use tuning resources for file processing, to
allocate storage space directly, to exceed the quota limit, and to use Net-Storage.
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9.2.4 Volume set and volume-specific properties

The following properties can be defined for volume sets of SM pubsets and individual
volumes:

Availability and performance

Systems support ensures increased availability by, for example, using RAID systems or
by means of mirroring. The performance profile is controlled by using caches.

Pubset caches (see section “PFA: Performant file access” on page 243)
The following cache media are available:

— Main memory
Main memory may also only be used for volatile write caches.

— Disk storage systems
Disk storage systems are equipped with caches by default. However, these caches
are not managed by he HIPERFILE/PFA concept.

Usage types:

— Normal case (STD), the only possible usage type for control volume sets.

—  Work files (WORK).

— HSMS usage at S1 level (HSMS-CONTROLLED)

Usage restrictions

— With volume sets there are usage restrictions for creating files and processing files.

— Allocation restrictions can be set for the various volumes of an SF pubset or a
volume set.

Saturation threshold values for SF pubsets and volume sets

Several threshold values can be defined. When threshold values are reached, console
messages are issued. In the case of higher threshold values, jobs may be rejected.

File services

— Storage services (e.g. offered performance, availability) which are controlled with
the help of storage classes and volume set lists.

— HSMS management services (e.g. controlling file migration to background levels,
controlling file backup settings) which are controlled with the help of HSMS.
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9.3

9.3.1

9.3.2

9.3.2.1

Setting up pubsets

Various utility routines are used to set up pubsets. All the utility routines mentioned below
are described in the “Utility Routines” manual [15].

Setting up SF pubsets

Setting up and extending SF pubsets

SF pubsets, including the home pubset, are set up and extended using the SIR utility
routine.

Instead of extending pubsets with SIR, it is also possible to use the VOLIN utility routine to
initialize the new volumes with the corresponding VSN and format. The next time the pubset
is imported with IMPORT-PUBSET (not in the event of an implicit import during startup) the
system asks whether the new disks are to be added to the pubset.

Setting up and replacing SM pubsets

SM pubsets can be set up by configuring new ones or by converting existing SF pubsets to
SM pubsets.

Setting up and extending volume sets and SM pubsets

SM pubsets and volume sets are set up using the SIR utility routine.

SM pubsets and the associated volume sets can be set up together in a SIR run. However,
each can also be configured in separate SIR runs. In this case, SIR actions which require
an imported pubset (e.g. CREATE-PAGING-FILE) cannot be executed for a single volume
set.
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9.3.2.2 Converting SF pubsets to SM pubsets

Existing SF pubsets must be converted to SM pubsets to enable users to use SM pubsets
for existing files. Multiple SF pubsets can be combined to form an SM pubset. The following
fundamental aspects must be borne in mind here:

The pubset ID is the catalog id part of the path name for objects cataloged in the pubset.
If an SF pubset is converted into an SM pubset whose ID differs from that of the
SF pubset, the addressing is changed for the objects.

If there are objects in several SF pubsets, which are converted to the SM pubset, whose
path names only differ by the catalog ID, name conflicts would occur when forming the
SM pubset, i.e. the path names would no longer be unique. Users who only have files
on one of the SF pubsets to be converted to the SM pubset cannot be affected by this
since the user ID is part of the path name.

If an SF pubset is converted into an SM pubset whose ID contains more characters than
that of the SF pubset, the length of the path names for objects on the pubset are
increased. This can result in path names which exceed the maximum permitted length.

The processing level, background levels and backup archives are to be included when
converting SF pubsets to SM pubsets. A detailed description can be found in the “SMS”
manual [28].

Only the procedure for the processing level is described below. Two options are available
for this: Conversion with SMPGEN or saving and restoring.
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Conversion with SMPGEN (in-place conversion)

The processing level can be converted in-place with the SMPGEN utility. It allows one SM
pubset to be formed from one or more SF pubsets, where each SF pubset is transferred
into a volume set. The user files on the SF pubsets remain unchanged after conversion and
the SF pubset metadata files (e.g. file, user and guards catalogs, etc.) is converted into
corresponding SM pubset metadata files. Specific pubset and volume set properties, user
quotas, etc. are determined automatically for the SM pubset by SMPGEN. If systems
support wishes to change these settings, they must post-process the SM pubset appropri-
ately after generation.

SMPGEN provides the following statements for in-place conversion:

— CREATE-SYSTEM-MANAGED-PUBSET for checking and conversion to an SM pubset
which is to be created

— MODIFY-SYSTEM-MANAGED-PUBSET for checking and adding additional SF
pubsets to an existing SM pubset

Conversion by saving and restoring files

The transition from SF to SM pubsets via saving and restoring files is recommended in
particular if a structure which differs from that resulting from in-place conversion is required
for an SM pubset. This is, for example, the case if several SF pubsets are to be converted
to one SM pubset with several volume sets.

The SF pubsets being converted into an SM pubset are completely backed up (possibly
without the files on the background levels). The SM pubset is then created by SIR. User
entries for the previous SF pubset users are created on the SM pubset. This is supported
by HSMS, which allows backups of SF pubset user catalogs to be transferred to SM
pubsets. The user attributes introduced for SM pubsets (e.g. user quotas for high availability
files) are preset to ensure as high a degree of compatibility as possible. Finally, the guards
catalog is then set up using backups made on SF pubsets if required. Finally, the user files
are transferred.
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9.3.3 Generating pubsets with PVSREN

The PVSREN utility routine can generate autonomous pubsets from the disk copies of an
SM or SF pubset (pubset copy) within a system.

PVSREN uses the local replication functions of the disk storage systems to create auton-
omous pubsets by renaming pubset copies. In the case of SM pubsets the rules for
renaming the volume sets are stored in a parameter file in which the new catalog ID for is
defined for each volume set using the SET-NAME-OF-NEW-VOLUME-SET statement.

The CREATE-PUBSET-FROM-MIRROR statement is used to create an autonomous
pubset. Here the MIRRORING-METHOD operand determines whether or with which
function PVSREN generates a copy:

e The specification MIRRORING-METHOD=*SPLIT-MIRROR requires that the pubset’s
copies have already been split and are available in double-point notation (see
page 263). In this case PVSREN only renames an autonomous pubset.

e PVSREN uses MIRRORING-METHOD=*MULTI-
MIRRORING(...)/*CLONE(...)/*SNAP(...) to generate a copy on the basis of BCVs,
clone units or snap units and renames this as an autonomous pubset.
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9.4 Configuring pubsets

9.4.1

Before a pubset is activated and can therefore be used, it must be configured, i.e.:

Enter the pubset in MRSCAT.
Define global properties
Define user-specific properties

Define volume-specific properties (for SM pubsets)

Managing MRSCAT entries

The maximum number of MRSCAT entries is limited and can be set to 128, 256, 512, 1024,
2048 or 4096 to optimize access performance. This maximum number can be set with the
system parameter DMCMAXP.

Systems support can set up, modify and delete MRSCAT entries with the following
commands:

ADD-MASTER-CATALOG-ENTRY
Creates new MRSCAT entries and simultaneously initializes the static pubset param-
eters, apart from the cache configuration.

MODIFY-MASTER-CATALOG-ENTRY (EDIT-MASTER-CATALOG-ENTRY)
Modifies the static pubset parameters, apart from the cache configuration.

MODIFY-PUBSET-CACHE-ATTRIBUTES (EDIT-PUBSET-CACHE-ATTRIBUTES)
Defines the cache configuration for SF pubsets and for SM pubset volume sets.

REMOVE-MASTER-CATALOG-ENTRY
Deletes MRSCAT entries.
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9.4.2 Defining global pubset properties

CMS settings

CMS buffer settings can be made with the RESIDENT-BUFFERS and NUMBER-OF-
BUFFERS operands of the ADD-/MODIFY-MASTER-CATALOG-ENTRY or IMPORT-
PUBSET command. These specifications are evaluated when the pubset is imported
(IMPORT-PUBSET command), according to the following hierarchy:

1. Explicit parameter specification in the IMPORT-PUBSET command

2. Specifications via the ADD or MODIFY-MASTER-CATALOG-ENTRY command. If only
one of the RESIDENT-BUFFERS or NUMBER-OF-BUFFERS parameters is specified,
the default value applies to the other (RESIDENT-BUFFERS=*NO, NUMBER-OF-
BUFFERS=32).

3. Definitions according to system parameters CATBUFR and BMTNUM

Operating modes

The operating modes can be set with the ADD-/MODIFY-MASTER-CATALOG-ENTRY
command using the following operands:

o ACCESS-CONTROLLED: exclusive use by one user ID
e SHARED-PUBSET: access by several systems (shared pubset)

The shared pubset property can also be defined when the pubset is imported (IMPORT-
PUBSET command, USE operand).

Default settings for pubset space and file format

The default values for the size of primary, secondary and maximum allocation of files can
be set for SM and SF pubsets (MODIFY-PUBSET-SPACE-DEFAULTS (EDIT-PUBSET-
SPACE-DEFAULTS) command).

The command MODIFY-PUBSET-SPACE-DEFAULTS ...,PUBSET-TYPE=*S-M(FILE-
FORMAT="K/*NK2/*NK4) can be used for setting the file format default for SM pubsets.
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943

9.4.3.1

9.4.3.2

Defining user-specific settings

Systems support specifies the default catalog ID (default pubset) of a user and defines
various limit values (storage space, number of job variables and files) for the default pubset
and pubset-specific access rights.

Assigning the default catalog ID (default pubset)

Systems support assigns each user a default catalog ID with the ADD-USER command
(DEFAULT-PUBSET operand). This defines the pubset accessed if the user accesses files
or job variables without specifying a catalog ID.

The default catalog IDs are stored in the user catalog of the home pubset.

@ If systems support adds a new user ID which is to have access to several pubsets,
they must issue an ADD-USER command for each of these pubsets. This also
applies to modifying and deleting user entries.

Defining limit values and access rights

Systems support defines user-specific limit values and access rights for a pubset with the
ADD-USER and MODIFY-USER-ATTRIBUTES commands.

Operands for limit values:
e PUBLIC-SPACE-LIMIT and PUBLIC-SPACE-EXCESS

Determines the maximum storage space which the user may occupy on the pubset.
PUBLIC-SPACE-EXCESS specifies whether this limit may under certain circumstances
be exceeded.

e TEMP-SPACE-LIMIT

Determines the maximum storage space which the user may occupy on the pubset for
temporary files.

e JV-NUMBER-LIMIT
Maximum number of job variables which the user may create.
e FILE-NUMBER-LIMIT

Maximum number of files which the user may create.
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9.4.4

9.4.4.1

Operands for access rights:

e DMS-TUNING-RESOURCES
Defines whether a user is allowed to use tuning resources for file processing. The
pubset caches and high level storage classes are tuning resources.

e PHYSICAL-ALLOCATION
Defines whether a user can request storage space directly by specifying the volume set,
volume or block.

o NET-STORAGE-USAGE
This right grants or denies the user use of Net-Storage.
The space occupied on a Net-Storage volume is not counted toward the user’s public
space limit.

For further information on managing the user catalog, see section “Managing an access
authorization and user catalog” on page 308

Defining properties of a volume set

Defining availability

Systems support defines the availability of a volume set with the AVAILABILITY operand in
the MODIFY-PUBSET-DEFINITION-FILE command. Possible values are STD and HIGH.
In this case the system does not check whether the actual property of the volume set
matches the assigned values. Itis up to systems support to select values which correspond
to reality.

The availability value assigned by systems support corresponds to the long-term
positioning which was intended for the volume set within the SM pubset. Changing the
AVAILABILITY value from HIGH to STD requires considerable organizational effort as
particularly the files on the volume set with the file attribute AVAILABILITY="HIGH must first
be moved to another volume set with high availability.

The availability of a volume set can be enhanced, for instance, by using a suitable RAID
level in the disk storage system (RAID 1/0, RAID6) or volume mirroring with DRV.
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9.4.4.2 Defining the performance profile

Systems support defines the performance profile of a volume set with the PERFOR-
MANCE-ATTR operand in the MODIFY-PUBSET-DEFINITION-FILE command. Systems
support is responsible for defining the volume set performance profile in such a way that it
correctly defines the real circumstances. PERFORMANCE-ATTR defines a performance
spectrum (PERFORMANCE=) and the specification of restrictions with respect to the write
consistency (WRITE-CONSISTENCY=).

e Performance spectrum
A volume set with a cache can generally cover a spectrum of different user performance
requirements (STD, HIGH, VERY-HIGH). It is therefore suitable for use with files
requiring PERFORMANCE=*STD, *HIGH or *VERY-HIGH. The different performance
values correspond to different types of cache usage which are possible when
processing files:

PERFORMANCE=*STD no cache usage
PERFORMANCE=*HIGH caching with migration
PERFORMANCE=*VERY-HIGH caching without migration

The type of cache usage can be changed to suit the individual performance require-
ments of the separate files.

It is not possible to simultaneously assign several different caches to one
volume set.

e Write consistency:
The cache media differ in their write consistency (WRITE-CONSISTENCY=*BY-
CLOSE/*IMMEDIATE).
WRITE-CONSISTENCY=*IMMEDIATE means that enhanced performance can be
used on the volume set without restrictions. WRITE-CONSISTENCY= *BY-CLOSE
means that enhanced performance is only used for write operations if data consistency
at CLOSE time is sufficient and is requested as such.
A cache is considered to be secure if the risk of failure for output data buffered in the
cache is not higher than if it were written immediately to disk.
Volatile caches can generally be used for performance enhancement of read file
accesses. They should only be used for writes if the user accepts the reduced write
consistency and expresses this by setting the file attribute DISK-WRITE=*BY-CLOSE.
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9.443

Recommendations for the performance profile

The settings recommended in the following table for the different cache media can therefore
only be taken as an aid to orientation for the performance spectrum since they do not take
the conditions of real configurations into account. It is, however, possible to make recom-
mendations for write consistency with enhanced performance which can be used in any
configuration.

Volume set configuration Recommended performance profile
PERFORMANCE WRITE-CONSISTENCY
(Performance spectrum) with enhanced
performance
(PERF=HIGH/VERY-HIGH)
Volume set made up of volumes withno | STD irrelevant

special performance properties and
with no cache assigned

Volume set which is assigned main STD, HIGH, VERY-HIGH not satisfied (BY-CLOSE)
memory as the cache medium

Volume set whose volumes are STD, HIGH satisfied (IMMEDIATE)
connected to a cache controller

Table 20: Recommendations for performance profiles

Defining the cache configuration

For each volume set, systems support must define whether a cache is to be used, the cache
medium required and the size of the cache area (command MODIFY-PUBSET-CACHE-
ATTRIBUTES ...,CACHE-MEDIUM=...,CACHE-SIZE=...).

Specific cache operating parameters must also be specified if a cache is to be used, e.g.
MODIFY-PUBSET-CACHE-ATTRIBUTES ..., CACHE-MEDIUM=*MAIN-MEMORY
(CACHE-SEGMENT-SIZE =*4KB,FORCE-OUT=*AT-HIGH-FILLING). The extent and
meaning of the operating parameters differ for the separate cache media. Systems support
defines the values for the cache configurations of the volume sets. They are recorded for
each volume set in the SM pubset configuration file (see page 271).

In contrast to SF pubsets, the defined values may only be changed during pubset operation.
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The values for the volume set cache configuration come into effect:
e If the pubset is operational (IMPORT-PUBSET)

e If a volume set was previously in the “defined only” state and a physical volume set
configuration was assigned to it via dynamic pubset reconfiguration (with the command
MODIFY-PUBSET-PROCESSING ...,VOLUME-SET-SUPPORT= *ADD(...))

e If the cache is activated with the START-PUBSET-CACHING command

The system thereby attempts to set up a cache area for the volume set in accordance with
the defined values. Size deviations may occur in certain situations. The size of the assigned
cache area and the effective cache operating parameters are described by the current
values of the volume set cache configuration.

A volume set’s cache area is disconnected:
e If the pubset is taken out of operation (EXPORT-PUBSET)

e If dynamic pubset reconfiguration is used to revoke the physical volume configuration
for a volume set (command MODIFY-PUBSET-PROCESSING ...,VOLUME-SET-
SUPPORT=*REMOVE(...))

e If the cache is deactivated with the STOP-PUBSET-CACHING command

Pubsets which are not operational are normally not connected to cache areas. Exported
SF pubsets or the volume sets of exported SM pubsets may still be assigned cache areas
in special cases, e.g. after a system crash.

It is also possible to create cache areas in main memory for shared imported pubsets.
These do not take the form of a global cache area for all pubset sharers, but are instead
system-local cache areas. Configuration by means of MODIFY-PUBSET-CACHE-ATTRI-
BUTES (EDIT-PUBSET-CACHE-ATTRIBUTES) is system-local in the case of SF pubsets
while the settings apply to all pubset sharers in the case of the volume sets of SM pubsets.
For a detailed description of the possible applications, refer to the manual “DAB” [10].
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9.4.4.4 Defining the usage type

9.44.5

The volume set usage type of an SM pubset can be defined with the USAGE operand of
the MODIFY-PUBSET-DEFINITION-FILE command:

STD
Normal setting. This is the only possible usage type for the control volume set.

WORK
Work files can only be stored on volume sets with this usage type.

HSMS-CONTROLLED
Volume sets with usage type are required for setting up the S1 level with HSMS. They
are only used for this purpose.

Usage restrictions

In contrast to the usage type, usage restrictions can also be changed at short notice. There
are different restrictions for creating files, file processing and for temporarily deactivating a
volume set.

Usage restrictions are defined with the MODIFY-PUBSET-RESTRICTIONS command in
the operands below:

o NEW-FILE-ALLOCATION

Restrictions for creating files.
Only physical allocation or a general lock are possible.

A restriction may be revoked only if access to the volume set is not restricted.

VOLUME-SET-ACCESS
Restrictions for processing files on TSOS.

ALLOCATION-ON-VOLUME
Usage restrictions for single volumes.
Only physical allocation or a general lock are possible.

U2417-J-Z2125-19-76 291



Configuring pubsets Pubset management

9.4.4.6 Defining saturation threshold values for volume sets and SF pubsets

The various SF pubsets or volume sets of an SM pubset are assigned definable threshold
values by systems support for monitoring storage bottlenecks. The highest exceeded level
determines the actual saturation level, see also section “Monitoring storage space
saturation” on page 323.

The threshold values for the various saturation levels are set with the SET-/MODIFY-
SPACE-SATURATION-LEVEL command. The saturation levels can be modified tempo-
rarily or permanently with this command (operand SCOPE=*PERMANENT/
*TEMPORARY/*NEXT-PUBSET-SESSION).

The system storage space emergency reserve for a system start in ZIP mode can be set
on a pubset-specific basis with the MODIFY-SPACE-SATURATION-LEVEL command. This
is handled in the same way as saturation level 6.

The global system default for saturation level 4, which was set during system generation
with the system parameter L4SPDEF, is effective for pubsets or volume sets for which no
explicit definitions were made.

The saturation level settings can be retrieved with the SHOW-SPACE-SATURATION-
LEVELS command for SF pubsets or with the operand VOLUME-SET=*ALL/<cat-id> for
the volume sets of an SM pubset.

For compatibility reasons, the ADD- and MODIFY-MASTER-CATALOG-ENTRY commands
provide restricted setting options for saturation level 4 for SF pubsets only.
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9.4.4.7 Defining file services

From the viewpoint of the user, an SM pubset appears as a file container which provides
specific file management services. These are called file services. They can be subdivided
into

e storage services (e.g. performance, availability offered)

e HSMS management services (e.g. controlling file migration to background levels,
controlling the creation of file backups) .

The user requests the file services he requires by means of file attributes for which appro-
priate values must be assigned to the files.

Storage services

Systems support can set up storage classes which represent a specific combination of
values for the file attributes relevant to storage location (see the CREATE-STORAGE-
CLASS and MODIFY-STORAGE-CLASS (EDIT-STORAGE-CLASS) commands).

The user selects the storage class for a file which fulfills the requirements for a file most
closely (see the STORAGE-CLASS operand of the CREATE-FILE or MODIFY-FILE-ATTRI-
BUTES command). He/She does not have to enter the values individually.

The storage service requested by the user for a file is taken into account when:
e afile is created
e afile is moved from a background level to the processing level

e foran existing file the user modifies the file attributes relevant to storage location in such
a way that it is incompatible with the previous storage location

The system automatically determines the most suitable volume set

Systems support can define a default storage class for every user. This can make some
direct attributes ineffective when there are no rights to physically edit attributes.

Volume set lists

The system behavior can be influenced by volume set lists which systems support
configures and links to storage classes (see the VOLUME-SET-LIST operand of the
CREATE-VOLUME-SET-LIST and CREATE-STORAGE-CLASS commands).

If a user assigns a file a storage class to which a volume set list is assigned, the system
stores the file with priority on a volume set belonging to this volume set list. If the file already
occupies storage space on another volume set, it is, if possible, relocated from this volume
set to one of the preferred volume sets. Files which are assigned no storage class or a
storage class without a volume set list are stored with priority on volume sets which do not
belong to any of the volume set lists configured by systems support.
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9.4.4.8

HSMS management services

Management services are requested using HSMS management classes. They must be set
up by systems support (HSMS statement CREATE-MANAGEMENT-CLASS). The HSMS

management classes represent specific methods of data backup (e.g. backup frequency,

lifetime of backup versions, etc.) and rules which control the migration to background levels
(e.g. suitability for migration, dependent on the time since the last access).

When the user assigns a file to an HSMS management class (MANAGEMENT-CLASS
operand of the CREATE-FILE or MODIFY-FILE-ATTRIBUTES command), it is submitted to
the backup or migration methods which are represented by this HSMS management class.
The user can exclude particular files from being migrated to background levels either
generally or under specific conditions (MIGRATE operand of the CREATE-FILE and
MODIFY-FILE-ATTRIBUTES commands). If necessary, the user must have allowance for
physical allocation.

Defining user quotas

Systems support defines user quotas for a volume set with the MODIFY-USER-PUBSET-
ATTRIBUTES command. The following operands are available for this purpose:

e PERM-SPACE-LIMITS

Determines the maximum storage space which the user may occupy on the volume set
for permanent files.

e TEMP-SPACE-LIMITS

Determines the maximum storage space which the user may occupy on the volume set
for temporary files.

o WORK-SPACE-LIMITS

Determines the maximum storage space which the user may occupy on the volume set
for work files.

The limit values can be differentiated according to the subquotas for all operands (TOTAL-
SPACE, S0-LEVEL-SPACE, HIGH-PERF-SPACE, VERY-HIGH-PERF-SPACE and HIGH-
AVAIL-SPACE).
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9.5 Activating/deactivating pubsets
Data pubsets can only be activated and deactivated via the command interface. The home

pubset is activated automatically during system startup and deactivated during shutdown.
Systems support can use the SHOW-PUBSET-IMPORT-EXPORT command to obtain

information on the processing state of active import and export jobs.
Static pubset states

The pubset state changes each time it is activated and deactivated. This is also stored in
the MRSCAT entry and provides information on pubset usage, see also the figure below.

Pubset Status
. }
undefined defined
! '
accessible inaccessible
quiet notquiet quiet, local, shared 2, not quiet 3)
no master-change
! )
local, shared, remote ) remote local
slave %)
home imported home imported
exclusive shared
master slave

Figure 13: Static pubset states
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9.5.1

") This state means that no MRSCAT entry is defined

2 This state is assumed on a pubset slave when a shared pubset no longer has a pubset
master after a master change has failed. The operator must start the master change
explicitly with the IMPORT-PUBSET SHARER-TYPE=*MASTER(MASTER-
CHANGE=*YES) command on one of the pubset slaves.

8)  This state is assumed if the pubset is not imported.

4} This state is assumed by the pubset slave after the MSCF connection fails.

5)

This state is assumed after the MSCF connection fails.

Activating a pubset

Pubset activation is started with the IMPORT-PUBSET command. A basic requirement for
this is the hardware connections to the volumes concerned.

A pubset in which files on Net-Storage are cataloged can also be activated if the
Net-Storage concerned is not available. However, for reasons of availability you are
recommended first to make the Net-Storage available and then to place the pubset
in service, see the chapter “Net-Storage management” on page 353.

A further requirement is that an MRSCAT entry exists for the pubset and contains the
following information:

e pubsetID
e pubset type (SF or SM pubset)
e control volume set ID (only for SM pubsets)

All further information can either be specified at the time of activation or determined from
the storage locations themselves and stored in the appropriate MRSCAT entries. The
MRSCAT entries assigned to the pubset must remain intact during the pubset session. The
definitions in the entries can be modified, but the changes are only effective for the next
pubset session unless they are activated with the pubset reconfiguration functions (see also
section “Monitoring pubsets with SPACEPRO” on page 309).
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9.5.2

Special startup factors

Unforeseeable special situations can occur during activation, e.g.:

— internal system problems or bottlenecks (e.g. lack of storage space)
— connection problems

— volume defects, ambiguous volume identifiers

— inconsistent pubset metadata (e.g. invalid time stamp)

— faulty current master assignments

— difficulties in assigning the requested cache areas

— problems connecting cache areas still assigned

If problems occur during the import operation, systems support can abort the current import
job before it has terminated by using the CANCEL-PUBSET-IMPORT command. In a
shared pubset network, the main advantage of this is that an active import with master
change can be aborted while the pubset remains accessible to at least one other system.

Checking homogeneity

The homogeneity of pubset mirroring for the pubset to be imported is checked by specifying
the CHECK-PUBSET-MIRRORS=*YES operand in the IMPORT-PUBSET command. As
soon as an inhomogeneity is determined in a pubset volume, the import operation is inter-
rupted and systems support has the choice of aborting or continuing the import operation
(see page 302).

Excluding defective volume sets from import

In the IMPORT-PUBSET command systems support can specify volume sets (with the
exception of the control volume set) which are removed automatically from the pubset
before it is actually activated (DEFECT-VOLUME-SET operand). Only the remaining part
of the pubset is then activated. In this case a list of the files on the removed volume set is
created which can be used in a later RESTORE call (by HSMS).

Repairing defective F5 labels and TSOSCAT files

If there is a suspicion that a pubset’s control structures are defective (e.g. the TSOSCAT
file or F5 labels), the following operands can be specified in the IMPORT-PUBSET
command:

e RECONSTRUCT-F5-LABEL=*YES: Initiate F5 label reconstruction explicitly
e REPAIR-TSOSCAT=*YES: Activate repair mode
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F5 label reconstruction

If, during the reconstruction of the F5 labels in a TSOSCAT file, an error is encountered in
the chaining of a user ID’s TSOSCAT pages (defective user chain), then an analysis mode
is activated in catalog management (CMS) for the remainder of F5 reconstruction. In this
analysis mode, the chaining of the user IDs that remain to be processed is logged at the
console for diagnostic purposes. An intact chaining is indicated by message DMS13A7 (one
or more per ID). If an error occurs in a user chain then this is logged by means of message
DMS13A8.

This information can be used to assess the extent of the damage to the TSOSCAT file.
Once analysis is complete, the pubset import is always terminated with an error in such
cases. It is then not normally possible to import the pubset successfully until the TSOSCAT
file has been repaired.

In such cases, Customer Support should always be contacted. The repair can be performed
by system specialists manually following a suitable diagnosis or can be initiated automati-
cally.

Repair mode

During the import phase, the command attempts to make the defective user chains acces-
sible for catalog management again by unchaining defective blocks or detaching the
remainder of the chain.

CAUTION!

& Files whose catalog entries are located on pages that have been detached in this
way are lost! No information concerning the affected files can be provided by the
system. The service should always be contacted before automatic TSOSCAT repair
is activated.

To protect against accidental activation, the repair mode must be confirmed once via the
message DMS13AE. The implemented measures are logged via messages DMS13A9,
DMS13AA, DMS13AB and DMS13AC. If the repair fails (for example, because of a permanent
hardware error), message DMS13AD is displayed.

298 U2417-J-2125-19-76



Pubset management Activating/deactivating pubsets

9.5.3 Deactivating a pubset

A pubset is deactivated with the EXPORT-PUBSET command. A pubset can only be deacti-
vated if no user is using it as a resource.

The command SHOW-PUBSET-OCCUPATION provides information on the current pubset
users. The export job should therefore only be started when no further occupation is
displayed with SHOW-PUBSET-OCCUPATION.

If it is presumed that data blocks which have not yet been released exist (e.g. because of a
preceding error or system crash), the operator can remove these with UNLOCK-DISK (disk
by disk or for the complete pubset). The operator must make sure when doing this that no
systems still working with the disk are removed.

Special shutdown factors

If the operator wishes to start the pubset export although the pubset is still occupied, the
following options are available:

e The operator starts the export job and waits until all pubset users have released their
occupancy. The actual pubset export begins after this.

If the release takes too long, the operator can abort the export job with the CANCEL-
PUBSET-EXPORT command. The pubset is then fully available again.

e The operator starts the export with the EXPORT-PUBSET ..., TERMINATE-JOBS=*YES
command. All pubset users are forced to release their occupancy. This forces termi-
nation of all occupying tasks and pubset occupations are released during this termi-
nation.

e The FORCE-PUBSET-EXPORT command is the final alternative. Pubset export is
started in spite of existing occupancy. This results in pubset management data not
being correctly cleared, which in turn results in severe management data inconsis-
tencies if it is activated again in the same BS2000 session. This option should only be
used in extreme emergencies.
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9.6 Administering pubsets

Pubset administration comprises the following tasks:
e Reconfiguring pubsets

e Monitoring pubsets with SPACEPRO

e Monitoring storage space saturation

e Reorganizing disk storage space

9.6.1 Reconfiguring pubsets
This section describes how you can modify the configuration of pubsets and which
commands you use to do this. For information on reconfiguring Net-Storage volumes, see
page 367.

9.6.1.1 Modifying static configuration data of SM pubsets
The static configuration data of an SM pubset includes the volume set configuration
definition and the volume set service attributes.
The static configuration data of an SM pubset is modified with the MODIFY-PUBSET-
DEFINITION-FILE (EDIT-PUBSET-DEFINITION-FILE) command.
The command enables:
e anew volume to be defined with its properties for the pubset
e the properties (service attributes) of an existing volume set to be modified
e or a defined volume set to be deleted from the pubset configuration (provided it is not

activated).
The static configuration data is modified in both the pubset configuration file and in the
MRSCAT.
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9.6.1.2 Modifying dynamic configuration data of SF and SM pubsets

“Dynamic configuration data” comprises configurations of pubsets (volumes of SF and SM
pubsets and volume sets of SM pubsets), as well as usage restrictions and the cache
configuration.

The current pubset configuration of the system can be displayed using the SHOW-
PUBSET-PROCESSING command.

The command SHOW-DEVICE-CONFIGURATION UNIT=*PUBSET-DEVICES(...) is used
to output information on a selection of disks belonging to the pubset.

Modify the configuration of a pubset

The configuration of a pubset can be modified using the MODIFY-PUBSET-PROCESSING
command. The following options are available:

e Individual disks can be added to or removed from an SF pubset.
e Individual volume sets can be added to or removed from an SM pubset.

e Individual disks can be added to or removed from a volume set which is the component
of an SM pubset.

Pubres and Volres cannot be removed from the SF pubset/volume set.

An empty volume which is suitable for the pubset or volume set can be added with SIR,
which is used for pubset generation.

Notes on volume set reconfiguration

— A volume set must be defined with the MODIFY-PUBSET-DEFINITION-FILE (EDIT-
PUBSET-DEFINITION-FILE) command before it can be activated for an SM pubset.

— Before a volume set can be deactivated, it must be cleared of all files and locked against
primary allocation (see page 304).
A defective volume set is an exception to this rule and deactivation can be forced, which
causes all the files it contains to be lost. Because of this, a list of all files on the defective
volume set is created when it is deactivated and can be used directly as an input file to
the HSMS subsystem for restoration. The list is stored in the file
$TSOS.SYS.PUBSET.DEFECT.<volume-set-id>.<date.time>.
The defective state of a volume set is either detected by the system itself, e.g. when it
is no longer possible to access the metadata on a volume set, or it can be set with the
MODIFY-PUBSET-RESTRICTIONS command.
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Notes on disk reconfiguration

— When adding an empty disk, the disk properties must be compatible to those of the
volume set or SF pubset.

— Inthe case of disk removal, a check is first made to ensure that the disk is empty. Then
the disk data structures are cleaned up and the access rights released.

— Disks of a pubset can be attached and detached with the ATTACH-/DETACH-DEVICE
UNIT=*PUBSET-DEVICES(...) commands. Since the names of the corresponding
disks are managed in the SVL of the system disk, these must have been entered in
MRSCAT . The entry is made each time the pubset is imported or exported, when
changing the makeup of the pubset (MODIFY-PUBSET-PROCESSING), or explicitly
with the ADD-, EDIT- or MODIFY-MASTER-CATALOG-ENTRY command.

As many disks as possible are always attached. When mirroring with DRV, both disks
are attached. When mirroring in a disk storage system controller, only the standard
disks are attached. If the mirror disks are to be attached, then the mirror disk of the
system disk (Pubres) must be specified in the PUBSET operand.

Checking the homogeneity in the case of pubset extension

When pubsets are extended using the MODIFY-PUBSET-PROCESSING command, a
homogeneity check for mirroring is performed when the CHECK-PUBSET-
MIRRORS=*YES operand is specified: If a volume which has different mirroring properties
from the volumes which have already been processed is detected in the course of pubset
extension, the answerable message DMS1369 is output to SYSOUT.

Depending on the caller’s answer, one of the following procedures is selected:
e Pubset extension is aborted

e Despite inhomogeneity being detected on the pubset volume which is being processed,
pubset extension is continued. The message DMS1368 is issued on the console for every
further volume with different mirroring properties.

The subsystem SHC-OSD must be available for the homogeneity check.

The CHECK-PUBSET-MIRRORS command also enables you to check the
homogeneity of pubset mirroring before the pubset configuration is changed
dynamically.

When a pubset is placed in service, the homogeneity check can be requested using
the operand of the same name in the IMPORT-PUBSET command.
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Criteria for the homogeneity of pubset mirroring

A pubset is homogeneous with regard to local mirroring when the following conditions are
satisfied:

The same number of mirror units is assigned to all volumes of the pubset.

All mirror units of the pubset are in the same operating state. By and large only the
operating states ESTABLISHED and SPLIT are of importance here; the ESTABLISHING and
SPLITTING states only occur temporarily as intermediate states.

If remote mirror units are also being used, either all mirror units which are assigned to
the pubsets are located in the local or in the remote disk storage system, or there is a
complete set of mirror units in both the local and the remote disk storage system.

The pubset is homogeneous with regard to remote mirroring when the following conditions
are satisfied:

The same number of mirror units is assigned to all volumes of the pubset in the remote
disk storage system.

All remote mirror units are in the same state, ACTIVE or IN-HOLD.

All remote mirror units are operated in the same mode (synchronous, semi-
synchronous or adaptive).

All remote mirror units are located in the same remote disk storage system.
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Restricting usage to remove disks and volume sets

An object cannot be removed from the pubset configuration if it contains any data. The
MODIFY-PUBSET-RESTRICTIONS command is an important tool for fulfilling this
requirement. Systems support can use it to assign or release access and allocation restric-
tions.

e Allocation restrictions

They can be granted for volumes or volume sets. Volumes can thereby be completely
locked against allocation or only cleared for physical allocation. Volume sets can be
locked against primary allocation or only cleared for physical allocation, where physical
allocation means direct specification of the volume set ID.

e Access locks

These exist exclusively for volume sets. When a lock is set, access to data in the files
on the volume set is reserved exclusively for systems support. A volume set can simul-
taneously be completely closed, i.e. all access to the metadata on it is forbidden. This
access lock is to be recommended if an error is predicted for the volume set, e.g.
caused by an I/O request failure. The volume set is subsequently seen as defective if
the access lock cannot be revoked.

A lock to create files is not possible for the control volume set as this would cause
undesired impedance of system functions.

Setting the volume-oriented restrictions reduces the number of freely available volumes
and the amount of freely available space. It is not allowed if a severe storage bottleneck
already exists (saturation level 4 exceeded) or would be caused by setting the restriction.
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Modifying the cache configuration

The cache configuration is defined with the command MODIFY-PUBSET-CACHE-ATTRI-
BUTES (EDIT-PUBSET-CACHE-ATTRIBUTES). This command offers:

Modification of the cache configuration (cache type, cache size) and of the cache
operating parameters. However, the changes only become effective when the pubset
or volume set is connected to a cache area, i.e. either when the complete pubset is
imported with IMPORT-PUBSET or, if no cache area was assigned to the volume set or
SF pubset during the pubset session, with the START-PUBSET-CACHING command.

Setting the behavior for new connection or reconnection.

The SIZE-TOLERANCE option specifies whether the pubset activation or cache
activation is aborted if the desired cache resources are not available or not to an
adequate extent.

The option FORCE-IMPORT=*"BY-OPERATOR is set, for each cache area which could
not be reconnected the operator is asked if he/she still wishes to continue the import
(with possible loss of data).

The STOP-PUBSET-CACHING command can be used to disconnect a connected
cache area from an SF pubset or volume set during the pubset session.

The FORCE-DESTORY-CACHE command enables cache areas to be explicitly deleted
when the cache assignments for an exported pubset are retained after an error (e.g. in the
event of a system crash).
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9.6.1.3 Replacing and removing SF pubsets with the same names

A pubset is replaced by another pubset with the same name as follows:

1.
2.
3.

Save any information from the old pubset which may be required
Export the old pubset

Detach the volumes from the old pubset with the DETACH-DEVICE command (see the
“Commands” manual [27]) or rename them

Generate the volumes for the new pubset with SIR
Import the new pubset with IMPORT-PUBSET...,ACTUAL-JOIN=*FIRST

Read any saved files in

A pubset is replaced by another pubset with the same name from a different system as
follows:

1.
2.
3.

4
5.
6

7.

Save any information from the old pubset which may be required
Export the old pubset

Detach the volumes from the old pubset with the DETACH-DEVICE command or
rename them

Optional: Modify the MN of the Pubres in the MRSCAT entry of the pubset
Export the new pubset to the other system
Attach the volumes of the new pubset with the ATTACH-DEVICE command

Import the new pubset

If the new pubset is to be used as the home and paging pubset, the volumes from the old
pubset with the same name must be renamed or physically detached before the next
system initialization to ensure that the number of physically available pubsets remains
unambiguous.

If this is accidentally forgotten, systems support must carefully select the required volumes
interactively during system initialization.
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9.6.1.4 Converting existing pubsets to large pubsets

Existing pubsets can be upgraded with the SET-PUBSET-ATTRIBUTES command to large
pubsets with and without support for large files.

/SET-PUBSET-ATTRIBUTES ...,LARGE-VOLUMES=*UNCHANGED/*ALLOWED(
LARGE-FILES=*UNCHANGED/*ALLOWED)

The following upgrades are possible:

Small pubset to Large pubset without large files
Small pubset to Large pubset with large files
Large pubset without large files to Large pubset with large files

When importing the pubset these attributes are added to the MRSCAT and displayed by the
corresponding informational functions:

e SHOW-MASTER-CATALOG-ENTRY command
e STAMCE program interface
To set up and expand (large) pubsets with SIR, see the “Utility Routines” manual [15].

A home pubset may contain large disks, but no large files. Startup from a pubset
with LARGE-FILES—-ALLOWED=*YES is cancelled.

Permission to use large volumes and files cannot be removed from a pubset once
it is granted.

All pubsets with the “large volumes” and “large files” attributes can be displayed with the
SHOW-PUBSET-ATTRIBUTES and SHOW-MASTER-CATALOG-ENTRY commands.
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9.6.2 Managing an access authorization and user catalog

The ADD-USER, MODIFY-USER-ATTRIBUTES, LOCK-USER, REMOVE-USER and
UNLOCK-USER commands can be used by systems support to define which users may
access a pubset and whether the access right has been revoked for a user. Since each
pubset has its own user and file catalogs, systems support can group the user IDs on the
pubsets according to the functions the users exercise. The following applies here:

e Entries for all users must be stored in the home pubset user catalog because the
access checks with the SET-LOGON-PARAMETERS command are made in the user
catalog of the home pubset.

e Itis recommended that users be entered in the user catalog of the home pubset with
PUBLIC-SPACE-LIMIT=0, FILE-NUMBER-LIMIT=0 and JV-NUMBER-LIMIT=0. The
users can access files of this pubset without hindrance, but may not create any files or
use any job variables.

A user entry with PUBLIC-SPACE-LIMIT=0 has no effect on creating job

@ variables (these occupy no storage space) or access to files of other user IDs
(this is subject to the normal checks: shareability, passwords, read or write
access, etc.). The creation of job variables and file entries on this pubset is
prevented by JV-NUMBER-LIMIT=0 and FILE-NUMBER-LIMIT=0.

e When a user has no entry in the user catalog of the pubset concerned, he/she cannot
access this pubset, not can he/she access shareable files or job variables held by other
users on this pubset. This is recommendable, for example, when the pubset is required
for production and user IDs are employed solely for test and training purposes.

e Access protection is rendered ineffective if the system parameter FSHARING was
assigned the value 1 during system generation. All users can then access all pubsets
and do not even require an entry in the user catalog concerned. See page 675 for infor-
mation on the system parameter FSHARING.
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9.6.3 Monitoring pubsets with SPACEPRO

The SPACEPRO (space provisioning) subsystem monitors pubsets (SF or SM pubsets)
with regard to their storage space saturation and extends them autonomously when
required. A pubset which can be extended using SPACEPRO is also referred to as a
SPACEPRO pubset. The BS2000 system must have imported the pubset either locally and
exclusively or as the pubset master.

When storage space saturation occurs on a monitored pubset (see also page 323),
SPACEPRO analyzes the saturation status and, if appropriate, extends the pubset by
adding volumes from a store of free volumes (free pool). The free pool consists of one or
more pool pubsets (pubset type SM or SF).

A pool pubset may not simultaneously be a SPACEPRO pubset. It serves solely to provide
free volumes for autonomous pubset extension.

Pubset monitoring can be taken over either by the SPACEPRO monitor or by the
INSPECTOR of openSM2;

e The SPACEPRO monitor offers automatic pubset extension; a reduction can only be
performed manually. For details see page 319.

The INSPECTOR of openSM2 offers both automatic pubset extension and automatic
reduction. For details see page 320.

Command Function
MODIFY-PUBSET-SPACEPRO-OPTIONS | Modify the SPACEPRO options
MODIFY-SPACEPRO-PARAMETERS Modify the SPACEPRO parameters
MOVE-SPACEPRO-DISK Extend or reduce the SPACEPRO or pool pubset
SHOW-PUBSET-SPACEPRO-HISTORY | Display the SPACEPRO history of a pubset
SHOW-PUBSET-SPACEPRO-OPTIONS | Display the SPACEPRO options of a pubset

SHOW-SPACEPRO-PARAMETERS Display the SPACEPRO parameters
SHOW-SPACEPRO-STATUS Display the status of the SPACEPRO monitor
SIMULATE-SPACEPRO-EVENT Test the SPACEPRO configuration
START-SPACEPRO-MONITORING Start the SPACEPRO monitor for pubset monitoring
STOP-SPACEPRO-MONITORING Stop the SPACEPRO monitor

Table 21: Overview of the SPACEPRO commands
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Application under VM2000

Under VM2000, SPACEPRO can be used in the same way as with native mode in the
monitor system and in the guest systems. The VM2000 administrator must make provision
for the use of SPACEPRO in the device and pubset assignment to the VMs involved. For
details on this, see the “YM2000” manual [62].

9.6.3.1 Metadata of SPACEPRO
In order to run, SPACEPRO requires and manages various types of metadata:
e SPACEPRO parameters (of the local system)
e SPACEPRO options (per pubset)
e SPACEPRO history(per pubset)
e Job variables for managing SPACEPRO locks (per pubset)
e Diagnostic data (of the local system)
SPACEPRO parameters
The SPACEPRO parameters contain global settings for the execution of SPACEPRO.
These control the following (the settings after installation or after SPACEPRO has been
reset are specified in parentheses):
e Behavior in a lock situation when accessing SPACEPRO options and in extension and
reduction actions on the individual SPACEPRO pubsets

— LOCK-WAIT-TIME: Wait time before an action is retried (default: 60 sec.)

— LOCK-RETRIES: Maximum number of retries (default: 3)

e Default values for operands of the same name in the MODIFY-PUBSET-SPACEPRO-

OPTIONS and MOVE-SPACEPRO-DISK commands

— Default for the SATURATION-LEVEL operand (default: 3)

— Default for the BLOCKING-TIME operand (default: 24 hours)

— Default for the CHECK-PUBSET-MIRRORS operand (default: *NO)

— Default for the CLEAR-VOLUME-TIME operand (default: 300 seconds)

e Settings for the PROP-XT interface of SPACEPRO:

— OPERATOR-USER-ID: User ID for executing PROP-XT actions (default: SYSOPR)

— OPERATOR-PASSWORD: Password for the user ID (default: *NO)

— OPERATOR-ROLE: Operator role for the PROP-XT interface (default: SYSADM)
The SPACEPRO parameters only apply on the local system. Particular note should be
taken of this when a shared pubset is configured as a SPACEPRO pubset.
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The SPACEPRO parameters are stored in the PLAM library $T7S0S.SYSPAR.SPACEPRO.010
on the home pubset. This library is created implicitly the first time access takes place, for
example using the SHOW- or MODIFY-SPACEPRO-PARAMETERS command.

SPACEPRO options
You display the options using the SHOW-PUBSET-SPACEPRO-OPTIONS command.

For each particular pubset, the SPACEPRO options contain settings for monitoring it and
for executing SPACEPRO actions. The SPACEPRO monitor evaluates the specified
options during pubset monitoring. With the exception of the saturation level, the settings are
also taken into account when monitoring takes place using the INSPECTOR. The following
options can be defined and modified using the MODIFY-PUBSET-SPACEPRO-OPTIONS
command:

e Assignment of a pool pubset (POOL-PUBSET operand). The default value is *NONE.
Automatic extension is consequently initially disabled.

e Saturation level as a trigger criterion for automatic extension of the pubset
(SATURATION-LEVEL operand). The default value is *BY-PARAMETER (takeover of
the SPACEPRO parameter).

e Minimum time between two automatic extensions as a prerequisite for performing the
next automatic extension (BLOCKING-TIME operand). The default value is *BY-
PARAMETER (takeover of the SPACEPRO parameter).

e Specification of the homogeneity check with regard to pubset mirroring when pubset
extension takes place (CHECK-PUBSET-MIRRORS operand). The default value is
*BY-PARAMETER (takeover of the SPACEPRO parameter).

e Descriptive text for the SPACEPRO options (REMARK operand)
e No descriptive text exists yet (REMARK=*NONE).

The SPACEPRO options of a pubset are stored in the following file on the pubset
concerned:
:<catid>:$TSOS.SYSDAT.SPACEPRO.OPTION

This file is created implicitly upon the first SHOW or MODIFY-PUBSET-SPACEPRO-
OPTIONS command for the pubset concerned.
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SPACEPRO history

The SPACEPRO history logs the pubset extensions/reductions performed automatically by
SPACEPRO, the extensions/reductions which were aborted with an error, and the exten-
sions/reductions performed manually using MOVE-SPACEPRO-DISK commands. The
SPACEPRO pubset (or volume set), the time the extension or reduction took place, and the
pool pubset and volume assigned (old VSN and MN) are displayed. SPACEPRO analyzes
this data to check the SPACEPRO option BLOCKING-TIME.

Systems support can use the SHOW-PUBSET-SPACEPRO-HISTORY command to obtain
information on the actions logged.

The SPACEPRO history is stored in the following file on the pubset concerned:
:<catid>:$TS0S.SYSDAT.SPACEPRO.HISTORY

This file is created implicitly the first time the pubset concerned is extended or reduced
automatically, or when the first manual extension or reduction takes place using the MOVE-
SPACEPRO-DISK command.

Job variables for managing SPACEPRO locks

SPACEPRO creates the following job variables on the pubset concerned to manage locks
for a pubset's SPACEPRO options and the actions “extension” or “reduction” of a pubset:

® :<catid>:$TSOS.SYSLCK.SPACEPRO.OPTION
® :<catid>:$TSOS.SYSLCK.SPACEPRO.HOST

Diagnostic data

SPACEPRO creates further files and job variables on the home pubset for diagnostic
purposes:

e Logging files with the path name $TS0S.SYSTRC.SPACEPRO.*
e Monitor job variables with the path name $TS0S.MONJV.SPACEPRO. *
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Saving and processing metadata

The file for the SPACEPRO options, history and parameters must be included in the data
backup for the pubset concerned. The job variables for lock management and the logging
files and monitor job variables created for diagnostic purposes do not need to be saved.

CAUTION!
The SPACEPRO files (parameters, options and history) and job variables can only
be processed by SPACEPRO. Manual editing can destroy them.

When fundamental problems occur, these files and/or job variables can be deleted
either totally or on a particular pubset. This corresponds to resetting SPACEPRO
(in terms of the parameters to the installation time, and in terms of the options and
history to the pubset creation time).

9.6.3.2 Configuration for SPACEPRO

SPACEPRO can only execute together with the software products PROP-XT and JV.
SPACEPRO does not support pubsets which are mirrored with DRV.

The SPACEPRO monitor only requires the standard privileges of the user ID TSOS. This
also applies for the runtime environment of the host procedures if pubset monitoring using
openSM2 is employed instead of the monitor (see section “Pubset monitoring using the
SPACEPRO monitor” on page 319).

SPACEPRO always uses commands of the device and pubset management with the
STANDARD-PROCESSING, PROP-ADMINISTRATION or TSOS privilege. If required (and
optionally), it uses commands of the subsystem and user management provided these are
assigned to the user ID TSOS.

PROP-XT interface

SPACEPRO uses the PROP-XT interface to attach and detach disks. For this purpose the
PROP-XT interface requires a user ID with the operator role, the associated LOGON
password, and the associated operator role. This data is managed in the form of
SPACEPRO parameters. The following values are set in the status upon delivery or after a
reset:

e User ID SYSOPR
e LOGON password *NO
e Operator role SYSADM

The user ID may not be locked (the UNLOCK-USER command under the user ID SYSPRIV
may be required).
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The operator role must have authorization for the ATTACH-DEVICE and DETACH-DEVICE
commands (OPERATING privilege), for PROP-XT commands, and for receiving the
messages monitored by SPACEPRO. SPACEPRO monitors the following messages via
the PROP-XT interface: DMS1400, EXC0440 ... EXC0445, DMS037F, DMS038F, DMS038E, DMS038C,
DMS0381, NKVDO13.

It must be ensured that these console messages are delivered to the PROP-XT instance of
SPACEPRO. On no account may these console messages be suppressed.

Notes for pubset configuration

For reasons of availability, pubsets (including pool pubsets) should not be configured on a
multibox basis in a disk storage system. Generally one pool pubset is sufficient per box,
above all when all the pubsets in the box consist of volumes with identical operating param-
eters.

In special cases is may be necessary or practical to provide several pool pubsets in one
box.

Example: Volumes with different operating parameters are used in one box, and these
cannot be checked in the BS2000 system.

The autonomous extension of a pubset using SPACEPRO will fail if BS2000 considers the
pubset’s operating parameters to be incompatible with those of the pool pubset.
Checking homogeneity with regard to pubset mirroring

A homogeneity check with regard to pubset mirroring (specification of the CHECK-
PUBSET-MIRRORS=*YES operand in the MOVE-SPACEPRO-DISK command or setting
of the corresponding SPACEPRO option) makes sense only if the following conditions are
satisfied:

e All pubset disks are located in the same disk storage system
e The SHC-OSD subsystem is available

SPACEPRO does not check these conditions. When the MODIFY-PUBSET-PROCESSING
command is called internally, this operand specification is ignored if SHC-OSD is not
available.

The homogeneity check of pubset mirroring also includes a box check.
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Additional notes on extending mirrored SPACEPRO pubsets:

1. Pubset extension with homogeneity check can only be performed successfully if, at the
time the extension is made, the assigned pool pubset contains a volume with the
current mirror properties of the pubset which is to be extended and this volume is
homogeneous (for the criteria