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1 Introduction

With the completely newly developed FUJITSU Server BS2000 SE Series, FUJITSU now
offers a server infrastructure which consists of three server lines. Under the umbrella of this
SE infrastructure, multiple application scenarios are possible in various combinations for
both mainframe applications and applications of the open world. This new platform stands
out on account of the unrivaled performance scalability (scale-up and scale-out), and
ensures that users can manage their application workloads securely, quickly and efficiently
across technological boundaries with maximum availability.

One maijor aim in developing the SE series was to provide a uniform management strategy
which offers customers significant added value through maximum integration, and
guarantees extremely cost-effective operation of their IT.

The new SE server line succeeds the tried and tested S and SQ server lines, integrating
the advantages of both lines in an optimal manner. The heart of the SE series is formed by
the /390-based Server Units, the x86-based Server Units, the Net Unit (NU) and the
Management Unit (MU). All components are integrated into a standard 19" rack and are
supplied to customers ready to use. With its newly developed processors and appreciably
higher system performance, the new generation of the SE series offers enhanced configu-
ration options, maximum availability and, not least of all, significantly reduced power
consumption.

Depending on requirements, the SE server contains all the system components needed for
operation as an overall application:

— SU /390 for BS2000 guest systems

— Server Unit x86 with BS2000, Linux or Windows guest systems

— Application Units x86 for operating Native or hypervisor systems (e.g. Linux, Windows,
VMware, OVM, efc.)

— Shareable tape and disk periphery

— Ahigh-speed, server-internal infrastructure to connect the components with each other
and with the customer's IP or FC network.

U41855-J-2125-1-76 11



Introduction

The SE server offers the following advantages:

— Cross-system administration with state-of-the-art, browser-based GUI (SE Manager) as
a single point of operation

— Joint system monitoring of all components

— Uniform redundancy strategy

— Joint service process

— All options for consolidation through virtualization

— SE components and infrastructure are preconfigured and supplied to customers ready
to use

SE servers consequently enable flexible and application-specific implementation which
fulfills high SLAs through the use of high-end components and an end-to-end redundancy
concept, and nevertheless permits cost-effective operation of the overall system with few
resources thanks to its uniformity.

Intel x86-based server systems with their VMware, Linux or Windows system platforms also
profit from the concepts for stable system operation tested on the mainframe:

— Selection of high-quality server components

— Redundant hardware components

— Prepared operating concepts which also include high availability
— Comprehensive tests before release

— Comprehensive service concept.

The management interface which is uniform for all SE servers, the SE Manager, permits a
view of all the system components involved and, from this higher-level perspective, enables
the resources to be optimized through efficient distribution of the application to the systems
which are currently utilized least.

SE servers consequently permit particularly stable system operation which includes not
only the mainframe platforms which have to date been known to be particularly failsafe, but
also other Server Units and the infrastructure and peripherals employed by the SE server.
This can be achieved with fewer resources for administration and system operation than for
separate operation of different IT systems.

12
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Introduction

Documentation for the SE servers

1.1

Documentation for the SE servers

A wide range of documentation is available for the SE servers. As the BS2000 OSD/XC
software package comprises the BS2000 OSD/BC operating system and additional
system-related software products, the documentation for BS2000 OSD/XC consists of the
following:

e The manuals on BS2000 OSD/BC, which provide the basic literature on BS2000
OSD/XC.

e The manuals for the system-related software products which belong to the BS2000
OSD/XC software package also apply.

Any additions to the manuals are described in the Readme files for the various product
versions. These Readme files are available at ttp://manuals.ts. fujitsu.com under the various
products.

Current information, version and hardware dependencies and instructions for installing and
using a product version are contained in the associated Release Notice. Release Notices,
in particular those relating to BS2000 OSD/XC, M2000, X2000, and HNC, are available at

http://manuals.ts.fujitsu.com.

The documentation for the SE servers consists of the following parts:
e Operating Manual SE700 / SE500 / SE300 (consisting of a number of modules):
e Basic Operating Manual SE700 / SE500 / SE300
e Server Unit /390 (SE700 / SE500)
e Server Unit x86 (SE700 / SE500 / SE300)
e Additive Components (SE700 / SE500 / SE300)
e Operation and Administration
e Security Manual
e Quick Guide

U41855-J-2125-1-76 13
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Objective and target groups of this manual Introduction

1.2 Objective and target groups of this manual

This manual is intended for people who operate an SE server:

e As administrator you manage the entire SE server with all its components and the
operating systems which run on it. You need a good knowledge of the BS2000, Linux
and Windows operating systems and of the network and peripherals.

As administrator you can also manage the integration of the optional Application Units
on which an open operating system (by default Linux) runs in Native mode or in a virtu-
alized manner (e.g. under VMware® vSphere 5).

e For other users, roles are provided with a customized selection of functions (e.g.
operator, XenVM administrator, etc.) to permit the assigned tasks to be performed.

14 U41855-J-2125-1-76
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Summary of contents

1.3

Summary of contents

Chapter 2 contains fundamental information which is relevant for all readers (e.g. archi-
tecture, fundamental operating functions).

Chapter 3 contains fundamental information on the SE Manager, the central user interface
of the SE server.

The subsequent chapters describe the tasks on the SE server and the user interface of the
SE Manager. They are based on the tree structure of the SE Manager.

Detailed information on the data displayed, the dialog boxes, and operation of the SE
Manager is provided in the online help of the SE Manager.

README file

For information on any functional changes or extensions to this manual, please refer to the
product-specific Readme file.

In addition to the product manuals, Readme files for each product are available to you
online at http.//manuals.ts.fujitsu.com. You will also find the Readme files on the Softbook
DVD.

Information under BS2000

When a Readme file exists for a product version, you will find the following file on the
BS2000 system:

SYSRME .<product>.<version>.<lang>

This file contains brief information on the Readme file in English or German (<lang>=E/D).
You can view this information on screen using the /SHOW-FILE command or an editor.
The /SHOW-INSTALLATION-PATH INSTALLATION-UNIT=<product> command shows the user
ID under which the product’s files are stored.

Additional product information

Current information, version and hardware dependencies and instructions for installing and
using a product version are contained in the associated Release Notice. These Release
Notices are available online at http://manuals.ts.fujitsu.com.
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Notational conventions

Introduction

1.4 Notational conventions

The following notational conventions are used in this manual:

This symbol indicates important information and tips which you should bear
in mind.

This symbol and the word CAUTION! precede warning information. In the
interests of system and operating security you should always observe this
information.

> The action which you must perform is indicated by this symbol.

italics Texts from the SE Manager (e.g. menu name, tab)

monospace System inputs and outputs

monospaced Statements which are entered via the keyboard are displayed in this font.

semibold

<abc> Variables which are replaced by values.

Keys are displayed as they appear on the keyboard. When uppercase letters
need to be entered, the Shift key is specified, e.g. - [A] for A. If two
keys need to be pressed at the same time, this is indicated by a hyphen
between the key symbols.

[] The titles of related publications in the text are abbreviated. The complete title of

each publication which is referred to by a number is listed in the Related Publica-
tions chapter after the associated number.

Names and abbreviations

Because the names are used frequently, for the sake of simplicity and clarity the following
abbreviations are employed:

e SE server for the FUJITSU Server BS2000 SE Series (Server Units /390 and x86) with
the following models:

e SE300 for FUJITSU Server BS2000 SE300 (with SU300, optionally AUs)
e SES500 for FUJITSU Server BS2000 SE500 (with SU500, optionally SU300 and

AUs)

e SE700 for FUJITSU Server BS2000 SE700 (with SU700, optionally SU300 and

AUs)

16
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Open Source Software

1.5

SU for the Server Unit irrespective of the unit type
A distinction is made between SUs depending on the unit type:

e SU /390 for Server Unit /390 (type of Server Unit with one or more /390 processors)
o SU x86 for Server Unit x86 (type of Server Unit with one or more x86 processors)
A distinction is made between the following SUs according to models:

e SU300 for the Server Unit of the unit type SU x86 in SE300, optionally in SE500 /
SE700

e SU500 for the Server Unit of the unit type SU /390 in SE500
e SU700 for the Server Unit of the unit type SU /390 in SE700

MU for the Management Unit. The MU permits central, user-friendly and cross-system
management on the SE server.

AU for the Application Unit (with x86-based hardware)

HNC (High-Speed Network Connect) connects the SU /390 with the LAN and as a net
client also permits access to the Net-Storage. HNC designates both Linux-based basic
software and the hardware unit itself on which this basic software executes.

BS2000 server as the generic term for all SE servers and the existing S and SQ
servers. BS2000 servers are operated with the relevant BS2000 operating system.

BS2000 for the BS2000 OSD/BC operating system in compound nouns, e.g. BS2000
system.

Open Source Software

The Linux-based basic software M2000, X2000, and HNC which is installed on the
Management Unit, Server Unit x86, and HNC contains Open Source Software. The
licenses for this can be found in the LICENSES directory on the relevant installation DVD.
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2 Architecture and strategies

2.1 Architecture

In the maximum configuration, a FUJITSU Server BS2000 of the SE Series (SE server for
short) consists of the following components:

e Management Unit (MU) with SE Manager
The Management Unit can be redundant in design.
A redundant Management Unit ensures that the components of the SE server
can also be operated when an MU fails. In particular this means that the SKP function-
ality is then still available for operating an SU /390.

e Server Units
— An SU /390 enables operation of BS2000 (Native BS2000 or VM2000).
— An SU x86 enables operation of BS2000 (Native BS2000 or VM2000). XenVM
operation with Linux or Windows guest systems is also possible as an option.
Depending on the model family, the following combinations are possible:
— SE700 with an SU /390 and optionally up to two further SU x86
— SE500 with an SU /390 and optionally up to two further SU x86
— SE300 with an SU x86 and optionally up to two further SU x86

e Application Units (AUs)
Up to 20 AUs can be operated on the SE server. An AU enables operation of applica-
tions under Linux, Windows or hypervisor-based systems.

e Net Unit (for SU /390 with HNC)
The Net Unit offers maximum performance and security for internal communication in
an SE server and for a connection to customer networks (IP networks). In the case of
SE500 and SE700 the Net Unit is always redundant in design. In the case of SE300
redundancy of the Net Unit is optional.
The Net Unit is supplied preconfigured, is autonomous with respect to SE server
management, and can easily be connected to the customer network.
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e Rack console and KVM switch
e Peripherals (storage)

e Optional hardware components:
Disk storage systems (for SU x86, AU), tape library systems (for SU x86), FC switches
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All components of the SE server are integrated into a joint rack. Information on the current
hardware configuration of your SE server is displayed by the SE Manager in the Hardware
— HW Inventory menu (see section “HW inventory” on page 237).

SE Server
( Redundant Management Unit (MU) with SE Manager )
( Server Unit /390 \ [ Server Unitx86 \ ( Application \ [ Peripherals )
(SU /390) (SU x86) Unit (AU)
o
o
=
VM2000 VMware, Citrix, Further optional
Xen Hyper-V, OVM ... peripherals
' Redundant Net Unit )
Customer network
(IP networks)

Figure 1: Architecture of SE servers

The SE Manager enables you to operate and manage all components of the SE server
centrally from the Management Unit. The SE Manager offers a user-friendly, web-based
user interface for this purpose.
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2.2 Software of the SE server

2.2.1 Structure of the software

M2000

M2000 is the basic software of the Management Unit. It provides, among other things, the
following main functions for accessing SE servers:

e SE Manager as Single Point of Administration
e SE Desktop on the local console of the Management Unit
e Integration into Remote Service
e Therole and operating strategy
e Functions for SU 86:
— Operation of the BS2000 systems and of the system on XenVMs
e Functions of the Net Unit
— Adjusting the configuration
— Providing services

In the case of SE700 / SE500, M2000 also provides the following SKP functions for
operating and managing the SU /390:

e Operation of the BS2000 systems (BS2000 console window, BS2000 dialog box, SVP
console window)

e Management of the BS2000 VMs

X2000

X2000 is the basic software of the SU x86. It provides, among other things, the following
functions:

e Execution system for BS2000 systems and XenVMs (including I/O system)

e Management functions for administering the BS2000 VMs and the XenVMs in the SE
Manager

e Management functions for administering the BS2000 devices and the XenVM devices
in the SE Manager

e Configuration of the Net-Storage for the BS2000 systems of the SU x86
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2.2.2

HNC

HNC is the basic software of the HNC. It provides, among other things, the following
functions:

e Network connection for the BS2000 systems of the SU /390
e Configuration of the Net-Storage for the BS2000 systems of the SU /390

Add-on packs

In addition to the standard software M2000, X2000, and HNC, an SE server offers enhance-
ments by means of add-on packs.

The possible installation of add-on packs on the MU enables costs and maintenance to be
avoided on the SE server for additional servers, e.g. for ROBAR for openSM2. See also
section “Add-on pack” on page 26.

Software status, system version and update status

In addition to the system version, the software status also includes the updates which are
installed on the unit. Software updates can only be installed if they are available on the local
system.

Under SW version in the system information the SE Manager displays on the MU, SU x86,
and HNC the version of the basic software M2000, X2000 or HNC, including the update
status.

On the SU /390 the SE Manager displays the HCP (Hardware Control Program) software
(e.g. in the SU /390 information on page 174), but in this case does not support update
management.

The software status consequently has the following components:

Component Example Description
Version 6.0A
Revision REV=0800 Update status
Service pack 6.0A, REV=0801, |- A service pack has a sequence number (01 in the
No.01 example)
— Service packs increment the update status.
Security fix 6.0A, no.099 —  Security fixes are assigned to a version and update
status.

—  Security fixes have a sequence number for each
version status and each update status (099 in the
example)
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Component Example Description
Hot fix 6.0A, REV=0702, |- Hot fixes are assigned to a version and update status
A0603507-H03 — In their name hot fixes contain a problem message

number (A0603507 in the example) and a sequence
number (HO3 in the example)

In contrast to the other update types, add-on packs are autonomous software products
which FUJITSU makes available for installation on the Management Units. An add-on pack
is either a software product which is installed by default (e.g. StorMan on the Management
Unit) or one which is optional.

Add-on packs are managed like updates to the basic software, but the software status
displayed consists of the product name and a product-specific version designation.

2.2.3 Updates to the basic software and add-on packs

You can transfer the following types of updates to the Management Unit, the SU x86 and
the HNC and manage them there:

— Security fix
— Service pack
— Hot fix

— Add-on pack
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2.2.3.2

Naming conventions

Updates are supplied as files of the following types:

e iso.gz for files which can be downloaded from the download server
e iso for files which are supplied on CD/DVD

The following naming conventions apply for the files containing the updates:

Security fix e.g. MV6.0A.SF.099.isol.gz]
The security fix with the number 099 is assigned to the version and update status
6.0A.

Hot fix e.g. MV6.0A0702.A0603507-H03.isol.gz]
The hot fix with the name A0603507-HO03 is assigned to the version and update
status 6.0A REV=0702.

Service pack |e.g. MV6.0A0800.SP.01.isol.gz]
The service pack sets the version and update status to 6.0A REV=0800. The count
for the security fixes is reinitialized (set to 000).

Add-on pack |e.g.MV.STORMAN-6.0.0-9.1.1iso0
This add-on pack contains StorMan V6.0

The first letter in the file name indicates the basic software of the associated unit:
— Xfor X2000 on the Server Unit

— M for M2000 on the Management Unit

— Hfor HNC on the HNC

Security fix

A security fix contains all the security-relevant updates for the Linux-based basic software
which have appeared since the last service pack. Security fixes protect the system against,
for example, unauthorized intrusion and attacks from the outside. Whether you install
current security fixes depends on your security requirements and whether the SE server
can be accessed only via the protected administration LAN or also from the outside. The
functional use of the SE server is also guaranteed without the current security fixes.

A security fix may also be installed by the customer. Installation takes place in the SE
Manager under an administrator account.
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2.2.3.3

2.2.3.4

2.2.3.5

Service pack

A service pack contains a collection of corrections for the Linux-based operating system. It
contains all previous service packs and security fixes, as well as selected hot fixes.

A service pack can only be installed by Customer Support. Installation can only be
performed using a CLI command under the Customer Support account.

Hot fix

A hot fix contains a patch with which an urgent problem in your system can be rectified as
quickly as possible.

A hot fix can only be installed by Customer Support. Installation can only be performed
using a CLI command under the Customer Support account.

Add-on pack

Add-on packs are software components on a unit which have their own web interfaces that
are integrated into the SE Manager. The type and location of the integration into the SE
Manager depends on the category to which the add-on pack is to be assigned, e.g. Appli-
cation, Monitoring, Hardware Management.

Add-on packs have their own version schema and can be replaced independently of the
basic software.

An add-on package contains software which FUJITSU provides for use on the units.
Currently add-on packs are only provided for the Management Unit. By default a distinction
is made between installed and optional add-on packs:

— In the case of an add-on pack which is installed by default, the customer must, if
necessary, install newer versions.

— In the case of an add-on pack, the customer must also perform installation or uninstal-
lation. Customer Support can also do this when requested.

Add-on packs are also distinguished by whether they are chargeable or included in the price
and preinstalled.

The fact that the web interfaces of the add-on packs are integrated into the SE Manager
means the following:

— The add-on packs are visible as links in the SE Manager's menu.

— When such alink is clicked, the add-on pack's web interface is opened in the same
browser window.

26
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— Youlog into the add-on pack's web interface implicitly using the account with which you
are working in the SE Manager and in the same session. The same setting therefore
applies for the session timeout in the event of inactivity. Logging off in the add-on also
leads to logging off in the SE Manager and thus to the login window of the SE Manager.

— From the add-on pack's web interface there is a link back to the last valid main window
in the SE Manager.

Add-on packs have their own online help systems and, when necessary, are described in

separate product manuals. These online helps are integrated into that of the SE Manager,
but can also be called separately.

Overview of the current add-on packs in the SE Manager on the MU:

Add-on Chargeab | Preinstalled |Integration into the
(product name) le ex works SE Manager
OPENSM2 Yes Optional Category: Monitoring

(openSM2 Performance Monitor)

— Performance

OPENUTM Yes No Category: Application
(openUTM Server Administration)

— Applications — SE management
application

ROBAR Yes Optional Category: Application
(ROBAR-SV Server)

— Applications — SE management

application
STORMAN No Yes Category: Hardware
(Storage Manager) Management

— Hardware — Storage

Table 1: Add-on packs in the SE Manager on the MU
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2.2.4 Management applications

Management applications have graphical interfaces which can be reached via the web and
operated using the browser.

A distinction is made between SE management applications and user-defined
management applications.

e SE Management applications execute on the Management Units and are fully
integrated into the SE Manager. They are implemented as a permanent part of the SE
Manager or as add-on packs (see “Add-on pack” on page 26).

e The following SE management applications are currently available:

— BS2000 Backup Monitor
The BS2000 Backup Monitor is a permanent part of the SE Manager.

— openUTM WebAdmin
openUTM WebAdmin is implemented as an optional add-on pack.

— ROBAR (ROBAR-SV Server)
ROBAR is implemented as an optional add-on pack.

e User-defined management applications are applications which are independent of the
SE Manager that can run on a system of the SE server (e.g. on a XenVM of an SU x86
or on a virtual machine of an Application Unit) or also on an external system.

The web interfaces of the user-defined management applications can, when required,
be linked in the SE Manager. They are opened in a new browser window.
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2.3 Networks

The Net Unit supplies the central link of all the SE server's IP network connections. If
concentrates the network connections of the various Server Units to the outside into the
customer network (public networks) and, internally, establishes the network connections
between the various Server Units (private networks).

The hardware of the Net Unit is supplied preconfigured. All the cable connections to the
Server Units are implemented professionally in the cabinet in the factory. Connections to
the customer networks (data networks, management networks) only need to be established
to the reserved connection ports of the Net Unit (uplinks). In terms of the software the Net
Unit is fully installed and immediately ready to operate.

Up to two uplinks are possible per public network to provide the connection to the
customer's LAN structure. The uplinks are provided without vendor dependencies and can
be connected to any switch (managed or unmanaged). The uplinks are operated without a
VLAN ID (i.e. untagged), and no switch protocol (e.g. spanning tree) is used.

Only the relevant configuration measures need to be implemented in the operating systems
to use the networks. It is not necessary to involve network administrators of the customer
network.

Private networks have been configured for the Sever Units to communicate with each other.
These separate the network communication within the SEs totally from the customer
network. The private networks are protected from each other and can be configured flexibly
according to customer requirements. Network security is automatically enhanced because
of this protection and the flexibility to configure and operate private networks independently
of the customer infrastructure.

The private networks can be operated with high performance, do not influence the customer
network, and cannot be influenced by it (e.g. they continue to function even when the
customer infrastructure fails).

The Net Unit can be designed with redundancy in the interest of protection against failure.
By default, SE700 and SE500 incorporate a redundant Net Unit. Redundancy can be
ordered as an option for SE300.

U41855-J-2125-1-76 29



Networks Architecture and strategies

The following logical networks are supported:
— Public Management Networks

— Management Admin Network Public (MANPU) for administrative access to the MU,
BS2000 systems and AUs

— Management Optional Network Public (MONPU): the optional administration
network can be configured when required (e.g. when AIS Connect is not to be
operated via MANPU).

— Management Network Private
— Management Control Network Private (MCNPR) for SE server communication

— Management Optional Network Private (MONPR): when required, up to 8 additive
networks MONPR<n> (where <n>= 01..08) can be configured for SE server
communication.

— Management Control Network Local (MCNLO) for the local SE server communi-
cation

— Management SVP Network Private (MSNPR) enables SVP communication to the
SU /390 on SE700/SE500

— Data Network Public

— Data Network Public (DANPU): when required, up to 8 additive networks
DANPU<n> (where <n>= 01..08) can be configured for connecting applications to
the public customer network.

— Data Network Private

— Data Network Private (DANPR): when required, up to 99 networks DANPR<n>
(where <n>= 01..99) can be configured for internal private customer networks for
SE servers.

In addition to the connections of the units to the switches of the Net Unit, direct cabling from
the units to the customer network can also be used.
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Figure 2: Block diagram of the Net Unit

2.3.1 Services

2.3.1.1 IPv6 autoconfiguration

IPv6 autoconfiguration based on the "radvd" (Router Advertisement Daemon) which runs
on the MU is provided for communication in the MCNPR network segment. Optionally IPv6
autoconfiguration is also provided for the private network segments MONPR and DANPR.

The prefix "fd5e:5e5e:<vlan-id>:0::/64" (for MCNPR where vlan-id 600 =
fd5e:5e5e:600:0::/64) is preconfigured. When conflicts occur on the customer side,
Customer Support can set a different prefix (change the first 32 bits of the prefix).

Connected units (with enabled IPv6 autoconfiguration) are then assigned an IPv6 address
based on the MAC address (e.g. fd5e:5e5e:600:0:219:99ff.fee2:79d/64).

IPv6 autoconfiguration is automatically enabled for MCNPR by means of the installation
and is required for the management functions for the units. IPv6 autoconfiguration can
optionally be activated for private network segments.

Each MU is assigned its own static IPv6 address during configuration in MCNPR (e.g.
fd5e:5e5e:600::101/64 = IPv6 prefix + suffix <mu-id>0<se-id>) with which the MU in the
network segment can be addressed.
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2.3.1.2

2.31.3

Domain Name System (DNS)

A DNS server for the "senet" domain which provides name resolution for communication
runs on the MU. The DNS server is configured in such a manner that it performs name
resolutions for "senet" itself and forwards other name resolutions to external DNS servers
which must be configured manually.

The static IPv6 address of the local MU is the first name server in the DNS configuration of
the MU. Two further external DNS servers and the external domain search list can be
configured.

The IPv6 addresses of the two possible MUs are preconfigured on an SUx86 or HNC. No
further configuration is required.

DNS queries are thus directed to the MU via the network segment MCNPR. The MU then
either resolves the address itself for the "senet" domain or forwards the request to the
customer's external DNS servers.

Name resolutions can also be used for the other network segments MONPR and DANPR.
For this purpose the relevant network segments must be configured on the MU in the SE
Manager, and IPv6 autoconfiguration must be enabled (see section “Managing the IP
configuration” on page 178).

Managing the "senet" domain

You manage the names and aliases of the "senet" domain in the SE Manager. You can add,
modify or delete DNS entries (see section “Configuring SENET” on page 219).

32
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2.3.1.4

The aliases are assigned according to the following schema:

su<x>bs2-se<y>.senet

su<x>vm<z>-se<y>.senet

Component MCNPR SE alias Description
(x01..n; y=1..8; z=01..99)
MU mu<x>-se<y>.senet M2000
for SU /390 | suObs2-se<y>.senet BS2000 (Native/monitor VM)
for SU /390 | suOvm<z>-se<y>.senet BS2000-VMs
SU x86 su<x>-se<y>.senet X2000
su<x>irmc-se<y>.senet SU x86 iRMC

BS2000 (Native/monitor VM)
BS2000-VMs

Managed Switch nswa<x>-se<y>.senet nswa = 1 Gbit
nswb<x>-se<y>.senet nswb = 10 Gbit
HNC hnc<x>-se<y>.senet HNC
hnc<x>irmc-se<y>.senet HNC iRMC
AU x86 au<z>-se<y>.senet System (e.g. VMware)
RAID system prd<z>-se<y>.senet e.g. ETERNUS DX (prd=periphery raid)
Tape library ptl<z>-se<y>.senet e.g. LT40 S2 (ptl=periphery tape library)
Other periphery pot<z>-se<y>.senet (pot=periphery other)
ROBAR rob<z>-se<y>.senet ROBAR controller

Table 2: Name schema of the SE aliases

ACL functionality

You can lock or release individual TCP/UDP ports (services) for the DANPU<xx>, MANPU,

MONPU, DANPR<xx>, and MONPR<xx> networks:

— Either the administrator defines an ACL list of the type "permit" in which all released
services (ports) are explicitly entered.

i

After the ACL of the type "permit" has been configured, the list is initially
empty. Access to the network is thus locked for all services (ports).

— Or the administrator defines an ACL list of the type "deny" in which all the locked
services (ports) are explicitly entered.

One ACL list each can be defined for IPv4 and IPv6.

U41855-J-2125-1-76
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2.3.1.5 NTP server

The MU of the SE server is configured as an NTP server and is used as the central NTP
server for the SE server.

The units SUx86 and HNC are configured in such a manner that time synchronization takes
place from the local SE server's MU.

The static IPv6 address of the MU can be used for time synchronization of an AU with the
local SE server's MU.
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2.3.2

Integration of BS2000 into the LAN

From the viewpoint of BS2000 devices, the ZASLAN, LOCLAN and BRGLAN are devices
which are used for the LAN connection to the external physical network or for internal
communication in the Server Unit. They can be created in the SE Manager (see section
“Managing LAN devices” on page 154) and must, in the case of VM2000, then be assigned
to the BS2000 VM concerned.

BS2000 ZASLAN

In the case of a ZASLAN connection, BS2000 uses a LAN interface of its own (Ethernet
controller) independently of other LAN interfaces. Only via such a connection does BS2000
obtain a direct view of the physical network.

In VM2000 mode a LAN interface can be used jointly by all connected BS2000 guest
systems. To permit this, a separate ZASLAN connection is configured for each BS2000 VM.
The associated devices are connected to their particular VM (using the ADD-VM-DEVICES
command).

The ZASLAN interfaces are displayed or modified in the SE Manager using Devices —
<unit> (SU<model>) — BS2000 devicesin the LAN tab.

All PCI ports can be used for the ZASLAN connections.

The following can be observed on the SU x86: LAN interfaces cannot be used
simultaneously for ZASLAN and virtual switches.

LOCLAN

The local LAN is a network implemented by software in the Linux-based basic system
concerned (X2000/M2000/HNC). The local LAN connections are consequently notincluded
in the figure illustrating the LAN structure (see figure 2). The connection of BS2000 to the
local LAN is implemented on an SU x86 system with connections implemented by software
(MANLO), and on an SU /390 by FC connections between SU /390 and MU (MANLO) or
HNC.

The following addresses are preconfigured for BS2000 and the basic system
(X2000/M2000):

System IP address

Basic system 192.168.138.12
BS2000 (Native or monitor system) 192.168.138.21
BS2000 guest systems on other VMs 192.168.138.22 etc.
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A second MU is automatically assigned the addresses 192.168.139.x. If address conflicts
occur, only Customer Support can configure other address ranges.

BRGLAN (only SU x86)

A BRGLAN connection connects BS2000 with an internal virtual switch and enables a LAN
connection to the other virtual machines (= Xen LINUX/Windows guest systems) which are
also connected to the same virtual switch.

A BRGLAN connection is required to implement one of the following connections:
— The Native BS2000 system for the XenVMs on the same virtual switch
— BS2000 VMs for XenVMs on the same virtual switch

@ If only BS2000 VMs communicate with each other, LOCLAN connections
should be used.

The BRGLAN connection is a protected internal connection in the Server Unit which is
implemented in the software and thus does not occupy any slots.

With BRGLAN the packet size can be up to 1500 bytes.

An internal virtual switch is configured using the SE Manager. A separate BRGLAN
connection is configured in X2000 for each VM with a BS2000 guest system. The
associated devices are assigned to the relevant VM.

The BRGLAN connection requires that at least one virtual switch exists. Virtual
switches can be configured only in conjunction with the operation of XenVMs, i.e. a
XenVM license must exist. For details, see “Integration of the XenVM guest
systems into the LAN (only SU x86)” on page 37.

BRGLAN connections are virtual network connections and are therefore not displayed in
the physical LAN structure (see figure 2).

36
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2.3.3

Integration of the XenVM guest systems into the LAN (only SU x86)

The Linux/Windows systems on the XenVMs communicate with each other or with external
systems via software instances which are known as virtual switches (or vSwitches for
short). Virtual switches are made available as XenVM devices. A XenVM is connected
either when the XenVM is created or at a later point in time by assigning a virtual Network
Interface Card to the vSwitch.

Depending on the connection type provided, a distinction is made between two types of
vSwitch:

Internal vSwitch

An internal vSwitch enables the XenVMs connected to it to use a communication
connection which is protected locally. Internal vSwitches can also be used by the
BS2000 Native system and by BS2000 VMs (see “BRGLAN (only SU x86)” on
page 36).

External vSwitch

An external vSwitch uses a LAN interface which permits an external LAN connection.
All XenVMs connected to this vSwitch use this connection to communicate with external
systems.

If more than one unused LAN interface is available, an external vSwitch can also use
two LAN interfaces. In this case the XenVm connection is configured with redundancy
(also referred to as "bonding").

The virtual switches and their current assignment to XenVMs are displayed in the SE
Manager by selecting XenVM devices — Networks on the Virtual switches tab. New virtual
switches can be created there and unused switches can be deleted.

Only PCI ports can be used for the external vSwitches.

LAN interfaces (PCI-Ports) cannot be used more than once (e.g. for multiple virtual
switches or for a virtual switch and a ZASLAN).
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2.3.4 Overview of the possible LAN connections of the VMs

The figures below provide an overview of the possible internal and external LAN connec-
tions of the VMs running on the Server Unit (BS2000 on SU /390 or BS2000 and XenVM
on SU x86). Physical network integration is shown in figure 2.

SU/390

Monitor System

(BS2000)

Guest System
(BS2000)

LOCLAN1

T
1
T
T
- 4
1
1

LOCLAN2 .

ZASLAN

MU

- -k - -

HNC

Net Unit | direct connection

Figure 3: Overview of possible internal and external LAN connections (Server Unit /390)

Base System Monitor System Guest System Guest System Guest System
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|
'|__LOCLAN
Internal |!
LANs : BRGLAN (on internal virtual Switch)
_____ o L
1 ZASLAN LAN on external
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Figure 4: Overview of possible internal and external LAN connections (Server Unit x86)
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2.3.5

Important information about IP configuration

After your SE server has been installed, the IPv6 protocol is enabled throughout the system.

Use of IPv6 for all networks of the SE server is enabled by default. You can perform the
following configuration measures separately on a network-specific basis:

When the IPv6 protocol is enabled throughout the system, you can enable or disable
the use of IPv6 for specific networks.
IPv6 is permanently set for the internal network (MCNPR).

Enable/disable Autoconf (Stateless Address Autoconfiguration)

This setting is evaluated only when IPv6 is enabled:

Autoconf is a user-friendly automatic procedure which enables the system to specify its
own LAN addresses on the basis of information which is provided both locally and
remotely. Autoconf requires a router which is responsible in the network that, when
requested by the system, assigns the so-called IPv6 prefixes (one prefix per available
network).

The system supplements these prefixes for each LAN interface to make them
unambiguous addresses, the supplement being based by default on the MAC address
of the LAN interface concerned.

A LAN interface configured in this way is automatically linked to all available networks.
In contrast to Autoconf, in the case of DHCP IPv6 address assignment (stateful) is
performed by an instance in the network which also manages the current state of the
address assignment.

Enable/disable DHCPv6
DHCPv6 requires a DHCP server in the network which distributes IPv6 addresses.

Enable/disable DHCPv4
DHCPv4 requires a DHCP server in the network which distributes IPv4 addresses.

In all cases of dynamic address distribution, the addresses assigned are provided with
validity periods by the Autoconf router or the DHCP server.

Any number of IPv6 addresses (and also IPv4 addresses) can be allocated explicitly.

When IPv6 is used, IPv6 routes can also be configured.
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2.4 Management Unit and SE Manager

241

The Management Unit together with the SE Manager enables central monitoring, adminis-
tration and operation of all units of the SE server and the systems running on it. Additional
cross-unit functions are also available, e.g. for displaying the components of the SE server,
together with the operating status or performance monitoring.

Role and user strategy

Depending on how the system is viewed, different tasks must be performed to administer
and operate the SE server which can be categorized in three task areas. The task areas
correspond to the roles described below.

The following roles exist for administering and operating the SE server:

Administrator

This task area comprises management of all units on the SE server and management
and operation of the systems which run on Server Units and Application Units of the SE
server.

For BS2000 on a Server Unit, the task area comprises operation of the BS2000 system
or, under VM2000, operation and partial management of the BS2000 guest systems..
For a Server Unit x86 with a XenVM license the task area also comprises management
of the virtual machines (XenVMs) and their devices for Linux and Windows guest
systems. For the optional Application Units the task area comprises the integration of
the Application Units and the systems running on these.

Operator

This task area is a subset of the administrator tasks and largely consists of operating
the BS2000 systems for ongoing operation or, under VM2000, operation and partial
management of the BS2000 guest systems.

XenVM administrator

This task area is a subset of the administrator tasks and includes managing the virtual
machines and their devices for Linux and Windows guest systems.

This role exists only if at least an SU x86 with a XenVM license is present on the SE
server.

Service
This role includes all tasks of Customer Support, such as maintenance and configu-
ration of the SE server.

[E Further information on role-specific users is provided in the online help.
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A user who takes over a task area (i.e. a role) must be authorized to execute all the
functions which are required to perform these tasks. The user takes over a task area when
he/she logs in to the system with an account which is assigned to this role.

As supplied, the following local accounts are predefined on the SE server for the existing
roles:

e admin (administrator role)
e service (Customer Support role)

The predefined account admin is protected by an initial password. The administrator can
configure further accounts. Further details are provided in the section “Managing accounts”
on page 245 and in the Security Manual [6].

The predefined account service is available solely to Customer Support. A service account
cannot be administered in the SE Manager.

Administrator

The user is assigned the administrator role when he/she logs in to the SE Manager with the
admin account or another account configured for the administrator (see “Further accounts
with role assignment” on page 42).

All administrator accounts are of equal value.

The SE Manager provides the administrator with all the functions of the web interface
without restriction. In particular these are all functions for operating the BS2000 system or,
under VM2000, operation and partial management of the BS2000 guest systems, for
operating and managing the XenVMs and administering the Server Units, the Management
Unit, the HNC (on SE500 and SE700), and the Application Units.

On the Management Unit the administrator is provided with access via a shell to use the
CLI functions as commands. The c11i_1info command lists the M2000-specific commands
which are available. You can obtain a detailed description of the commands in the online
help.

Operator

The user is assigned the operator role when he/she logs in to the SE Manager with an
account configured for the operator (see “Further accounts with role assignment” on
page 42).

All operator accounts are initially equivalent. The administrator can equip them with
individual authorizations for accessing BS2000 or the individual BS2000 VMs.

On the web interface, the SE Manager provides the operator only with the functions for the
task area of the operator role.
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XenVM administrator

The user is assigned the XenVM administrator role when he/she logs in to the SE Manager
with an account configured for the XenVM administrator (see “Further accounts with role
assignment” on page 42).

All XenVM administrator accounts are equal ranking.

On the web interface the SE Manager provides the XenVM administrator only with the
functions for the task area of the XenVM administrator role. Specifically, these are all the
functions for managing Linux and Windows guest systems and their resources, plus a few
selected administration functions of the Server Unit and Management Unit which are
required for XenVM operation on an SU300.

Further accounts with role assignment

The administrator can configure further accounts for the administrator, XenVM adminis-
trator and operator. He/She assigns the Administrator, XenVM administrator or Operator role
during configuration. The use of person-related accounts is therefore also possible.

Accesses to BS2000

All administrator accounts have access authorization to the BS2000 console and BS2000
dialog of all BS2000 systems. An administrator can assign these authorizations individually
to an operator account, in VM2000 mode specifically for particular guest systems.

For information on accesses to BS2000, see section “Managing individual rights” on
page 251.

Accesses to the operating system on XenVMs and Application Units

The customer is responsible for configuring accounts in the operating systems on XenVMs
and Application Units, possibly linked to a strategy for particular roles or authorizations. This
depends on the options of the operating system concerned.

42 U41855-J-2125-1-76



Architecture and strategies Management Unit and SE Manager

24.2

Redundant Management Units

Central operation and administration of the SE server is guaranteed without interruption
after an MU has failed if the SE server has a second MU.

When two MUs are available, in other words MU redundancy exists, you can log into the
SE Manager on either of the two MUs. Operation and administration of the SE server is
possible without restriction on either of the two MUs.

In the title bar the SE Manager displays the redundant MUs and permits a "change" to the
SE Manager of the other MU via a link. This necessitates logging in again as an
independent new session begins on the SE Manager of the other MU.

The MU on whose SE Manager the user is currently logged in is the local MU in this
session, and the other MU is the redundant MU.

The following must be borne in mind in the SE Manager with respect to the redundant MU:

— Downloading from the redundant MU is not permitted. Uploading to the redundant MU
is not supported, either.

— The management applications of the various MUs are independent installations and
only accessible in the SE Manager of the local MU.

— AUs are registered separately on both MUs and are monitored explicitly on each MU.

— The following applies for the IP network:
— Manual SENET DNS entries must be entered on both MUs.
— Configurations for private networks (e.g. activation of the RADVD/DNS/NTP server)
must be implemented on both MUs.

— The following applies for the FC network: As displays are based on local configurations
and settings of the MUs, they can differ.

— The following applies for the authorizations:
— Accounts must be configured identically on both MUs.
— For operator accounts with individual authorizations, the server-related authori-
zation and system-related authorization for SU /390 must be configured in the same
manner.

— Only local sessions are displayed on each MU.

U41855-J-2125-1-76 43



Management Unit and SE Manager Architecture and strategies

Redundancy of the SKP functionality

On SE500 and SE700 two MUs mean that the SKP functionality is also provided with redun-
dancy. As a result, when one MU fails the SU /390 can still be operated via the SVP.

With respect to the SKP functionality, one MU is always "active" and the other is "passive".
Only the active MU can access the SVP of the SU /390. SVP accesses of the passive MU
take place by means of automatic redirection via the active MU.

On the BS2000 operation mode tab of the SU /390 you see the current status of the MUs with
respect to the SKP functionality. There the passive MU can also switch over, i.e. the two
MUs change status (see Systems ? <unit> (SU</390>), “Switching Management Unit” on
page 90).

The SE Manager shows the current status of the SVP network and of the MU connections
in the IP configuration of the SU /390 (see Hardware — Server (SE<model>) —
<unit> (SU</390>) — Management, “Managing the IP configuration” on page 178).
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2.5 Virtualization

2.5.1 Implementing VM2000

Depending on the architecture of the Server Unit there are two fundamentally different
technical implementations of VM2000.

Implementation principle for SU /390
On SU /390 VM2000 controls the hardware of the Server Unit.
The VM2000 monitor manages all VMs and provides its functions via the VM2000 interface.

The VM2000 hypervisor controls execution of all guest systems on the VMs. Differentiated
scheduling mechanisms ensure optimum execution of the guest systems.

Monitor VM VMm VMn
Monitor system
Guest system m Guest system n
VM2000 T
monitor
A A
A
Virtual HSI Virtual HSI Virtual HSI
for monitor VM for VMm . for VMn
A A A
4 A 4 A 4
VM2000 hypervisor
A
VM2000 HSI
HSI offered VM2000 extensions

Figure 5: Structure of VM2000 on SU /390

Further information is provided in the "VM2000" manual [11].
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Implementation principle for SU x86

On SU x86 the X2000 basic system controls the hardware of the Server Unit.

The VM2000 monitor manages the VMs with the guest system BS2000 (BS2000-VM) and
provides its functions via the VM2000 user interface.

The Xen hypervisor virtualizes the global resources CPU and main memory, controls the
execution of all VMs (scheduling), and ensures load balancing for CPU usage.

Domain 0 Domain/VM m Domain/VM n Domain/VM x, ...
BS2000 VM BS2000 VM XenVM
VM2000 Agent <
9 v v
Guest system 1 Guest system n
(Monitorsystem) Linux
Base system BS2000/0SD BS2000/0SD or
X2000 VM firmware VM firmware Windows
A
A A A A
Virtual HSI for Virtual HSI for Virtual HSI for Virtual HSI for
domain 0 monitor VM R VM n domain/VM x
A

Xen hypervisor

A

v
X86-64 HSI

Figure 6: VM2000 on SU x86

Further information is provided in the "VM2000" manual [11].

46 U41855-J-2125-1-76



Architecture and strategies Virtualization

Roles

Actions for the BS2000 VMs can be initiated from different roles:

e Fundamental functions for VM management (including configuring BS2000 VMs),
operating the BS2000 VMs, and device management are available to the administrator
in the SE Manager.

e The full VM2000 functional scope is available to the VM2000 and VM administrators via
the interface of VM2000. The VM2000 commands operate and manage all BS2000
VMs. A detailed description of the VM2000 functional scope is contained in the
"VM2000" manual [11].
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2.5.2 Virtualization on Server Unit x86

Virtualization permits parallel execution of BS2000, Linux, and Windows systems with their
applications on a Server Unit x86. The basic software X2000 together with Xen and if

necessary VM2000 permits other systems to execute.

Server Unit x86

BS2000 Operation
with VM2000

XenVM Operation

-
|

XenVMz

Figure 7: SE server architecture with VM2000 (Server Unit x86)
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BS2000 operation
BS2000 operation is possible in either Native or VM2000 mode:

e In Native mode, precisely one Native BS2000 system is available.

e InVM2000 mode, a BS2000 system, the monitor system, is started under VM2000.
Further BS2000 VMs can be created with VM2000.

XenVM operation

XenVM operation is possible as an option. When a XenVM license is installed on the Server
Unit x86, the SE Manager offers functions for configuring, managing and operating virtual
machines, which are known as XenVMs. The following Linux and Windows systems are
explicitly supported as guest operating systems on these XenVMs:

— Red Hat Enterprise Linux
— SUSE Linux Enterprise Server
— Windows Server

The use of other guest operating systems is always possible. For information on this
subject, please contact Customer Support.

Depending on the guest operating system used, a distinction is made between the following
virtualization types:

e Full virtualization (synonym: hardware virtualization) for Windows Servers and
“another operating system" which are not explicitly supported
The guest system can run on real hardware without modification on the XenVM. Xen
emulates some selected components which the guest system supports.

e Paravirtualization for the Linux systems which are explicitly supported
The XenVM is only similar to the real hardware. Modifying the kernel enables the guest
system to run on the XenVM.
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2.5.2.1

CPU pool management

The real CPUs of the Server Unit x86 are distributed to groups of CPUs, which are known
as CPU pools. Each real CPU can be assigned to at most one CPU pool.

One main objective of this distribution to different CPU pools is to seal off the carrier system
from the other systems and to separate the Native BS2000 system (or the BS2000 guest
systems) from the XenVM guest systems. For the operation of BS2000 this ensures a
stable performance in accordance with the SE server model.

A virtual machine (VM) is assigned permanently to a CPU pool in accordance with the VM
type (BS2000-VM or XenVM) when it is generated. It can use only the CPUs from this CPU
pool, even if CPUs in parallel CPU pools are unused. The scheduling of CPU performance
always relates only to the CPUs of a particular CPU pool. The weightings between
individual VMs (via limitation and weight) in a CPU pool can thus not influence the
weightings among the VMs in another CPU pool.

The distribution of the real CPUs to CPU pools is implemented automatically on the basis
of the installed hardware and the installed licenses when the Server Unit x86 is started up
and cannot be changed by the user. The CPU pools can be extended by integrating further
hardware or by installing further licenses.

The BS2000 CPUs, i.e. those CPUs which are used by the BS2000 systems in accordance
with the server model, can be split into further CPU pools using VM2000 means.

The hardware and licenses are installed by Customer Support, and this requires a mainte-
nance window.

In normal operation the CPU pools are configured and managed as follows:

e Pool0
This pool is reserved exclusively for the X2000 basic system. It contains a quarter of the
existing real CPUs, but at least 2 CPUs.

e BS2000 pools
The standard pool is used exclusively by the Native BS2000 system or by the BS2000
VMs. Provided no further BS2000 CPU pools are configured, this pool contains all the
BS2000 CPUs.
When further CPU pools are configured with VM2000 means, the BS2000 CPUs can
be displayed in other BS2000 CPU pools. The standard pool is retained in this case, but
may possibly no longer contain CPUs. BS2000 VMs are assigned to one of these CPU
pools when they are created. In ongoing operation, VM2000 means can be used to
switch them dynamically between these pools.
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e Linux/Windows pool
This pool exists only if a XenVM license is installed and when sufficient CPUs are
available. It is used exclusively by XenVMs.

e Depending on the hardware and licenses which are installed, further unused real CPUs
can exist in the Server Unit outside the pools, the so-called free CPUs.

The CPU pools are also visible under VM2000, but the naming of static pools is retained in
VM2000 for compatibility reasons. The table below shows the names of the CPU pools in
the X2000 basic system and the names in VM2000.

CPU pool User Name in X2000 Name in VM2000

Pool 0 X2000 Pool 0 *POOLO

Standard BS2000 pool BS2000 bs2_pool *STDPOOL
co_bs2-pool !

Pool configured in VM2000 |BS2000 <name 1..8> <name 1..8>
co_<name 1..8> "

Linux/Windows pool XenVM Iw_pool *FOREIGN

Free CPUs (not a pool)

Table 3: Overview of the CPU pools (X2000 and VM2000 views)
T For CPUs which are not attached. These are as a rule the CoD CPUs (which are called extra CPUs in VM2000)

In normal operation enough CPUs are available for every pool. A lack of CPUs can occur
in the following exceptional situations:

e Reduced operation: a hardware failure means that fewer CPUs are operational at
system startup.

e Abnormal operation: a change of license means that more CPUs are required.
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2.5.2.2

2523

In the case of reduced or abnormal operation the basic system automatically reacts with the
following step-by-step measures to rectify the lack of CPUs:

1. The (free) CPUs not used so far are used

2. Step-by-step reduction of the Linux/Windows pool to 2 CPUs

3. The BS2000 CoD CPUs are omitted

4. Alternating omission of one CPU and of the BS2000 pool down to 2 CPUs

5. Pool 0 is reduced to 1 CPU

6. The last but one CPU of the Linux/Windows pool and of the BS2000 pool is omitted
7. Cancelation of the Linux/Windows pool

In the VM overview (BS2000) the SE Manager displays the CPU pools to which the
particular BS2000 VMs are assigned. An additional table shows all the BS2000 CPU pools
(also the empty pools).

For information on BS2000 and BS2000 VMs, see also section “Working in Native BS2000
mode” on page 95 and section “Working in VM2000 mode” on page 98, and for information
on XenVMs, see also section “Working in XenVM mode (on Server Unit x86)” on page 107.

Main memory management

Around 30 %, but at most 16 GB, of the existing main memory is reserved for the X2000
basic system and the firmware of the BS2000 systems.

BS2000 can use the remaining 70% on the Native system or on the BS2000 VMs. In
optional XenVM operation the XenVM systems also use this main memory share.

The main memory cannot be reserved in advance for a particular type of virtual machine
(BS2000 VMs or XenVMs). It is only ever assigned to the guest system concerned when a
virtual machine is started if the amount of free main memory requested is available.

BS2000 devices

The real devices of the periphery are not directly visible to BS2000 (Native BS2000 and
BS2000 VMs). Only the devices emulated in the X2000 basic system are visible. See also
section “Managing BS2000 devices” on page 140.
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2.5.2.4 XenVM devices

When a XenVM is created, not only the main memory and CPUs are configured, but also
virtual devices. From the viewpoint of the guest system (Linux/Windows), these devices
look like real devices. To enable the guest system to recognize and use the devices
configured on the XenVM, the corresponding device drivers must be installed in the guest

system.
VM Ressources CPU Pools Main Memory
‘ ‘ Used Free
Linux/Windows Pool ‘
‘ Application Pool ‘
Main Virtual Virtual Virtual Virtual
CPU
VEPUS)  Memory Disk DVD NIC Console
Drive
XenVM O r =
xvda xvdb
A
| | |
| A
disko1 disk02 O | A A
XenVM ] : | | iv i
Devices poolx €« | W L
| | + Uplink
\ \ (eth/bond)
‘ | Internal  External
\ | vSwitch vSwitch
\
Disks | Installation Sources : Networks
| |
Figure 8: Configuring XenVM devices on the XenVM
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The following block-oriented virtual devices can be made available to a XenVM:

Virtual disk

The XenVM requires at least one disk in order to install and start the guest system.
When the XenVM is configured, a virtual disk is created and the guest system is
installed on it. Alternatively a disk which has already been installed and which has
become free can be used.

Virtual DVD drive

The XenVM requires at least one virtual DVD drive in order to install the guest system
onto the disk from an installation source. An installation source is either an image file of
an operating system (or of other software) or an (additional) installation configuration
file which is available locally. The configuration of a virtual DVD drive enables read
access to an installation source.

The maximum number of block-oriented devices which can be configured on a XenVM
depends on the virtualization type:

100 in the case of paravirtualization
4 (or 16 when the VMDP" drivers are used) in the case of full virtualization

The following devices are also required:

Virtual console

The console is required in particular for installation. It permits entries to be made which
are requested during installation. After the operating system has been started, it also

enables the system to be accessed. To permit access to the console, a graphics card
is configured for the keyboard assignment when the XenVM is created.

Virtual Network Interface Card (NIC)

Virtual Network Interface Cards can optionally be configured to enable the XenVM to
communicate with other XenVMs or another network. In this case the Network Interface
Card is connected to a virtual switch (vSwitch).

T SUSE Linux Enterprise Virtual Machine Driver Pack: The basic software X2000 supports the use of these paravirtualized drivers.
See http://www.suse.com/products/vmdriverpack for information on using and procuring the drivers.
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To permit a virtual disk, a DVD drive or a virtual Network Interface Card to be configured on
a XenVM, the following resources must be available in the XenVM device management:

e Disk pools
e Installation sources

e Virtual switches

Disk pools and virtual disks

The physical disks of the connected disk storage peripherals can be assigned to so-called
disk pools and form a linear storage space. SAS-RAID systems (e.g. ETERNUS JX40) and

external FC disks are supported.

A virtual disk is a section of a disk pool. The virtual disk is seen as a uniform and contiguous

disk by the XenVM which uses it (in figure 8, for example, as device xvda; the corre-

sponding device in a fully virtualized system would be hda), see also the figure below with

the abstraction levels.

Virtual Disks

disk01

disk02

Disk Pool

poolx

Physical Disks

Figure 9: Virtual disks - abstraction level of disk usage

External FC disks can be connected to more than one host, which permits switching, i.e.

alternating use of these disks.

For information on tasks in the XenVM device management see section “Managing XenVM

devices on Server Unit x86” on page 163.
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Installation sources

ISO images of CDs/DVDs and installation configuration files which can be used to automate
installation are referred to as installation sources. The ISO images provided as installation
sources are employed primarily for system installation, but can, for instance, also be used
to install applications or to provide data for the guest systems.

The installation sources are managed in a local library with 80 GB of storage space.

A XenVM can be assigned installation sources; the Linux/Windows systems see these as
(virtual) drives. This assignment takes place either when the XenVM is created or at a later
point in time, i.e. during ongoing operation.

For information on tasks in the XenVM device management see section “Managing instal-
lation sources” on page 170.

Virtual switches

The Linux/Windows systems on the XenVMs communicate with each other or with external
systems via software instances which are known as virtual switches (or vSwitches for
short).

Tape drives

Tape drives cannot be operated on XenVMs. Data backup of the Linux/Windows systems
can be implemented via the IP network, e.g. by means of a Networker backup using an
external backup server.
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2.6 Customer Support and maintenance

2.6.1 Tasks of Customer Support

Customer Support has the following tasks:

e Diagnostics and debugging

e Software/hardware maintenance work

Installation of service packs
Installation of hot fixes
Installation of security fixes
Software/firmware upgrades

Model upgrades

e Hardware upgrades

e The contractually agreed annual maintenance

Updating the software/firmware
Changing batteries
Customer-specific measures

Configuration data backup at the end of the maintenance work

2.6.2 Tasks of the customer

In some cases Customer Support sometimes needs your assistance on site to perform
maintenance activities. As a customer, you have the following tasks in the maintenance
strategy:

e Permitting access to the SE server

Opening remote service access if required (requirement for the service and mainte-
nance strategy)

Permitting access to the rack (e.g. to the local console)
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Assisting Customer Support when there are software/firmware updates for the units; in
agreement with Customer Support, the following tasks may need to be performed:

— Transferring the updates from CD/DVD to disk

— Uploading service packs

— Uploading hot fixes

— Uploading and installing security fixes

— Uploading, installing and uninstalling add-on packs

— Deleting update files which are not installed

Generating and supplying diagnostic documentation

Scheduled provision of an annual maintenance window of approx. 5 hours

If necessary, also unscheduled provision of a maintenance window

The following also applies when Application Units are operated:

As customer you are responsible for operating the software on the Application Units.
This includes tasks such as software installation, configuration, updates and importing
patches. You obtain updates and patches yourself as part of their license agreement.

If required, you install a new operating system or modify the SE server’s LAN configu-
ration and ensure the connection to status monitoring and remote service.

When maintenance is performed, you grant Customer Support at least temporary
access to the Application Unit's iRMC and root access to the operating system level of
the Application Unit. The procedure and the type of access are agreed on individually
between you and Customer Support.

When communicating with Customer Support, always specify your SE server unambigu-
ously by means of the serial numbers of the system components. Determine the serial
numbers as follows:

>

In the tree structure select Hardware — HW inventory and open the Units tab.

Alternatively you can also inquire this information as follows:

>

In the tree structure select Hardware — Server — <unit name> — Information.

The System tab shows system information for the selected unit.
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2.6.3

2.64

2.6.4.1

Maintenance windows of the SE server

The SE server is designed to operate without interruption. To guarantee interrupt-free
operation over lengthy periods, Customer Support performs certain maintenance work
roughly once a year. This maintenance work (e.g. the installation of corrections) is
performed within planned maintenance windows agreed on with the customer (e.g. in
periods when there is a minimum load on the server).

Maintenance and remote service

The SE server is normally connected to remote service. The connection to the Support
Center is established via the Management Unit using an internet connection (AlS Connect).

Customer Support configures the remote service in accordance with customer wishes when
system installation is performed or when the SE server is placed in service.

Handling updates

Providing updates

Current security fixes are provided for downloading on the FUJITSU support pages. You
download the updates required to your administration PC.

Alternatively, you can also receive updates such as service packs or hot fixes by email, on
CD/DVD or by means of remote service.

When security requirements are more stringent, current security fixes must be installed
regularly, see the Security Manual [6].
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2.6.4.2 Tasks and responsibilities when installing updates

The table below shows the tasks of the administrator and of Customer Support and also the
sequence when installing and managing updates.

Update type

Administrator

Service

Security fix

All tasks are performed by the administrator:

Clarify requirements

Provide maintenance window (if
necessary)

Procure security fix

Transfer security fix to system
Install security fix and, if necessary,
activate it explicitly with reboot

Inform and support the customer
when required

Service pack |—

Provide maintenance window

—  Clarify requirements

—  Procure service pack

— Transfer service pack to system

— Install service pack (via
Teleservice or on site)

Hot fix -

Provide maintenance window (if
necessary)

—  Clarify requirements

—  Procure hot fix

— Transfer hot fix to system (via
remote service or on site)

— Install hot fix (via remote service
or on site)

Add-on pack |-

Clarify requirements’
Procure software

Transfer software to system
Install/uninstall software

- Clarify requirements’

1

with respect to optional add-on packs or new versions of the add-on packs installed by default
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3 Operating the SE Manager

This chapter describes how you operate an SE server using the SE Manager.

Requirement:

To enable you to access the SE Manager GUI and operate the SE server, one of the
following web browsers must be installed on your computer.

The web browsers currently supported are:
e Firefox 17 (ESR) +
e Internet Explorer 10 & 11 (with or without compatibility mode)

Restrictions can apply when other browsers are used (e.g. for uploads, downloads, XenVM
consoles, hardware inventory)

You can obtain information on restrictions when using older versions from your
Customer Support contact.
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3.1 Calling the SE Manager

» Enter the address of the SE server in the address bar of the browser.

@ If the browser now displays a warning about the security certificate, click
Continue to this website.

» Press the [d] key.

The connection is set up. The login window is opened. The login window provides
access to the web application. It has a different format from the other windows:

SE Manager FuiTsy

Ianagement Unit DE | el

Legin

Systern: abgse2mul.abyfsc.net
Flease log in with vour user account and passwiord.

Account |
Password

| Login |

The login window is also displayed to permit you to log in again if you have logged out or
the session was terminated owing to inactivity (see the section “Session management” on
page 64).
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3.1.1 Loggingin
Access to the SE Manager is protected. You must log in with your account and the
associated password. Exception: The SE Manager help is unprotected.
» Enter your account in the login window.
» Enter your password.

When the SE server is supplied, the password admin is set for standard account
admin. Change the password immediately after you have logged in for the first time
(see section “Managing passwords” on page 248).

» Click Log in.

The Dashboard tab opens as the homepage. It provides a quick overview of the systems,
units, IP networks, FC networks, storage, and users of the SE server. The information
displayed is described in the SE Manager help.

SE Manager
Maragemend Unit (abgsemul) DE e
Dashbos d
A Dishbosrd Sk Sarvar abgeait Status overview El &
P systems 5 .
= Systems Units IP networks
. o ? B30 RUNNING Bl NORMAL EE wommwa
f Rl mecTivE Il STOPPED
1 WARNING
»
7 FC networks 8 Storage 23 User
? B nORMAL B NORMAL B ACTIVE SESSIONS
WARMING CONFIGURED
Rl ErRoR

3.1.2 Logging out

» In the header area of the SE Manager main window click Log out to terminate the
session. See section “Main window” on page 66.

The login window opens.
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3.2 Session management

3.21

When you log in on the SE Manager, a session with a unique session ID is set up. The
server regards all requests with the same session ID as connected and are assigned to your
account.

This means in particular that a session which has not yet timed out is regarded as still valid
when, in the browser, you close the tab via which you are logged in on the SE Manager
(without logging out explicitly). When you connect to the SE Manager again before the
session timeout has expired, you are redirected again to the dialog box opened most
recently without having to log in once more.

Session timeout

You click Log out in the header area of the main window to terminate the current session
explicitly. If you do not log out explicitly, the session terminates if there is no activity for 20
minutes, i.e. if the SE Manager registers no action in this time.

Each user can change this setting for himself/herself in the range from 5 through 60 minutes
or exclude it:

» Click in the login information in the header area. A list containing the menu item
Individual settings opens.

» Click Individual settings. The Change update cycle and session timeout dialog box opens in
which you can enable/disable the session timeout and set the timeout in the range from
5 to 60 minutes.

The individual setting is stored in the SE Manager on a user-specific basis.

If you click in the main window after the session has terminated, the login window opens
and you must log in again.

When you start an action in a dialog box after a session has timed out, the following
message appears:

The action could not be executed. Your session has expired. Please log in again.

The login window appears after the dialog closes. See section “The dialog” on page 72.
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3.2.2 Automatic update

Automatic update ensures that the data displayed in the main window is up to date. All the
data displayed is updated in each cycle, in particular:

e the object lists and their statuses in the working area
e the object lists and their statuses in the tree structure

For information on "working area" and "tree structure"”, see section “Main window” on
page 66.

While an automatic update is running, the update icon (rotating wheel) on the right-hand
edge of the tabs shows this.

By default an update cycle of 30 seconds is available for each user. Each user can change
this setting for himself/herself in the range from 10 through 120 seconds or exclude the
automatic update. The setting is specified in the Change update cycle and session timeout
dialog box (see section “Session timeout” on page 64). The individual setting is stored on
an account-specific basis.

Suspend automatic update

As soon as you change the displayed data (filter, sort, click on a selection field, scroll), the
automatic update is suspended.

The suspended update is indicated by the fixed icon on the top right-hand edge of the tabs.
When you click this icon, the page is refreshed and automatic update is resumed. All
changes which you have made on this page are then lost (e.g. filter set, selection fields
selected).
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3.3 SE Manager interface

The sections below describe the interface of the SE Manager and introduce terms which
are used in the manual.

3.3.1 Window types

Various window types are used in the SE Manager:

e Login window: a window in which you log in using your account and password.
See section “Logging in” on page 63.

e Main window: a window which is always visible between logging in and logging out on
the SE Manager; it contains the navigation elements and the working area in which
information is output and actions are initiated.

e Dialog box: a window which opens when an action starts and closes again after the
action has been completed. It is also used to output error messages concerning the
action being performed.

e Online help window: a window which opens when the online help is called.
See section “Calling the online help” on page 79.

3.3.2 Main window

The main window of the SE Manager opens as soon as you have logged in on the SE
Manager. The next two figures provide an example to name the areas in the main window
and the principle controls.
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SE Manager: areas in the main window

1 2

administrator = | Logout  FUJTTSY

SE Manager

Management Unit (ahgse2mul) ~

Individual settings

SE Server abgse2: Status overview B &

Dashboard

ﬁ Dashboard

o syserrs ’ 38 Systems 9 Units 1 07 IP networks

Applications > FUNNING HORMAL .
@ Performance INACTIVE Bl sTorPED
WARNING
'u Devices >
iz Harware > 7 8 2 3
FC networks Storage User

L]
7T CUHETEEETS > NORMAL NORMAL ACTIVE SESSIONS
WARNING CONFIGURED
Bl ERROR

1: Tree structure

Main menus for selecting objects which are displayed in the working area
2: Tabs

Tabs for selecting objects which are displayed in the working area.

The update icon (rotating wheel) is displayed on the right-hand edge while the data
is being updated automatically.
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3: Header area

Contains general information and settings for the SE Manager:

Click the icon to hide or display the tree structure again.

b Management Unit (<unit name>) [location] provides information about the
Management Unit via which you are currently operating the SE Manager.

<unit name> is the name of the Management Unit.

If a location is configured with SYSLOCATION, </ocation> displays the
entry.

If the field ends with the arrow icon, redundant Management Units are
available. Click the field to obtain a list with links to the available
Management Units.

c Displays the login information: user account or, if defined, the person-
related name of the user account.
Click the login information and Individual settings in the following pop-up. In
the subsequent dialog box you can set the cycle of the automatic update
and the session timeout for your user account.
A tool tip for login information displays the values currently set.

d Click Logout to end the session.

e Clicking the language option displayed (DE or EN) switches the web
interface to the language selected.

f Click Help to open the SE Manager help in a new tab.

4: Working area

Displays data and enables actions to be started and dialog boxes to be opened.
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SE Manager: elements of the main window
1

2

SE Manager & Systorn Administalor = Log o %
Markagement Unit (abgse2i 1) = DE L Hel
T
vt I At o
. (F—
A Doshooard General inforrration (DANPLTY 4
Properties Vae
Iﬁ Hystems VLA ID) (MUl 4 5a
Toat 1
E Apglications
1P sveitch uplinks Port_ Link Mode Status
€7 Pertormance Filtr Fer (A |=|Fmer Fifor
niwal-se? 1S QIUP unlagged  NORMAL
newal-sal v EPUP urtagged MOURMAL
Talal 2
~
¥ Server (SET00) HeAUNt inforiation (DANFLD T} @
= IP networks 5b
= Dala Netwark Prilic Ll
DAHPUO1 Mombers | SENETnamis Purtnasmed Port Link Modie o
DANPLOZ Fifer Fiter Fiver Fiter AN x| Faer
* Dt etwank Bt hncl-se?  HNGIS2P1 1AA4 EIUP  dual + 6
¥ Management Metwork Public
+ Management Network Private haci-sel  HNCISIF1 N4 QIUP dual »
* FI itk hncdse?  HMCISIPY 2HHS @RUF dual *
Stacage Total: 3 7
HW imventory
Enengy
‘:. Authorizations »

Active main menu of the tree structure

2 Active tab

Update icon to manually update the displayed information. This icon is displayed when the
automatic update is suspended (see page 65). If the automatic update is active, the
rotating wheel is briefly displayed as an update icon in the rhythm of the update.

Help icon for calling the SE Manager help on a context-sensitive basis (see page 79)

The information is subdivided into groups (in the example above, 5a and 5b). Each group

6 Icons for triggering actions

contains one or more tables with properties of the objects displayed.

Number of entries in the table Total: <n> or Total <objects>: <n>
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SE Manager: Terminal window

BS2000 console window, BS2000 dialog box, SVP console window, and shell terminal (CLI)
are opened in a separate terminal window.

The terminal window and its embedding in the SE Manager have the following properties,
among others:

The size of the window can be changed flexibly.

A virtual keyboard (matching the functionality):
The virtual keyboard enables all required characters and function keys to be entered
irrespective of the real keyboard's layout.

Copy & paste functions:

Copy/paste with the context menu in the terminal window
Cross-window copy/paste (terminal window <> Windows) under Windows

—Windows:
Copying with COPY (context menu) or CTRL+C in the terminal window.
Pasting with Paste (context menu) or CTRL-+V in Windows.

—Terminal window:

Copying with Copy (context menu) or CTRL+C in Windows.

Pasting with PASTE (context menu) in the terminal window or via the menu bar of
Firefox (no CTRL+V is possible in the terminal window!)

No further login is required when the terminal window is called.

If you want more than one terminal window to remain open in parallel (e.g. with
BS2000 console windows), this must also be supported on the client side by the
number of possible connections to a server. You must configure your browser
appropriately for this purpose.

Configuration for Firefox:

By default Firefox supports six connections to a server. A higher number can be
configured as shown in the figure below.
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@ abouticonfig - Mozilla Firefox

about:config x \+

€ ) Firetox | shouticonfig

Search:

Preference Mame -

netwark, hittpumax-persistent-connections-per-proxy

netwark, http.network-changed timeout
netwark, http.pacing requests burst

netwark, http.pacing requests.enabled
netwark, http.pacing requests hz

netwark, http.pacing requests. min-parallelism
netwark, http.pipelining

netwark, hittp.pipelining.abtest

netwark, http.pipelining.aggressive

netwark, hittpopipelining.max-optimistic-requests

netaenrk bttnoninelinina mavrean et

Configuration for Internet Explorer:

By default Internet Explorer also supports six connections to a server. How you

Status
default
default
default
default
default
default
default
default
default
default
default

defanlt

Type

integer

Integer

integer
integer
boaolean
integer
integer
boaolean
boaolean
boaolean
integer

intener

=

c

Walue

Q Zearch

wE 9 3 A

Enter integer value

0 netaark.http. max-persistent-connections-per-server

16

Cancel

increase this number when required is explained at:
http://support.microsoft.com/kb/282402/de

Session timeout in a terminal window

In terminal windows (BS2000 console window, BS2000 dialog box, SVP console window,
CLI) a message in the last line displays the session timeout, and the Connect button appears

in the middle of the terminal window. When you click this button, the terminal window

session is continued and you can once again make entries.
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3.3.3 The dialog

A dialog opens as soon as you start an action:

—

) SE Manager :: Action - Mozilla Firefox

i https:ffabgsezmuz, abg.fsc.net/sem/auth/user faccounts/create, html?seunit=muz-seZ&unitname=abgse2muz

Setup access @

Set up a new access on Management Unit abgse2mu?2.

Role Administratar j

Account

Mame optional

Comment optional
Password

Confirm password

[

A dialog comprises:

Title bar with the following information:
SE Manager :: Action

Header area
Information on the action
Help icon (optional) for calling the help on a context-sensitive basis

Parameter area (optional): fields for entering or selecting parameter values. The syntax
check takes place immediately a value is entered in a field. When entries are incorrect,
an i icon is displayed next to the field. When you drag the mouse over the i icon,
possible values or the maximum character length and permissible characters are
displayed.

Area with the labeled buttons, e.g. Create and Cancel.

A dialog box opens for each action in which you can either

control the action using options

confirm the action (dialog box with empty parameter area)

Alternatively you can also cancel the action.
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3.3.4

You start an action action using an icon or button. Following confirmation the action is
executed and the dialog box remains open. Each action displays feedback in the
associated dialog box. You can then terminate the dialog box with Close and thus refresh
the working area of the main window. If you close the dialog box in another way, the working
area is not refreshed.

No types of lock are provided when actions are executed. This means that, for
example, multiple dialog boxes can create, select or delete the same object in
parallel. When devices are configured, the same unit IDs or MNs can, for example,
be selected simultaneously. All actions are executed for this object, but only the first
action is successful and the other actions fail and lead to an error message.

When an action has failed, in addition to the error messages the original message
of the command called can also be displayed. Irrespective of the language setting
in the SE Manager, such original messages are always displayed in English.

You can press function key F5 to update the SE Manager manually. Not every action
modifies the table contents.

Do not close the dialog using the close function in the browser window because the
working area is then not updated immediately. The browser functionality should
never be used in dialogs.

The section “Executing an action” on page 77 describes what you must take into account
when executing an action.

The wizard

A wizard is a utility which takes you through a task step by step.

As arule a wizard consists of several steps which you must complete. The number of steps
in a wizard depends on

° the number of parameters which are required for the action
° the grouping of the parameters

You control execution of the wizard using the buttons at the bottom right in each step.

Next Opens the next step in the wizard.

Back Opens the previous step in the wizard.

Cancel Cancels the wizard without saving your changes.

<action> Closes the task and executed the wizard with your settings.
<action> on the button means the action to be executed, e.g.
Add or Create.

Feedback from the system is displayed in the wizard's last dialog box.
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3.4 Working with the SE Manager

3.4.1 Calling an object or function in the SE Manager

Proceed as follows to call a function area in the SE Manager:

>

Select an object or function in the primary navigation by clicking it.

A tab opens in the working area which enables you to manage or operate the object or
function Some functions are distributed over more than one tag, and these are
displayed at the top of the working area.

In the working area the content which belongs to the function area of the first tab is
displayed in one or more tables. Buttons or icons may also be available to execute
actions.

If required, select another tab by clicking it.
Alternatively you can also switch directly between the associated tabs in the tree
structure using an object's or function's tool tip.

The content of the working area changes if you select another tab.

The selected menu item and the selected tab are highlighted by being displayed in bold
black Urint against a blue or gray background.

Example

Hardware — Server — <unit name>(MU) — Service, Update tab
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Hardware — Server — <unit name>(MU) — Service corresponds to a selection in the tree
structure, Update of a selection in the secondary navigation, also called tabs.

E SE Manager

Mana_qementUnit fahqse?muﬂ -

Update | CSR | Diagnostics | Remote Serice

1= Management Unit abgse2muz2: SWversion v6.0A0801.000

ﬁ Dashboard

I Transfer updste from COVDYD to system ]

I';_l—' Systems >

E Applications >

{/‘3 Performance

Q Devices > Hot foes

n
l: Hardware w

Add-on packs

= Server (SE700)
FABGSE211 (SUTO0)
abgse2mul (MUY
[ = abgsszmuz Uy |
) Infarmation

I hanagement
The objects and functions which are displayed in the tree structure depend on the
server component and the configuration.

3.4.2 Navigation

The navigation in the SE Manager is distributed over the main menus Dashboard, Systems,
Application, Performance, Devices, Hardware, and Authorizations. With the exception of
Dashboard and Performance, all the main menus can be expanded.

When you click a main menu, the tree structure beneath it expands. Below this you see
objects and functions as links. Navigation using the main menus is also referred to as the
primary navigation.

When you click a link, a tab opens in the working area which enables you to manage or
operate the object or function Some functions are distributed over more than one tag, and
these are displayed at the top of the working area. These tabs are also referred to as
secondary navigation.

A main menu expands in the following cases:
e When you click the main menu again.

e When you click a link in another main menu.
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3.4.3

Links to add-on software

After add-on packs have been installed, the SE Manager can also contain links to the GUI
of the software concerned. When you click such a link, the GUI is displayed in the SE
Manager. You use the SE Manager entry in the GUI's main menu to exit the GUI and return
to the SE Manager.

The Performance main menu is a link to openSM2. It is only available when the add-on pack
is installed.

The link to the Storage Manager (StorMan) is available under the Hardware main menu. It
is displayed in the tree structure with Storage.

If other add-on software is installed, you will find the corresponding links in the Applications
main menu.(e.g. ROBAR, openUTM)

Authorizations

The scope and thus the visibility of the functions depends on the role which is assigned to
your account.

New links are created in the tree structure for the following functions:
® Systems main menu:

— when creating a BS2000 VM

— when creating a XenVM

— when creating a virtual machine on an Application Unit
® [P networks main menu:

when creating a new network

In the tree structure of the SKP an operator with configured individual rights sees only the
BS2000 VMs which are permitted for him/her. A XenVVM administrator sees only the
functions for managing the XenVMs.

Filtering and sorting a table

Filtering a table

In tables you can restrict the view of the data displayed using free text or filter lists in table
columns. Filters thus make it easier to handle extensive tables. Import filters are available
which filter the data to build up a table.
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344

A filter is retained only until the next time the main window is set up, in other words until an
action is executed or the page has been explicitly refreshed. The entries are then displayed
again.

Detailed information on filtering tables together with the various filter options is provided in
the SE Manager help.

The various filters can also be combined. They are described in the SE Manager help at the
places where they can be used.

Automatic update is suspended by filtering (see section “Automatic update” on
page 65).

Sorting a table

A table is sorted according to the values of a selected column.

» Drag the mouse cursor over the column headings in the table.
When the mouse cursor turns into a symbolic hand, you can sort the table according to
the values of this column.

» Click the column heading.
The table is sorted.

If you click on the same column heading again, the sort order changes from ascending to
descending or vice versa.

A sort is retained only until the next time the main window is set up, in other words until an
action is executed or the page has been explicitly refreshed. The entries are then displayed
again. Sorting according to a different column cancels the previous sort order.

Automatic update is suspended by a sort (see section “Automatic update” on
page 65)

Executing an action

This section describes how an action is typically executed.

You start an action in the SE Manager’s working area. Two options are available after you
have selected a tab:

» Click a button.

» Click anicon in a table (e.g. Change, Delete).
Icons always belong to a particular record (of a table row) and are therefore contained
in this table row. Each icon stands for a particular task which you can execute. Detailed
information on the SE Manager's icons is provided in the SE Manager help.
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After you have started the action, a dialog opens.

See the section “Main window” on page 71 for the layout.

Proceed as follows in interactive mode:

>

If required, control the action with options.

» Confirm the action.

Following confirmation the action is executed and the dialog box remains open. Each action
displays feedback in the associated dialog box. You can then terminate the dialog box with
Close and thus refresh the working area of the main window. If you close the dialog box in

another way, the working area is not refreshed.

Example of how an action is executes

Management Unit abgseZmuz: Trap receiver

Add newy trap receiver

Trap receiver
17217.66.124

Add a new trap receiver an Management Unit abgse2mu2.

Trap receiver 172.17.102.55
Trap community sdfsd
SNMP version shmpvt x|

Proceed as follows to log in on the
SE Manager:

Select Hardware — Server — <unit
name> (MU) — Management, SNMP
tab.

Trap receiver group: click Add new
trap receiver.

A dialog with a parameter area
opens.

Enter an IP address.

Enter a trap community.

Select the SNMP version.

78

U41855-J-2125-1-76



Operating the SE Manager Working with the SE Manager

» Click 4dd.
nagement Unit abgse2mu2.
17217.102.585
sdfsd
SNMPr x|
After a wait time, the message that the
nit abyse2mu2 has been added successfully trap receiver has been successfu”y
added appears.
» Click Close.
The table displays the added trap
receiver.
Add newy trap receiver
Trap receiver Trap communi
Filtar Filtar
17217 66.124 icinga
17217.102.485 sdfsd

3.4.5 Calling the online help

The SE Manager incorporates an integrated, context-sensitive online help, the SE Manager
help.

The SE Manager help contains information on all groups of the SE Manager.

There are two ways to call the SE Manager help:
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SE Manager

Marragemnent Unit (abgse2mut) -

Bysborn Adminiskator =

Owview | AT o
Gl infon mativn (DANPLH) —_— 2
2% Dashboard el a1 2 @
Proporiics L]
¥ Systems VLAN 1D (NetUnity 4
Tatat 1
E Applications
1P swilch uplinks: Porl__ Link
£7) Pertormance Fiar Fmer AU |x|Fier Fiar
nswal-gel s @IUP urtagged  NORMAL
L} cevices nawal-se2 w5 GIUP urlsgaed  NORMAL
Tatal: 2
riware
* Senver (SETO0) NedLinit information (DANPLOA) 2
= 1P etk
Dt Network Public AR,
OANEUO1 Members  SENETname Portnamed Port  Link Mode  mac
DianPLCS Filtr Fille Fiflr Fiter | AU =|Fitor
+ Dita Network Private hnel-se2  HMGIS2P1 1AH4 @IUP dual ® 9
+ Margemimd Nitwork Public
5 Managament Network Private hctse?  HNCISIPY ML QIUP  dusal ® 3
% FC networks hicsel  HMCISIF1 NS EIUP  dual ® 3

Figure 10: Calling the SE Manager help

1 Using Help in the SE Manager header area:
The homepage of the SE Manager help is called in a new tab of the browser
window.

2 Using the Help icon in the selected group:
Information on the functionality of the group is displayed on a new tab in the browser
window.
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The figure below shows the homepage of the SE Manager help:

SE Manager -
B contents Indlex a8 = A B\
Preface SE Manager
Dashboard

The SE Manager is the web-hased, easy-to-operate user interface for FUJITSU BS2000 servers of the SE series (SE
servers for short). The anager runs on the Management Unit and permits central operation and administration o

Systems for short). The SE M the M t Unit and ts central t d administration of

Applications Server Units (/390 and x86), application Units (x86), Met Unit (including HNC), and the storage.

Ferfarmante 4 browser is used for the purpose of operation, which is possible both on workstations which are remote from the server

5 and also lacally on the Management Unit of the business servers of the SE series.
Bricas
Faor the Server Units of the SE server the functional scope incorporates operation of BS2000 OSD/XC with access to the

B52000 console and to the BS2000 dialog, plus functions for configuring BS2000 devices and administration of the Server
Authorizations Units. On %86 Server Units the functional scope is optionally expanded to include configuration and operation of wirtual
machines with Linux/Windows systems, and the configuration of the devices required for this,

Hardware

HEEEE NN

Help on Help

Management of the Application Units which are optionally available and of the applications which run on these is also
Further information

integrated into the SE Manager.
4 The functions of the user interface are described in detail in the sections below. Information on the SE Manager is
provided

« in the chapters of this online help

* on a context-sensitive basis in the online help when you click on the question mark in the SE Manager

« on the online server for Fujitsu Technology Solutions manuals at

http:/manuals. ts. fujitsu. com.
In the "BS2000/050 Mainframes" section there you will find the current manuals and Release Motices for the servers
of the SE series.

©2015 Fujitsu Technology Solutions GmbH SE Manager Help

Figure 11: Homepage of the SE Manager help

The area on the left contains the table of contents, which is structured in a similar way to
the primary and secondary navigation of the SE Manager.

The content selected is displayed on the right. The area on the left can be expanded and
collapsed to accommodate size of the content area.

Instead of the content, you can also have the following displayed in the area on the left:
e Index with an entry field for searches
e Glossary with a entry field for searches

To select the tab required, click in the top of the area on the left.

You can print out the contents displayed (Print topic icon).

The contents of the SE Manager help are also supplied as PDF files. You will find the PDF
files under Further documentation in the SE Manager help.

Searching the help

You can navigate and search in the entire SE Manager help irrespective of how it was
called. The search field for searches is on the right above the work area.

» Enter the term you wish to search for.

» Click the Search icon. In the working area the Search page lists all topics in which the
term appears. The header, the first lines, and the path name of the topic are displayed.
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>

Click a topic header in the table. The topic is displayed on the right in the work area. All
places which contain the search term are also highlighted.

Saving favorites

The browser's functions enable you to save two different types of favorite in the help:

Topics which you want to make a note of

Page with the result list of a search

3.4.6 Error handling

This section provides information on handling errors and problems.

The following problems can occur;

You cannot establish a connection.
You cannot start an action.
Errors occur when an action is started.

The connection is interrupted.

Measures

>

If you cannot establish a connection, check the address entered, and also the avail-
ability and, if necessary, the system status of the SE server’s system components.

If execution of an action fails, the cause is specified in the parameter area of the dialog.

With some actions, e.g. a reboot of the MU, in which you operate the SE Manager, the
connection is interrupted. Log in again after such an action.

Search for the relevant topic in the SE Manager help if you require further information
(see the section “Calling the online help” on page 79).

If you still cannot solve the problem, contact Customer Support.
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4 Dashboard

The Dashboard menu contains the Dashboard tab, which provides a quick overview of the
systems, units, IP networks, FC networks, storage, and users of the SE server. The Dashboard is
displayed after you have logged in on the SE Manager.

Up to 3 status classes are displayed per object type. If more than 3 status classes are
currently assigned, the last line displays the status class with the highest priority level. The
totals display also contains the less urgent problematical statuses which cannot be
displayed separately.

The tab offers the following functionality for this purpose:

Displaying the status overview in the tile view

Displaying the status overview in the list view

Displaying the overview page associated with a component
Filtering the overview page according to an object type

Displaying the overview for a component / object type filtered according to status

Detailed information on the Dashboard tab is provided in the SE Manager help.

Displaying the status overview in the tile view

>

In the tree structure select Dashboard.

The Dashboard tab with the Status overview group opens. This enables you to see at a
glance whether any problem exists.

If the tile view is not displayed, click the Tiles icon in the group header.
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The tile view opens.

Dashboard

SE Server abyse2: Status overview E ®
36 Systems 9 Units 1 07 IP networks

RUNMING [ NOoRMAL i MORMAL

| 17 e STOPPED

[ WARNING

7 FC networks 8 Storage 24 User

MNORMAL [ nNORmMAL [ ACTIVE SESSIONS

[ WARNING CONFIGURED

Il ERROR

Displaying the status overview in the list view

>

In the tree structure select Dashboard.

The Dashboard tab with the Status overview group opens. This enables you to see at a
glance whether any problem exists.

If the list view is not displayed, click the Lis¢ icon in the group header.

The list view opens.

Dashhoard

SE Server abgse?: Status overview E @

Systems

IP networks

FC networks

Storage

» Click the arrow at the start of a component row.

The list for the selected component expands. In the expanded status the information is
subdivided further, and displayed in a line for each object type.
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Displaying the overview page associated with a component

» In the tree structure select Dashboard.

» When the Dashboard tab in the tile view opens, click the tile for the required component,
e.g. Systems.

» When the Dashboard tab opens in the list view, click the component name in the list
header of the required component, e.g. Systems.

The corresponding overview page opens, in this case the Systems main menu with the
Overview tab.

Filtering the overview page according to an object type

» In the tree structure select Dashboard.
» If the list view is not displayed, click the List icon in the group header.

» Click the arrow at the start of a component row to which the required object belongs,
e.g. Units.

The list for the selected component expands.
» Inthe expanded list, click the required object type, e.g. Management Unit.

The associated overview page opens with the corresponding filter, in this example the
Hardware main menu with the Units tab. Only Management Units are displayed.

Displaying the overview for a component / object type filtered according to status

Up to 3 status classes are displayed. If more than 3 status classes are currently assigned,
the last line displays the status class with the highest priority level. The totals display also
contains the less urgent problematical statuses which cannot be displayed separately.

You cannot filter the overview for the component Units and for the associated object types
according to Status.

» In the tree structure select Dashboard.

» If the list view is not displayed, click the List icon in the group header.
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» Select one of the following procedures:

» In order to display the overview for a component filtered according to status, in the
list header click the status of the required component according to which you wish
to filter the overview, e.g. for the component Systems the status INACTIVE.

The associated overview page opens with the corresponding filter, in this example
the Systems main menu with the Overview tab. Only the systems with the status
INACTIVE are displayed.

» Inorder to display the overview for an object type filtered according to status, in the
line with the required object type click the status according to which you wish to filter
the overview, e.g. for the object type VM2000 the status INACTIVE.

The associated overview page opens with the corresponding filter, in this example
the Systems main menu with the Overview tab. Only the VM2000 systems with the
status INACTIVE are displayed.
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5 Operating and managing systems on Server
Units

The systems referred to here are the Native and virtual operating systems which run on the
various units of the SE server.

You operate and manage the systems using the Systems menu in the tree structure. See the
following example for an SE700:

H Systems

Chverview
= ABGSEZ (SU700)
# su1-se2 (SL300)
+ ahgogas00 (A4S
+ ahgogaB00 (A4S

In the tree structure displayed, the units are shown on which the so-called "productive
systems" with their applications run, i.e. Server Units with BS2000 systems and Application
Units with Unix, Linux or Windows systems. In each case the name is followed by the type
of Server Unit in parentheses:

e® Inthe example, SU700 refers to a Server Unit of the type /390.
e Inthe example, SU300 refers to a Server Unit of the type x86.

e Inthe example, AU47 refers to Application Units based on an x86 Server Unit.
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Overview of all systems of the SE server

» Select Systems — Overview, Overview tab.

The Overview tab displays information on all systems present on the SE server. See the
following example for an SE300:

Overview

SE Server ahyse2: Systems )
Name Type Operating system Unit Status

Fiiter Al | Firer Fliter Al |
MONITOR Whi2000 BES2000 OSD/EC Y10.0A ABGEE211 RURNMING =
WMOSWWLIYE WMz000 B52000 OSD/AC Y10.04 ABGSE211 RUNMING
WMOBFROC Whi2000 BES2000 OSD/EC Y10.0A ABGEE211 RURNMING

WMO7S700 WMz000 B52000 OSD/AC Y10.04 ABGSE211 RUNMING

WMOBSE2 Whi2000 BES2000 OSD/EC Y10.0A ABGEE211 RURNMING

WM10SE2 WMz000 B52000 OSD/AC Y08 .04 ABGSE211 RUNMING

Wh11SEGA Whi2000 BES2000 OSD/EC Y10.0A ABGEE211 RURNMING

W1 25EGY WMz000 B52000 OSD/AC Y08 .04 ABGSE211 RUNMING

Wih135EGE Whi2000 BS2000 OSDIBC Y0B.0A ABGEE211 RURNMING
WM14BURG WMz000 B52000 OSD/AC Y10.04 ABGSE211 RUNMING

W155E2 Whi2000 BES2000 OSD/EC Y10.0A ABGEE211 RURNMING

» When you click on a system in the Name column, the Operation tab of the selected

system opens.

Overview of the systems of a System Unit

» Select Systems — <unit>(SU<model>), Overview tab.

The Overview tab displays information the systems present on the SU. See the following
example for an SU300:

Overview BS2000 operation mode

Server Unit su1-se2: Main memory (256 GB)

Used main memory: 36.2 GB {141 %)

Server Unit su1-se2: License dependent CPU usage

9

Free main memaory: 219.8 GB (85.9 %)

X2000 BS2000 XenviM Free

12 B -} 30 1]
Server Unit sul-se2: Systems

Mame Type Main v[MB] Status

Fiiter Aif = |Fitter Aif |
MONITOR Whi2000 1024 RUMMIMG =
WIMDEF Whi2000 600 IMIT_OMLY

Whi0o03 V2000 5812 INIT ORLY

» When you click on a system in the Name column, the Operation tab of the selected

system opens.
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5.1 Setting BS2000 operation mode

You set BS2000 operation mode on a unit-specific basis.

5.1.1 Server Unit /390

» Select Systems — <unit>(SU</390>), BS2000 operation mode tab.

Cverview BS52000 operation mode

Server Unit ABGSE211: Status Q)
Status RUNNING (since 2015-05-12 15:08:35)

Operation mode WIM2000 mode

Active IORSF file 4 (3UT00-6 EM-2 29001 KEIN KANALD 14.05.2014)

Server Unit ABGSE211: Actions Q)
Server Unit ABGSE211: SVP console Q)
SVP console Open

Server Unit ABGSE211: SVP operating @
Management Unit Status

abgseZmui ACTIVE

abgse2mu2 PASSIVE Ed

The BS2000 operation mode in the Status group display the operation mode set (Native
BS2000 mode or VM2000 mode) and permits this setting to be changed in the Actions

group:

Change BS2000 operation mode

You can change the operation mode only when BS2000 is not active or is running in Native
mode.

» Inthe Actions group click Change BS2000 operation mode. In the subsequent Set BS2000
operation mode and initiate BS2000 IPL dialog box, change the operation mode and enter
the IPL parameters.
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Switching Management Unit

When redundant Management Units exist, they are displayed in the SVP operating table: An
MU is always ACTIVE with respect to SVP operating, and the others are PASSIVE.

» By the passive MU, click the Change icon to switch to the other MU.

See also “Redundant Management Units” on page 43.
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5.1.2 Server Unit x86

» Select Systems — <unit>(SU<x86>), BS2000 operation mode tab.

Orverview BS2000 operation mode

Server Unit su1-se2: BS2000 operation mode @
Current mode Wi2000 mode Ed
Server Unit su1-seZ: Startup settings: Native BSZ000 system @
7 v
BS2000 main memory - configured [MB] 32768 (32470)
BS2000 main memory - possible [MB] 233724
Total memory [MB] 262144
Server Unit su1-se2: Startup settings: Monitor Vi @
2V
Number of virtual CPUs 2
Main memory - maximum [MB] 1536 (1478)
Main memory - minimum [MB] 412 (4a64)
Main memory [MB] 1024 (36B)
Exclusive devi CC40 CC41 CCBO CCA1 CD40 CD41 FA3A FA3BE FARC FA3D
KClUsive devices FA3E FA3F 20 Z1
Shared devices S0EA SOEB FACB
P d (YM2000 administrator) Mo |

The BS2000 operation mode tab in the BS2000 operation mode group displays the operation
mode set (Native BS2000 mode or VM2000 mode) and permits this setting to be changed:

Changing the operation mode

You can change the operation mode only when BS2000 is not active or is running in Native
mode.

» Click the Change icon and confirm the switch to the other operation mode.

When you switch mode, the Automatic IPL option is implicitly set to No. This setting
can be changed again after the operation mode has been changed successfully
(Options or VM options tab).
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The groups below show the current startup settings for the operation mode concerned.

» To change the main memory size for the Native BS2000 system, click the Change icon
in the Startup settings for Native BS2000 system group.

» To change the number of virtual CPUs, the main memory settings, the device lists or the
access password for the monitor VM, click the Change icon in the Startup settings for
monitor VM group.

Changes will take effect only after the setting has been enabled by enabling the icon in the
group concerned or after you have switched the operation mode.
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5.2 Opening the BS2000 console and dialog window

The BS2000 console and dialog window is opened using the Operation tab.

» Open the Operation tab. Depending on the mode in which BS2000 is running
(Native/VM2000) and on the SU type on which it resides (SU /390 or SU x86), you reach
the tab as follows:

» Native BS2000: Select Systems — <unit>(SU<model>) — BS2000 , Operation tab.

» VM2000 on SU /390: Select Systems — <unit>(SU</390>) — Virtual machines —
<bs2000-vm>, Operation tab.

» VM2000 on SU x86: Select Systems — <unit>(SU<x86>) — Virtual machines —
BS2000 — <b2000-vin>, Operation tab.

» In the Console and dialog group, click Open by the required function (BS2000 console or
BS2000 dialog).

The BS2000 console window or BS2000 dialog window opens.
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5.3 SVP console on Server Unit /390

A Server Unit /390 is operated via the SVP (service processor). Some important SVP
functions, for instance for IPL or IORSF, are also available directly on the SE Manager.

Alternatively, SVP functions can be called under menu control on an SVP console via SVP
frames. The SVP console is accessed via the SE Manager:

» Select Systems — <unit>(SU</390>), BS2000 operation mode tab.
» In the SVP console group click Open.

The SVP console window opens.

=
FFFFFFF O u JJJJ IIT TTTTTTT 855888 u u
F u u g I T 5 5 u u
F u u J I T 5 u u
FFFFFFF O u J I T 88888 u u
F u u J I T 5 u u
F u o J J I T 5 5 u u
F uuouw JIITITT IIT T 855888 ouuou
TTTTT EEEEE cccc H H N N 00000 L 00000 GGGG Y b
T E C H H HH H O 0o L 0 0o G ¥ Y
T EEEE C HHHHH N N N O o L 0 0O G GGG Y
T E [ H H N NN O 0o L 0 0o G G Y
T EEEEE cccc H H N HN O00000 LILLLL O0000 GGGG Y
5585 0000 I u U TTTTT IIT 0000 N N 8558
g8 8] 0 L u u T I o] 0O HNH N 5
55585 o 0O L u u T I o 0O HN H 558585
5 0 0 L u u T I o] 0O N HHN 5
55585 0000 LLLLL oouu T IIT 0000 N HH 558585
Bitte ENTER druecken/Please press ENTER
LTG TAST —
= §

You can operate the SVP console in the familiar manner. A detailed description of how to
operate the SVP is provided in the "Server Unit /390" Operating Manual [2].
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5.4 Working in Native BS2000 mode

You can perform the following actions in Native BS2000 mode:

e Starting (IPL) and shutting down a BS2000 system, executing an IPL dump

e Setting options

e Evaluating KVP logging

5.4.1 Starting (IPL) and shutting down a BS2000 system, executing an IPL

dump

You perform these actions with the Operation tab of the BS2000 system:

» Select Systems — <unit>(SU<model>) — BS2000, Operation tab.

In the Actions group you can select one of the following actions:

e BS2000 shutdown (only for SU x86)
e BS2000 IPL
e BS2000 dump IPL

5.4.2 Setting options

You manage the options using the Options tab of the BS2000 system. You can set startup

and auto IPL.

On an SU x86 you can also change the remaining runtime for the shutdown.

» Select Systems — <unit>(SU<model>) — BS2000, Options tab.

COperation Options VP logging

Server Unit su2-se1: General options

R ining runtime for

Server Unit su2-se1: BS2000 options

System Auto IPL Boot disk

00:00 (hh:mm) k4

Console device Startup mode  System name

BE2000 Mot planned
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5.4.3

The Options tab displays the General options (only for SU x86) and BS2000 options groups and
offers the following functionality:

Defining the remaining runtime for the shutdown (only for Server Unit x86)

The remaining runtime is the time which is available to BS2000 to terminate itself when the
Server Unit is shut down. The remaining runtime is only of any significance when the SU is
shut down or restarted. BS2000 receives a shutdown request which is handled in accor-
dance with the setting in the system parameter SHUTPROC (see the “System Adminis-
tration” manual [9]). The configured remaining runtime is then available for the BS2000
shutdown. You define the remaining runtime for BS2000 in Native mode or in VM2000
mode for the monitor system. In VM2000 mode the remaining runtime defined then applies
for all BS2000 guest systems (see section “Setting VM options” on page 100).

If you enter the value 00:00, there is no defined remaining runtime, i.e. when the SU is
powered off or restarted, the system always waits for BS2000 to shut down.

» In the General options group click Change and set the required remaining runtime.

Setting BS2000 options (startup and auto IPL)

» In the BS2000 options group click Change and set the required values.

Evaluating KVP logging

You manage KVP logging using the KVP logging tab of the BS2000 system. You can select
and display logging entries specifically using a subsequent dialog.

» Select Systems — <unit>(SU<model>) — BS2000, KVP logging tab.

COperation Options KVP logging "%
Server Unit su2-se1 BS2000: KVP logging files @
KVP  HvD |
Humber File name File size [Bytes]
1 KWPLOG HY0.150603.124945 121,664 @ [ ﬁl
2 KWPLOG HY0.150603.105015.bz2 2,508 @® )
3 KWPLOG HY0.1 50601 123506 .hz2 869 @
4 KWPLOG HY0.150530.1 25754 hz2 170 @ A ;I
Total: 24
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The KVP logging tab displays the list of KVP logging files and offers the following options:

Displaying KVP logging file selectively
» Inthe KVP logging group select the required KVP from the KVP list.

The KVP logging files which exist for this KVP are listed. The Display icon opens the
Display KVP logging file selectively dialog box in which you can define the view of the
content of the KVPLOG file to be displayed.

The logging records are displayed in a separate window.

Downloading the KVP logging file

» Inthe KVP logging group select the required KVP from the KVP list. Click the Download
icon by the required KVP logging file, enter the path name and file name in the system-
specific Explorer window, and save the file.
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5.5 Working in VM2000 mode

You manage the BS2000 VMs of a Server Unit using the menu item Virtual machines (SU
/390) or Virtual machines — BS2000 (SU x86).

5.5.1 VM administration

You manage the BS2000 VMs using the VM administration tab. You can create and delete
BS2000 VMs.

» In the tree structure select
Systems — <unit>(SU</390>) — Virtual machines, VM administration tab
or
Systems — <unit>(SU<x86>) — Virtual machines — BS2000, VM administration tab.

VM administration W resources Wi options

Server Unit ABGSE211: WM administration {(BES2000) @
Create new BS2000 W Free main memaory. 1536 MB

VM name Host name VM index Main v[MB] Status

Fiiter Fiiter Fiiter Fiiter Alf j
MOMITOR ABGSE211 1 512 RUMMING

WMOSWILIVS - 5 4380 RUNNING ¥
WMOBFROC ABGSEZ216 [ 512 RUNMING  J
WMOTS700 ABGSEZ17 7 512 RUNNING ¥
WMOBSEZ D017ZE40 8 1024 RUNMING ]

W 10SE2 ABGSEZ21A 10 512 RUNNING ¥

W 11SEGA ABGSE21B 11 512 RUNMING  J
W125EGE ABGSE21C 12 512 RUNNING ¥
W135EGE - 13 4380 RUNMING  J

The VM administration tab displays the list of all the unit's BS2000 VMs.

The following functions are available:

Creating a BS2000 VM
» Onthe VM administration tab click Create new BS2000 VM.

In the Create new BS2000 VM wizard you can specify the required properties of the
BS2000 VM step by step.

Deleting a BS2000 VM

» By the required VM click the Delete icon and confirm the action.
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5.5.2 Managing VM resources

You manage the VM resources of the BS2000 VMs using the VM resources tab. You can
change the resources of a BS2000 VM.

» In the tree structure select
Systems — <unit>(SU</390>) — Virtual machines, VM resources tab
or
Systems — <unit>(SU<x86>) — Virtual machines — BS2000, VM resources tab.

Wi administration VMresources Wi options
Server Unit ABGSE211: CPU pools (BS2000) @
CPU pool Attached CPUs Detached CPUs Humber of VMs
*STDPOOL 4 0 11
Total: 1

Server Unit ABGSE211: VM resources (BS2000) @
VM name VM index vCPUs CPU pool CPU gquota Max. CPU util. Status
Fiiter Fiiter Filter  Filter Fiiter Fiiter Alf j
MOMITOR 1 2 *STDPOOL 14.00 100.00 RUMMING E =
WMOSWILIVS 5 2 *STDPOOL 20.00 100.00 RUNMING Ed
WMOBFROC [ 4 *STDPOOL 50.00 100.00 RUMMING Ed
WMOTS700 7 2 *STDPOOL 20.00 100.00 RUNMING Ed
WMOBSEZ 8 2 *STDPOOL 20.00 100.00 RUMMING Ed
W 10SE2 10 1 *STDPOOL 20.00 100.00 RUNMING Ed
W 11SEGA 11 2 *STDPOOL 20.00 100.00 RUMMING Ed
W125EGE 12 2 *STDPOOL 20.00 100.00 RUNMING Ed
W135EGE 13 2 *STDPOOL 20.00 100.00 RUMMING Ed
W 14BURG 14 4 *STDPOOL 20.00 100.00 RUNMING Ed
Wh155E2 15 1 *STDPOOL 20.00 100.00 RUMMING Ed -

Total: 13

The VM resources tab provides information on the use of the CPU pools and displays the list
of BS2000 VMs with the VM resources. The following function is available:

Changing resources of a BS2000 VM

» By the required BS2000 VM click the Change icon and make the requisite changes in
the Change resources dialog box.
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5.5.3 Setting VM options

You manage the VM resources of the various BS2000 VMs using the VM options tab. You
can change VM-specific options, and you can also change the settings for persistence and

automatic IPL for the monitor VM and persistent BS2000 VMs.

On an SU x86 you can also set the remaining runtime for the shutdown.

» In the tree structure select
Systems — <unit>(SU</390>) — Virtual machines, VM options tab

or

Systems — <unit>(SU<x86>) — Virtual machines — BS2000, VM options tab.

Wi administration

WM resources

VM options

Server Unit ABGSE211: WM specific options @
M name Persistence Auto IPL Boot disk Console device Startup mode
Fiiter Aif = A = |Fitter Fiiter Aif |
MONITOR Mo Mot planned -
WSS Mo Mot planned ‘?
WMOBFROC Mo Mot planned ‘?
WROTSTO0 Mo Mot planned ‘?
WIMOBSEZ Mo Mot planned Ed
Wh105E2 Mo Mot planned Ed
W11 SEGA Mo Mot planned ‘?
Whi125EGY Mo Mot planned ‘?
Whi135EGE Mo Mot planned ‘?
W1 4BLUIRG Mo Mot planned ‘?
Wh1565E2 Mo Mot planned Ed
WMETIZ Yes Mot planned Ed
WSV Yes Mot planned Ed
Total: 13

The VM options tab displays the settings of the VMs in the VM-specific options group. For an
SU x86 (see figure) the General options group with the remaining runtime for the shutdown

is displayed beforehand.

The following functions are available:

Setting VM-specific options (persistence, startup, and auto IPL)

» In the VM-specific options group click the Change icon by the required VM and make the
requisite changes in the Change VM-specific options dialog box.

100
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5.5.4

Defining the remaining runtime for the shutdown (only for Server Unit x86)

The remaining runtime is the time which is available to BS2000 to terminate itself when the
Server Unit is shut down. The remaining runtime is only of any significance when the SU is
shut down or restarted. BS2000 receives a shutdown request which is handled in accor-
dance with the setting in the system parameter SHUTPROC (see the “System Adminis-
tration” manual [9]). In VM2000 mode first the guest systems receive the termination signal.
When all guest systems have shut down or half the remaining runtime has elapsed, the
monitor system receives the termination signal. If guest systems have not yet shut down,
they are now subjected to hard termination by the monitor system. If the monitor system
has shut down or at the latest at the end of the remaining runtime, X2000 is terminated. For
the setting for the remaining runtime for Native mode, see section “Setting options” on
page 95.

If you enter the value 00:00, there is no defined remaining runtime, i.e. when the SU is
powered off or restarted, the system always waits for the monitor system to shut down.

» Inthe General options group click Change and set the required remaining runtime in the
Change remaining runtime for shutdown dialog box.

Operating a VM

As soon as a BS2000 VM has been created, the tree structure is extended by a VM-specific
menu <bs2000-vm>:

Systems — <unit>(SU</390>) — Virtual machines — <bs2000-vm>

or

<unit >(SU<x86>) — Virtual machines — BS2000 — <bs2000-vim>

In the menu the functions are assigned to tabs according to topics.

You can:

e Start and shut down a BS2000 guest system, create a dump / enable and disable
(and delete) a BS2000 VM

e Managing devices of the VM
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5.5.4.1

Start and shut down a BS2000 guest system, create a dump / enable and disable
(and delete) a BS2000 VM

>

Select:

Systems — <unit>(SU</390>) — Virtual machines — <bs2000-vim>, Operation tab

or

Systems — <unit>(SU<x86>) — Virtual machines — BS2000 — <bs2000-vm>, Operation
tab.

Operation Disks KWP i LAN | Tape devices

Server Unit ABGSE211 BS2000 VM VMDBSEZ: Status @
Host name DO17ZE40

Status RUNNING (since 2015-05-22 13:36:40)

Operating system BE2000 OSDBC V10.04

Home pubset FEIA

Humber of vCPUs 2

Main memory 1024 MB

Current Presetting
- (not persistent)

Boot disk FESO

Consale device cJ
Server Unit ABGSE211: BS2000 VM VMO8SSE2: Console and dialog @
BS2000 console with KYP | VM8 (abgseZmul »| and console mhemonic |C0 Open 0]

BS2000 dialog with connection | MANLOS (abgse2mul) = Open i

Server Unit ABGSE211 BS2000 VM VYMOSSE2: Actions @
Action | BS2000IPL =l Execute

The Operation tab displays the status of the VM, offers access to the BS2000 console and
dialog box, and enables the following actions:

BS2000 IPL

BS2000 dump IPL

BS2000 shutdown (on the monitor VM)

BS2000 VM activation (persistent VMs only)

BS2000 VM deactivation (persistent VMs only)

BS2000 VM activation and deletion (only non-persistent VMs except the monitor VM)

The description of the BS2000 console window and dialog is provided in section “Opening
the BS2000 console and dialog window” on page 93.
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5.5.4.2 Managing devices of the VM

» Select:
Systems — <unit>(SU</390>) — Virtual machines — <bs2000-vm>, Disks, KVP, LAN or
Tape devices tab
or
Systems — <unit>(SU<x86>) — Virtual machines — BS2000 — <bs2000-vm>, Disks, KVP,
LAN or Tape devices tab.

Disks tab

This tab enables you to assign disks to or remove disks from a BS2000 VM or to change its
usage.

The Disks tab displays all disks which are assigned to the BS2000 VM.

Operation | Disks | KvP | LaM | Tape devices
Server Unit ABGSE211 BS2000 VM VMOEBSE2: Assigned disks e
Aszign ancther disk Display of BS2000 disks

MH Type Usage Py

Filter Al = an = an =1

9038 A5 Shared - E g

anza A5 Shared g |

g03a A5 Shared s

Ead44 A5 Shared S »

Ed42 A5 Shared E

E44F A5 Shared s

FESO A5 Exclusive s

FES1 A5 Exclusive S »

FE52 A5 Exclusive E

Total: 9

@ The PAV column is displayed only for SU /390.

» Click 4ssign another disk to assign another disk to the VM.
» Click the Change icon by a disk to change the usage of this disk (Shared/Exclusive).
» Click the Withdraw icon by a disk to withdraw this disk from the VM.
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KVP tab

This tab enables you to assign further KVPs to the BS2000 VM or to display KVP logging

files.

The KVP tab lists all assigned KVPs and all KVP logging files.

Operation Disks KvP LAN Tape devices

Server Unit ABGSE211 BS2000 VM YMOBSE2: Assighed KVPs

Management of KVPs

Azsign another KVP
MHs KVP name Unit
Fiiter Fiiter Aif |
CJ_CK Whig abgseZmul ¥
DJ_Dk Whig abgseZmu .4
Total: 2

Server Unit ABGSE211 BS2000 YM YMOBSEZ: KWP logging files

KVP | M3 (abgzeZmul) |
Humber File name File size [Bytes]
1 KVPLOGVMS.150526.013116 1100204 @ 3
2 KVPLOG VMS.150525.0027 48 bz2 43 @ A
3 KVPLOG VNS, 150524.010432.bz2 46 @ 3
4 KVPLOGVMS.150523.013821 bz2 m e A
Assigning a KVP
» Inthe Assigned KVPs group click Assign another KVP and select a KVP in the subsequent
dialog box.
Withdrawing a KVP

» In the Assigned KVPs group click the Withdraw icon by a KVP and confirm the action.

Displaying KVP logging file selectively

» In the KVP logging files group select the required KVP from the KVP list.

The KVP logging files which exist for this KVP are listed. The Display icon opens the
Display KVP logging file selectively dialog box in which you can define the view of the
content of the KVPLOG file to be displayed.

The logging records are displayed in a separate window.
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Downloading the KVP logging file

» In the KVP logging files group select the required KVP from the KVP list. Click the
Download icon by the required KVP logging file, enter the path name and file name in
the system-specific Explorer window, and save the file.

LAN tab

This tab enables you to assign further LAN devices to the BS2000 VM or to remove LAN
devices from it.

The LAN tab lists all LAN device which are assigned to the BS2000 VM.

Operation Disks KR LAN Tape devices

Server Unit ABGSE211 BS2000 WM YMOBSEZ: Assigned LAN devices @
Asszign ancther LAN device Managernent of LAMN devices
MH Type BS2 IP address BS2 MAC address Unit

Fiiter Aif x| Fitter Fiiter Aif |

CCOE_CCOF  ZASLAN = 00:19:99:9C:76:57 hncl-se2 4

CCIE_CCIF ZASLAN - 00:19:99:9C:76:67 hnct-se2 4

CC4E_CC4F  ZASLAN = 00:19:99:9C:76:47 hncl-se2 4

CCEE_CCHF  LOCLAN 192.168.151.28 0A00:14:10:801C hnct-se2 4

CCBE_CCBF  LOCLAN 192.168.138.28 0A00:14:10:101C abgse2mul y

CDOo4_cD05  ZASLAN - 00:19:99:9C:76:A2 hnc2-se2 4

CD14_CD15  ZASLAN = 00:19:99:9C:76:A hnc2-se2 4

CD2E_CDIF  ZASLAN - 00:19:99:9C:76:97 hnc2-se2 4

CD4E_CD4F  ZASLAN = 00:19:99:9C:76:87 hnc2-se2 4

CDBE_CDEF  LOCLAN 192.168.139.28 0A00:14:10:201C abgse2mu? y

Total: 10

» Click A4ssign another LAN device to assign another LAN device to the VM.
» Click the Remove icon by a LAN device to remove the LAN device from the VM.

» Click Management of LAN devices to branch to the hardware device management, see
section “Managing LAN devices” on page 154.
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Tape devices tab

This tab enables you to assign further tape devices to the BS2000 VM or to remove tape
devices from it.

The Tape device tab lists all tape device which are assigned to the BS2000 VM.

COperation Disks kWP LAM Tape devices

Server Unit ABGSE211 BS2000 VM YMO7S700: Assigned tape devices @
Asszign ancther tape device Managerment of tape devices
MH Type Unit
RB EMFILE abgseZmu .4

Total: 1

» Click 4ssign another tape device to assign another tape device to the BS2000 VM.
» Click the Remove icon by a tape device to remove the tape device from the BS2000 VM.

» Click Management of tape devices to branch to the hardware device management, see
section “Managing tape devices” on page 156.
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5.6 Working in XenVM mode (on Server Unit x86)

5.6.1

You manage the XenVMs of a Server Unit x86 using the menu item Virtual machines —
XenVM .

VM administration

The VM administration tab displays an overview of the existing XenVMs and enables you to
create or delete XenVMs.

» Select Systems — <unit> (SU<x86>) — Virtual machines — XenVM, VM administration tab.

VM administration W resources Wt installation Wi options

Server Unit su1-se2: VM administration (XenyiM) @

Create new Xen'vh Free main memaory: 219.8 GB
VM name Operating system Virt. VHC port Status
Fiiter Fiiter Al x| Fiter Aif |

Linuz_1 SUSE Linux Enterprize Server 11 Fara - STOPPED | INST. v
Windows_1 Windows Server 2012 (x64) Full - STOPPED v
Henwh_1-RHELGS RedHat {ather) Full - STOFFED 4
Henyh_2-Windows2012 Windows Server 2012 (x64) Full - STOPPED v
Henyh_3-SLES11 SUSE Linux Enterprize Server 11 Fara - STOPPED v
Henyh_Index_3 SUSE Linux Enterprize Server 11 Fara a500 RUMMIMNG . 4
Henyh_Index_5 SUSE Linux Enterprize Server 11 Fara 24901 RUMMIMNG v
Henyh_Index_G Windows Server 2012 (x64) Full a902 RUMMIMNG . 4

Total: 8

The VM administration tab provides information on the XenVMs which have already
been configured.

Create new XenVM

When a XenVM is created, not only the main memory and CPUs are configured, but also
virtual devices. From the viewpoint of the guest system (Linux/Windows), these devices
look like real devices. To enable the guest system to recognize and use the devices
configured on the XenVM, the corresponding device drivers must be installed in the guest
system.

Requirements

e This action is not possible if the maximum number of 64 VMs (BS2000 and XenVM) has
been reached.
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e Before you begin to create a XenVM, the required resources should be available. The
system requirements depend on the operating system which is to be installed. You must
in particular ensure that a virtual disk of a sufficient size exists or can be created so that
the guest system can be installed without any problem. The Data Center Edition of
Windows 2008 Server requires, for example, at least 18 GB of disk storage. Before
creation begins, missing resources must be configured to offer sufficient capacity, e.g.
create or extend disk pool (see section “Managing virtual disks” on page 166), upload
ISO image of the required operating system to the local library as an installation source
(see section “Managing installation sources” on page 170).

» Click Create new XenVM.

In the Create new XenVM wizard you can specify the required properties of the XenVM
step by step.

The wizard initiates the process of VM creation in the background and, depending on
the installation type, also installation and startup of the XenVM.

Monitoring configuration of the XenVM and error handling

When a XenVM is configured, all the resources specified in the wizard must be available at
this time.

If the configured XenVM is started immediately, configuration of a XenVM is a process
which can take somewhat longer depending on the resources specified (in particular main
memory).

As a complete check to ensure that all the configuration data is correct and consistent only
takes place in the course of this process, an error (e.g. incorrect installation source) results
in the process aborting relatively quickly (aborted status on the VM installation tab), and no
XenVM is configured. In this case the error message and error cause can be displayed
directly in the dialog window.

However, it can occur that the configuration process starts normally (e.g. reaches the
INSTALL status in the case of installation), but the configured XenVM is subsequently
discarded (e.g. because of a memory bottleneck). In this case you will find no XenVM in the
dialog window despite the supposed positive acknowledgment. If the XenVM is displayed
in the navigation, you will also find the current status in the XenVM-specific Operation tab.

If the installation or configuration process has not reached one of the statuses ABORTED,
INSTALL or FINISHED after a certain time, the monitoring function of the process is aborted
with a corresponding message. You will find the current status in the logging file of the

installation or configuration process (see the VM installation tab). If the XenVM is displayed
in the navigation, you will also find the current status on the XenVM-specific Operation tab.
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XenVM console

If the XenVM has been started, you can open the XenVM console. When installation takes
place, you can then, for example, track the messages while the operating system is
installed and answer queries, see section “Opening the console of the XenVM” on

page 115.

Deleting XenVM

This action is only available in the VM status STOPPED.

» Click on the Delete icon by the XenVM to be deleted, specify whether the virtual disks
are also to be deleted, and confirm the action.

Depending on requirements, first the virtual disks of the XenVM are deleted. Then the
XenVM is deleted.
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5.6.2 Managing VM resources

The VM resources tab provides an overview of the current distribution of the resources virtual
CPUs and main memory. You can also change the weight and limit for a XenVM.

Detailed information on the VM resources tab is provided in the SE Manager help.

Changing the weight and limit for the XenVM

>

In the tree structure select Systems — <unit> (SU<x86>) — Virtual machines — XenVM,

VM resources tab.

The VM resources tab displays the current resource distribution.

Wi administration VMresources Wt installation Wi options

Server Unit su1-se2: VM resources {(Xenvii)

VM name Main v [ME] vCPUs  Weight Limit [%]

Fliter Fliter Fliter Fliter Fliter

Linuz_1 512 1 256 0 {Unlimited) Ed
Windows_1 512 1 256 0 {Unlimited) Ed
HenvM_1-RHELES 4096 2 256 0 {Unlimited) Ed
HenyM_2-Windows2012 4096 2 256 0 {Unlimited) Ed
Henyh_3-5LES11 4096 4 256 0 {Unlimited) Ed
Henyh_Index_3 4096 2 256 0 {Unlimited) Ed
Henyh_Index_5 3072 2 256 0 {Unlimited) Ed
Henyh_Index_B 4096 2 256 0 {Unlimited) Ed

Total: 8

In the table row of the XenVM for which you wish to change the VM resources Weight

and/or Limit [%] click theChange icon.
The Change resources dialog box opens.

Change the values for Weight and/or Limit [%)].

Detailed information on these parameters is provided in the SE Manager help.

Click Modify to confirm the changes.
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5.6.3 Tracking VM installation

The operating system of the XenVM is installed from the defined installation source before
the initial startup. On the VM installation tab you can query the status of the installation
process required to do this at any time. The installation log can also be viewed at any time.
This enables any errors which have occurred to be analyzed.

If the installation process has not yet been completed for a XenVM, this is also displayed
as a supplement to the VM status in the overview of the XenVMs and in the operating menu
of the XenVM

If the installation process has not yet been completed for a XenVM, this is also displayed
as a supplement to the VM status in the overview of the XenVMs and on the Operation tab
of the XenVM

Detailed information on the VM installation tab is provided in the SE Manager help.

» In the tree structure select Systems — <unit name>(SU<x86>) — Virtual machines —
XenVM, VM installation tab.

The VM installation tab displays the XenVMs and the installation history.

Wi administration W resources VM installation Wi options
Server Unit su1-se2: VM installation (XenyM) @
Delete installation logs
VM name Installation status Last change Joh ID
Fiiter Alf j Fiiter Fiiter
CLOSED 2015-05-1212:31:42 AFerO ® 9
CLOSED 2015-04-04 07:02:10 SUTEPY @ $

Total: 2

The information displayed is described in the SE Manager help.

» Select one of the following actions for VM installation:
Detailed information on these actions is provided in the SE Manager help.
» Aborting the installation process

This action is not available for installation processes which have already been
terminated (/nstallation state FINISHED, CANCELED, FAILED or CLOSED).

» Click the 4bort icon to abort the installation process.

A new installation process can be started for the XenVM with Start XenVM (see
section “Starting and shutting down the XenVM” on page 116).
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» Displaying the installation log

» Click the Display installation log icon to display the content of the logging file in
a dialog box.

» Delete installation log

This action is only possible for installation processes which have already been
completed (Installation status FINISHED, CANCELED, FAILED or CLOSED).

» Click the Delete installation log icon to delete the log for a single installation
process.

» Deleting more than one installation log

This action is only possible for installation processes which have already been
completed (Installation status FINISHED, CANCELED, FAILED or CLOSED).

» Click Delete installation logs to delete the logs of more than one installation
process. The Delete installation logs dialog box opens.

» Select installation logs to be deleted and confirm the deletion.
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5.6.4 Setting VM options

5.6.4.1

The VM options tab provides the following functions:
e Display or change remaining runtime for shutdown (globally for XenVMs)
e Displays and changes the XenVMs' auto start settings

Detailed information on the VM options tab is provided in the SE Manager help.

Defining the remaining runtime for shutdown

The remaining runtime is the time available to the systems on the XenVMs to shut
themselves down when the Server Unit shuts down. The remaining runtime is only of any
significance when the Server Unit is shut down or restarted.

You define the remaining runtime globally for all XenVMs. When the Server Unit is shut
down or restarted, all XenVMs receive the termination signal to shut themselves down
within the remaining runtime. After the remaining runtime has elapsed, XenVMs which are
still running are forced to shut down.

The value 00:00 means that no remaining runtime is defined, i.e. in the event of a shutdown
or restart the system always waits for the XenVMs to shut down. However, you are recom-
mended to define a remaining runtime. Otherwise a guest system which encounters an
error when it shuts down can prevent the Server Unit from being powered off or restarted
since no hard termination takes place with a remaining runtime of 0 (the system waits until
all XenVMs have terminated).

» Select Systems — <unit> (SU<x86>) — Virtual machines — XenVM, VM options tab.
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The VM options tab opens. The General options group displays the remaining runtime for

shutdown.
Wi administration W resources Wt installation VM options
Server Unit su1-se2: General options (¥enWiM)
R ining runtime for 00:15 ¢hhomm) ,?
Server Unit su1-se2: YM-specific options (XenWi)
VM name Auto start Delay time
Fiiter Aif |
Lirz_1 Mot planned - Ed
Windows_1 Mot planned K4
Henyh_1-RHELES Mot planned ‘?
Henyh_2-Windows2012 Mot planned ‘?
Henyh_3-SLES11 Mot planned ‘?
Henyh_Index_3 Flanned 00:00 ¢hh:mmy ‘?
Wi A D S E— ARAR A &

» In the General options group click the Change icon by the Remaining runtime for shutdown

parameter and select the required hour and minute values.

5.6.4.2 Setting VM-specific options (auto start and delay)

Automatic startup (or automatic system initialization) means that the operating system of
the specified XenVM is started automatically after the Server Unit has been powered on or
after a restart. Whether auto start is to be possible and a possible time delay are configured

separately for each XenVM

The XenVMs are started asynchronously. XenVMs with the same start time being started in

any order.

» In the tree structure select Systems — <unit name>(SU<x86>) — Virtual machines —

XenVM, VM options tab.

The VM-specific options group displays a list of the created XenVMs with their names

and the current auto start settings.

» Click the Change icon by the required XenVM and define the requisite auto start setting.
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5.6.5 Operating a VM

5.6.5.1

As soon as a XenVM has been configured, the tree structure below Systems — <unit>
(SU<x86>) — Virtual machines — XenVM is expanded by a XenVM-specific menu <XenVM
name>. In the menu the functions are assigned to tabs according to topics.

Displaying VM information

The Operation tab provides you with information on the current status of the XenVM and
enables you to open the XenVM console window and various actions to operate the
XenVM.

Detailed information on the Operation tab is provided in the SE Manager help.

» Select Systems — <unit> (SU<x86>) — Virtual machines — XenVM — <XenVM name>,
Operation tab.

The Operation tab displays the State, Console, and Actions groups.

Operation Configuration Disks IP netwarks Installation sources
Server Unit su1-se2 XenVM XenWM_Index_5: Status @
Status RUMMIMG (since 2015-05-12 13:53:30)
Number of vCPUs 2
Main memory 3072 mB
Server Unit su1-se2 XenWM XenWM_Index_5: Console @
XenVM console Open
Server Unit su1-se2 XenWM XenWM_Index_5: Actions @
Action | Restart Xen'M j Execute

5.6.5.2 Opening the console of the XenVM

The console window can be opened at any time, i.e. irrespective of the status of the XenVM.
You consequently have the option of opening the console before the XenVM is started, to
observe the messages during system startup, and to diagnose any errors which may occur.

Proceed as follows to open the XenVM console using the SE Manager:

» Select Systems — <unit> (SU<x86>) — Virtual machines — XenVM — <XenVM name>,
Operation tab.

» Click Open in the Console group.
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A dialog opens in which a VNC console is loaded as an applet. If possible, the
connection to the XenVM will be established automatically.

Connected (encrypted)

— SUSE Linux Enterprise Server 11 (x86_64)
@ abggx405

Benutzermame: [

| £ Neustart H@Ausscha\ten H @ﬂbbrechen H % Anmelden I

Deutsch (Deutschiand)
D tsehiand) | v 5 | Germany (Eiminate dead keys) | v | | B |1okate anmeidung | v @

5.6.5.3 Starting and shutting down the XenVM

» Select Systems — <unit> (SU<x86>) — Virtual machines — XenVM — <XenVM name>,
Operation tab.

Depending on the current VM status, a list of actions is available to you in the Actions
group which lead to a change in the VM status.

—  Start XenVM

—  Restart XenVM

—  Shut down XenVM
— Pause XenVM

—  Unpause XenVM
—  Power off XenVM
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5.6.5.4 Changing the configuration of the XenVM

You define the configuration settings of the XenVM when you create the XenVM, see
section “VM administration” on page 107. With the exception of the operating system and
the graphics card, you can also alter the configuration settings later.

» Inthe tree structure select Systems — <unit> (SU<x86>) — Virtual machines — XenVM —
<XenVM name>, Configuration tab

The Configuration tab displays the settings which are currently configured for the

XenVM:

Operation Configuration Disks IP netwarks Installation sources

Server Unit su1-se2 XenWM XenWM_Index_5: Configuration @
Name Henyh_Index_5 k4
Description 7
Operating system SUSE Linux Enterprize Server 11

Number of vCPUs 2 4
Main memory 3072 mMe k4
Keyhoard layout Garman k4
Graphics board para

Console password Mo A

The information displayed is described in the SE Manager help.
» Inthe list click on the Change icon by the setting which you wish to change.

A dialog box for changing the configuration setting opens.
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5.6.5.5 Managing devices of the XenVM

When they are created, XenVMs are already assigned a minimum basic configuration of
XenVM devices:

— One virtual disk

— One virtual DVD device if the installation is a standard installation (the guest system is
installed from an installation source on disk)

— Optional: one virtual Network Interface Card

You can adjust the assignment of XenVM devices to current requirements.

Disks tab

You assign disk storage space to a XenVM by means of a virtual disk. You configure the
virtual disk in a disk pool in which free storage space still exists. A disk pool makes available
its storage space, which is provided on physical disks (see section “Managing XenVM
devices on Server Unit x86” on page 163). You configure the first virtual disk of the XenVM
when you create the XenVM, see section “VM administration” on page 107.

» Select Systems — <unit> (SU<x86>) — Virtual machines — XenVM — <XenVM name>,
Disks tab.

Operation Configuration Disks IP netwarks Installation sources

Server Unit su1-se2 XenWM XenWM_Index_5: Virtual disks assigned @
Azsign virtual disk

Virtual disk Disk pool Size [MB] Virtual device Device humber Boot Accessible
Dxdd40_L0O171 Dxdd40_W017 20480 wda 51712 Yes Yes EAR ]

Total: 1

The Disks tab displays the virtual disks which are currently assigned to the XenVM. You can
assign a virtual disk, select the boot disk, change the capacity of an assigned disk or
remove a disk:
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Assigning another virtual disk

» Click Assign virtual disk (above the table). In the Assign virtual disk dialog box you specify
the device name and determine whether the disk is to be created or whether an existing
disk is to be used.

The assigned newly created or reused disk is immediately available on the XenVM with the
specified device name. A disk which already exists will, if necessary, also be used by other
XenVMs.

Select boot disk

By default the configured virtual disk becomes the boot disk when the XenVM is created. If
changes to the configuration mean that no boot disk is defined any more or if further disks
are available in addition to the boot disk, you can redefine the boot disk.

This action is only possible when the XenVM is in the STOPPED or STOPPED/INSTAL-
LATION status:

» Click Select boot disk (above the table). Select one of the virtual disks as the boot disk in
the Select boot disk dialog box.

The selected disk immediately becomes the boot disk. The next time the XenVM is started,
an attempt is made to load the operating system from this disk.

Increasing the capacity of a virtual disk

You can increase the size of a virtual disk as long as the associated disk pool has sufficient
storage space.

This action is only possible when the XenVM is in the STOPPED or
STOPPED/INSTALLATION status:

» Click the Change icon by the disk to be extended and specify the size of the additional
storage space (in MB).

If the specified value does not exceed the maximum value, the virtual disk is increased in
size by this value. The entry being rounded up to a value which is divisible by 4.

Too low a maximum value indicates that the disk pool does not have enough free storage
space. In this case first expand the disk pool.
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Removing virtual disks

You can remove a virtual disk from the configuration of the XenVM. The disk remains
available as a free virtual disk and can be used again on a different XenVM.

This action is independent of the status of the XenVM, i.e. also possible in the RUNNING
status.

» Click the Remove icon by the disk to be removed and confirm the action.

The virtual disk is immediately removed from the configuration of the XenVM. The disk is
displayed with the XenVM devices as a free virtual disk.

When you have removed the boot disk, you must define another disk as the boot disk before
you next start the XenVM.
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IP networks tab

When you create the XenVM, you can optionally configure a virtual Network Interface Card
to permit network access for the XenVM (see section “VM administration” on page 107).
The virtual Network Interface Card establishes the XenVM'’s network connection via a
virtual switch. You make virtual switches available as XenVM devices (see section
“‘Managing XenVM devices on Server Unit x86” on page 163).

» Select Systems — <unit> (SU<x86>) — Virtual machines — XenVM — <XenVM name>, IP
networks tab.

Operation Configuration Disks IP networks Installation sources
Server Unit su1-se2 XenWM XenWM_Index_5: Virtual HICs @
Add virtual NIC Management of virtual switches
Virtual NIC Virtual switch MAC address
1] exthrl (21 p2 pei, 22 p2 pei) 00:16:3E:2B:B3:63 v

Total: 1

The IP networks tab displays the configured virtual NICs of the XenVM. You can add or
remove a virtual NIC:

Add virtual NIC

» Click Add virtual NIC and enter the required settings in the Add virtual NIC dialog box.

The virtual Network Interface Card is configured immediately.

Removing a virtual NIC

You can remove a virtual Network Interface Card which is no longer required from the
configuration. In a fully virtualized guest system removal during ongoing operation may be
rejected in accordance with the installed VMDP drivers and a message to this effect issued.

» Click the Delete icon by the virtual Network Interface Card to be deleted and confirm the
action.

The virtual Network Interface Card is removed from the configuration. The MAC address
which was used is once more freely available.

Installation sources tab

When the XenVM is created, you specify an installation source from which the XenVM'’s
operating system is to be installed (see section “VM administration” on page 107). Possible
installation sources are available in the local library on the Server Unit (see section
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“Managing XenVM devices on Server Unit x86” on page 163). You must assign an instal-
lation source which is to be used for installing the XenVM to the XenVM as a virtual DVD
device.

» Select Systems — <unit> (SU<x86>) — Virtual machines — XenVM — <XenVM name>,
Installation sources tab.

Operation Configuration Disks IP netwarks Installation sources
Server Unit sul-se2 XenvM XenWVM_Index_5: Installation sources assigned @
Assign installation source Management of the installation sources
Installation source Virtual device Device number Accessible

Total: 0

The Installation sources tab displays the installation sources of the XenVM. During an instal-
lation process, the installation configuration file is also displayed if required. You can add,
replace or remove an installation source retroactively:

Assign installation source

The XenVM always boots from the installation source with the lowest virtual device number
(e.g. from hda or xvda). How the other installation sources are handled is decided by the
guest system.

» Click 4ssign installation source (above the table) and enter the required settings in the
Assign installation source dialog box.

The new installation source is immediately added to the installation sources of the XenVM.

Switching the installation source

You can only switch the installation source if you are using a fully virtualized guest system
(Windows or Other operating System). This action is possible during ongoing operation.

» Click the Switch icon by the installation source you wish to swap and select another
installation source from the list.

The new installation source is immediately added to the installation sources of the XenVM.
Access from the active guest system is immediately possible (e.g. for calling the setup to
install an application).

Removing an installation source

You can remove the assignment to the XenVM for an installation source which is no longer
to be used. This action is independent of the status of the XenVM, i.e. also possible in the
RUNNING status.
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» Click the Remove icon by the installation source you wish to remove and confirm the
action.

The assignment of the installation source to the virtual device of the XenVM is immediately
canceled. The virtual device can be used for new assignments. The installation source
remains available in the local library.
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6 Operating and managing systems on
Application Units

As arule an operating system of another vendor (Windows, Linux or Unix systems) runs on
an Application Unit. The scope of the setting and display options thus depends on the
operating system concerned. The operating system can also be used in Native mode on
the AU, on a guest system which was configured under HperV Windows Server on the AU,
or on a VM which was configured under VMware Sphere on the AU.

Application Units are displayed in the tree structure as <unit name>(4Uxx).

6.1 Operating a Native system

You operate a Native system using the Operation tab.
» In the tree structure select Systems — <unit name>(AU<model>), Operation tab.

The Operation tab opens (example for a Linux Red Hat System).

Operation

Application Unit abggaGD0: Status @
Host name abggablo

Status RUMMING

Serial number YLFW001002

Operating system Red Hat Enterprise Linux Server 6.4

Application Unit abggaG600: Operation @
iRMC Web GUI Open

Application Unit abggat600: Actions @
Action: Shutdown Execlte
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6.2

Opening the iRMC Web interface

» In the Operation tab click the Open tab by iRMC Web interface in the Operation group.

Booting or shutting down the system

The possible actions depend on the particular status of the system: If the system is running,
the Operation tab in the Actions group displays the text Shutdown. If the system is not
running, the text Boot is displayed.

» In the Actions group click Execute to shut down or boot the system.

Operating virtual machines
When an AU is operated, for example, with VMware vSphere, VMs can be configured. You
operate the VMs of an AU using the menu item Virtual machines.

As soon a VM has been configured, the tree structure below Systems — <unit name>(AUxx)
— Virtual machines is expanded by a VM-specific menu <VM name>.

Information on VMs

The VM overview tab provides information on the virtual machines which run on the AU
under VMware vSphere.

» Select Systems — <unit name>(AUxx) — Virtual machines, VM overview tab.

The VM overview tab displays the configured VMs.

Operating a VM

In the VM-specific menu you obtain detailed information on the VM and, if required, access
to the vCenter Web Client, in which you can operate the VM.

» In the tree structure select Systems — <unit name>(AUxx) — Virtual machines — <VM
name>.

The Information tab opens and in the VM <vm name> Status group displays the properties
and current status of the MV.
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6.3

The Operation group is displayed under the following conditions:

— A vCenter Server has been recognized for the AU with VMware vSphere. This VM
is displayed in the tree structure as <vm name> (vCenter).

— The vCenter Web Client is active on the vCenter Server.

» In the Operation group click Open vCenter Web Client.

The vCenter Web Client opens in a new window. After logging in successfully, you
obtain access there to manage the VMware hosts/systems.

Installing an operating system on an Application Unit

As administrator you manage the applications and the operating system on AUs.

When requested by the customer, an AU is configured on the vendor side and provided with
an operating system. In this case it is supplied preinstalled and the steps described below
are not required. It is also possible for the customer to reinstall the operating system in this
case.

Configuring the SAS/SATA Controller Card

The AU has a SAS/SATA RAID Controller with “MegaRAID functionality”. You can configure
the SAS/SATA RAID Controller either before installation with the LSI WebBIOS or during
installation with the ServerView Installation Manager. For basic RAID configurations the
ServerView Installation Manager can be used in the context of operating system instal-
lation.

The controller provides a separate utility for configuring the MegaRAID. Detailed
information on this subject is provided in the “LSI MegaRAID SAS Software”
manual [15].

Further information on modular RAID Controllers is provided in the “LSI Controllers
Modular RAID Controller” Installation Guide [16].

Descriptions of operating systems which are not contained in the controller manual
are provided in the corresponding Readme files on the driver CDs.

Configuring the integrated Remote Management Controller (iRMC)

The iRMC-LAN interface is already preconfigured for your administration LAN by the
vendor. This enables you to utilize all functions of the iRMC such as Advanced Video
Redirection (AVR) and Remote Storage for operating system installation.

If you want to use a configuration other than the preconfigured network configuration, adjust
the iRMC’s configuration accordingly.

U41855-J-2125-1-76 127



Installing an operating system on an Application Unit Systems on Application Units

You configure important server parameters such as the ASR&R settings (Automatic Server
Reconfiguration and Restart) and watchdog settings in the web interface of the Application
Unit's iRMC.

Further information is provided in the “iIRMC S2 - integrated Remote Management
Controller’ manual [12].

Configuration and operating system installation with the ServerView Installation
Manager

The ServerView Installation Manager which is contained on the enclosed ServerView Suite
DVD1 enables you to perform operating system installation and also to configure hardware-
specific parameters of the AU. This includes configuring settings with the ServerView
Configuration Manager and configuring the RAID Controller with the ServerView RAID
Manager.

You can read how you operate the ServerView Installation Manager and further information
in the associated manual [13].

Configuration and operating system installation without the ServerView Installation
Manager

In the case of manual installation without the ServerView Installation Manager you can
configure all aspects of server, RAID and operating system installation in accordance with
your requirements.

Configuring a RAID Controller

The SAS/SATA RAID Controller is configured with “MegaRAID functionality” using the
controller’s WebBIOS tool (see “Configuring the SAS/SATA Controller Card” on page 127).
Installing the operating system:

» Insert the CD/DVD/BD of the operating system which is to be installed.

» Restart the AU.

» Follow the instructions on the screen and those in the manual for the operating system.
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Installing ServerView agents and the ServerView RAID Manager

AUs are permanently monitored as part of the maintenance concept for SE servers;
hardware problems are reported to the Support Center.

ServerView agents and the ServerView RAID Manager must be installed in the Application
Unit's operating system to permit hardware monitoring.

» Install the ServerView agents and the ServerView RAID Manager. Use one of the
following options for this purpose:

— You can download the software from the internet by specifying the Application Unit’s
serial number: http.//support.ts.fujitsu.com, section Driver & Downloads. You will find
the two software packages under Server Management Software.

— You can install the software from ServerStart DVD1, which is supplied with the
Application Unit.

— You can install the software when the operating system is installed if you install the
operating system with the ServerView Installation Manager.

The associated installation instructions are provided in the Installation Guides for the
ServerView Operation Manager [14] and [15].

Configuring the network for the internal LAN and the administration LAN

AUs have two defined networks for the connection to the MU and for administration:

e The internal SE server network (connection to the MU for status monitoring and for
Customer Support purposes)

e The administration network

Configure these networks when you install the operating system.

Identifying the eth interfaces of the AU

When you configure the LAN address in the management network on the AU, first
determine which eth interface is provided for the management network.

You can determine the assignment of the eth interfaces to the port by comparing the MAC
addresses. Use the following resources for this purpose:

e The ID card which is located at the front of the AU. On this you will find the MAC
addresses for LAN A (which corresponds to Port 1) and LAN B (which corresponds to
Port 2).

e An operating-system-specific command/tool (e.g. ifconfig. under Linux) which displays
the MAC address of the corresponding port for every eth interface.

U41855-J-2125-1-76 129



Installing an operating system on an Application Unit Systems on Application Units

Configure the internal LAN on Port 1 and the administration LAN on Port 2.

Further information on LAN port assignment is provided in the “Additive Components”
Operating Manual [4].

Configuring LAN interfaces

You configure the interfaces identified for the management network using Linux resources
with the appropriate IP addresses, subnetwork masks, and gateways.

You configure the IP address in the management network in accordance with your admin-
istration network, as defined with Customer Support in the installation checklist.

There is also an option of connecting an AU to the internal data networks
(DANPRnNN) or external data networks (DANPUnNN). Ask your Customer Support
staff for details.
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7 Managing applications

You manage applications using the Applications menu in the tree structure:

[~] Appiications

=l Applications
BS2000 Backup Monitor
openlUTh WWebAdmin
ROBAR
User-defined applications

Overview of all applications of the SE server

» Select Applications — Overview in the tree structure. The Overview tab opens.

Overview
SE management applications @
Mame Description

BS2000 Backup Monitor — Backup Monitor for HSMS and FDDREL in BS2000
openUTh WebAdmin openUTh-Server Administration

ROBAR ROBAR-SY Server
Total: 3
User-defined management applications @
Mame Description Unit System
ABC defde test test testd
Fujitsulntranet
SE Manager SETO0 EM-2 ML
Total: 3
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71

711

The application list consists of two groups:
e SE management applications are fully integrated into the SE Manager.

e User-defined management applications are opened in a new window or tab in the
browser

SE Management applications

SE Management applications execute on the Management Units and are fully integrated
into the SE Manager. For details, see section “Management applications”.

The following SE Management application is currently integrated:

e BS2000 Backup Monitor

The following SE Management applications can be integrated:

e openUTM WebAdmin

e ROBAR

openUTM WebAdmin and ROBAR are chargeable products, each with its own online help.

BS2000 Backup Monitor

The BS2000 Backup Monitor monitors backup requests which have been submitted in the
BS2000 systems of the SE server using the software products HSMS and FDDRL. Whether
or which information of a BS2000 system is transferred to the BS2000 Backup Monitor is

controlled by an HSMS or FDDRL parameter.
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» Select Applications — BS2000 Backup Monitor — Overview, Overview tab.

Overview Requests

BS2000 Backup Requests Overview

Get requests
Host name HSMS Request State FDDRL Request State
ACCEPTED STARTED  INTERRUP.. COMPLETED COMPLETED COMPLETED ACCEPTED STARTED  COMPLETED COMPLETED
VWARNINGS  ERRORS OK ERRORS
Total - B -
ABGSE211 z 9
ABGSE216 E
ABGSE21T S
RBGSE21A A
ABGSE21B S
ABGSE21C .
ABGSEZTE z s
ABGSE21F S
ABGSE308 S
DO017ZE4D z
Mumber of requests: 0 Mumber of hosts: 10

In the Overview tab you can call and delete requests.

» The Requests tab provides you with detailed information on the various requests and,
when necessary, enables you to display the report file.

7.1.2 openUTM WebAdmin

openUTM WebAdmin enables you to manage openUTM applications on the SE server.
openUTM WebAdmin has its own online help.

» Select Applications — openUTM WebAdmin.
The Overview tab displays the homepage Home of openUTM WebAdmin.

Home
fiii Collections Q)
Refresh Data
Name Group UTM Applications Remark
Filter Alf x| [ar x| [ar d|
e 1 ﬁ =AIlUTHM Application =all= Contains all UTM applications from the
e ﬁ geg-hs2000 michael GEGUTMD / DO1BZEDS, QTESTHHA T DI
® ﬁ geg-unix michael GEGOY i MCHUTMEA, GEGOT fMCHOOE

Mumber of Collections: 3

The menus of openUTM WebAdmin are displayed in the tree structure.

» SE Manager in the tree structure returns you to the SE Manager.
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7.1.3 ROBAR
You use the ROBAR-SV Manager to manage ROBAR-SV instances on the SE server. The
ROBAR-SV Manager has its own online help.
» Select Applications — ROBAR.
The Overview tab displays all ROBAR-SV instances.

Overview
ROBAR-SY Instances @
Upload configurstion file

Create newy instance

Name Interface Connection Instance Status  Connection Status Action
Fiiter Aif x| Fiter Aif = A |

sci meise conf  ABBA 172.17.37.75,9058 RUMMIMNG » E___@ y @
sci meisey conf  ABBA 17217.37.75,9059 STOPPED » @
sCi meisey s ABBA 172.17.37.75,9058 STOPPED b @
Sti_meise s ABBA 17217.37.75,9058 DEFIMED by B
sci star conf ABBA 172.17.36.133,9054 DEFIMED b &
fink conf ABBA 172.17.38.128,8058 DEFIMED by B
sci 115 conf ABBA 172.17.35.47 3000 DEFIMED b &
Soi 125 conf SCEl 3500308c001415800 DEFIMED by B
sci 156 conf SCEl 1ADIC_ADCO245B03_LLD DEFIMED b &
sci 154 conf SCEl TADIC_ADCO0245B03_LLA DEFIMED by B

Mumber of Instances: 10

In this tab you can upload a configuration file, select and edit the configuration file of an
instance, generate a new ROBAR-SV instance or delete ROBAR-SV instances.

The menus of the ROBAR-SV instances and of the ROBAR-SV management are
displayed in the tree structure.

» SE Manager in the tree structure returns you to the SE Manager.
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7.2 Managing user-defined management applications

When required, you can integrate the link to the web interface of a user-defined
management application into the SE Manager. This enables you to switch directly from the
SE Manager to an application. Each application opens in a separate tab or window in the
browser.

» Select Applications — User-defined management applications, Administration tab.

The Administration tab displays the list of the user-defined management applications
which are integrated into the SE Manager.

Administration

User-defined management applications @

Link user-defined management application

Mame and description URL Unit System

ABC (i) httpsintranetts fujitsu.comfintranet... test3 testd ,? v
Fujitsulntranet hitp=fintranet.ts fujitsu. comiintranets.. - = ,? v
abgse2mul (L) hitps:fabgse2mulisemiappiuserad.. MU1 - EAE

Total: 3

» The Change and Remove icons enable you to change application properties (e.g. a URL)
or remove the link to an application from the SE Manager.

»  Link user-defined management applications enables you to integrate further applications
into the SE Manager.

U41855-J-2125-1-76 135



Managing user-defined management applications Managing applications

136 U41855-J-2125-1-76



8 Monitoring performance

The openSM2 Performance Monitor can be integrated into the SE Manager. This enables
the performance of the Server Units and the systems running on them to be monitored
centrally using the SE Manager. openSM2 is optional and chargeable.

» Inthe tree structure click Performance. The openSM2 Manager's homepage opens.. The

layout is the same as the layout of the SE Manager.

=| openSM2 Manager

tanagement Unit (abgse2mu)

() sE Manager

Q views

Overviews
Repart views

P systemns

+- Systemn groups
+- Other systems

ﬁ Settings

Wy Administration

Systems Systermn properies

Server systems

Alarm messages

Showing 1to 10 of 26 entries Page 1 of 3 [I]
System System type CPU
Svystarm Systerm fipe j Fror

abgse2mul Linux
ABGSE217 BS2000
su1-5e2 ®2000

Storage systems

Showing 110 8 of 3 entries Page 1 of 1
System Model
Svystarm Modtal

Eternus+4621348004
Eternus+4621347002
Eternus+4541142001

STORMAM_STORAGE_MODEL_ETERMNUE
STORMAM_STORAGE_MODEL_ETERMNUE
STORMAN_STORAGE_MODEL_ETERNUS

» You use the tree structure and tabs of openSM2 to call the functions of openSM2.

» SE Manager in the tree structure returns you to the SE Manager.

U41855-J-2125-1-76

137



Monitoring performance

138 U41855-J-2125-1-76



9 Managing devices

You manage the devices of the SE server using the Devices menu in the tree structure. The
example below shows an SE700:

L} Devices

= ABGSEZ11 (U700
BS2000 devices

= su1-se2 (513007
BS2000 devices
eny'M devices

The devices are managed on an SU-specific basis:
— BS2000 devices
— XenVM devices (exist only on an SU x86, in the example SU300)
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9.1

9.11

Managing BS2000 devices

For an SU x86 you manage BS2000 devices via the SU itself (menu item BS2000 devices).
Detailed information is provided in the sections on disks, LAN devices, KVP, and tape
devices.

A few special aspects apply for an SU /390, see Device management on Server Unit /390.

Device addresses

Mnemonic and unit ID

In BS2000 devices are identified and addressed by means of their mnemonic name. The
mnemonic name is known as mnemonic for short and abbreviated to MN (in BS2000
sometimes also abbreviated with MNEM).

Example

On the BS2000 console an emulated tape drive with the mnemonic AF is addressed in
the /ISHOW-DEVICE-STATUS and /ATTACH-DEVICE commands:

/SHOW-DEVICE-STATUS AF

% MNEM DEV-TYPE CONF-STATE POOL VSN DEV-A PHASE ACTION

% AF BM1662FS DETACHED SW FREE NO ACTION
/ATTACH-DEVICE AF

% MSG-000.165608 7% NKR0O042 'DEVICE =AF': ATTACH ACCEPTED
%XAAE-000.165608 7% NKRO116 ASSIGN FOR 'DEVICE=AF' IN PROCESS
% MSG-000.165608 % NKRO110 'DEVICE =AF' ATTACHED AND ASSIGNED

! UCO-000.165608 % NBRO740 COMMAND COMPLETED 'ATTACH-DEVICE'; (RESULT:
SC2=000, SC1=000, MC=CMD0001); DATE: 2015-01-09

/SHOW-DEVICE-STATUS AF

+XAAD MNEM DEV-TYPE CONF-STATE POOL VSN DEV-A PHASE ACTION
+XAAD AF BM1662FS ATTACHED SW FREE NO ACTION

Tape drive AF is initially in the (CONF-STATE) DETACHED status; it is then success-
fully attached using the /ATTACH-DEVICE command. The second command, /SHOW-
DEVICE-STATUS, shows the new status.

With the exception of disks and real tape devices, the devices visible to BS2000 on an SU
/390 are emulated devices and not directly the real devices. On an SU x86 this applies for
all devices. The following designation is more precise then "emulated devices": BS2000
emulations of the real devices.
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The device address must be specified when an emulated device is configured in BS2000.
The names in BS2000 for the channel path identifier and unit address are Host Connector
and Unit ID, with Unit ID corresponding to the host LUN.

Device address
BS2000 X2000 / SU /390 Periphery
Channel path identifier Host Connector -
Logical unit number Unit ID in X2000 or Host LUN or LUN
LUN on SU /390 (LUN = Logical Unit Number)

For information on device addresses in BS2000, please also refer to the “System Instal-
lation” manual [8].

When a device is generated for BS2000, the following details are required in addition to the
type-specific data:

Unit ID on SU x86 or LUN on SU /390

Possible values:

— Unit ID: hexadecimal, two digits in the range 00 through FF
— LUN: 0000 through FFFF

All values are functionally equivalent.

Mnemonic

Possible values:

— alphanumeric, two characters (character set: digits and letters)

— hexadecimal, four characters (character set: numbers from 1000 through FFFF)
The mnemonics can be selected in such a way that every customer-specific naming
schema is supported. On an MU no check is made to see whether the specification

matches the mnemonic configured in BS2000. To prevent misunderstandings, they

should be identical.

Any combination of the possible values is allowed.
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9.1.2 Device management on Server Unit /390

9.1.2.1

On the SU /390, all the devices which are used must be generated in the IORSF. One or
more IORSEF files are stored in the SVP. One IORSF file is used for the IPL. This is the
"current" IORSF file.

KVP devices, LAN devices, and emulated tape devices of the SU /390 are emulated on the
MU. ZASLAN devices of the SU /390 are emulated on the HNC. However, the relevant
devices must always also be generated in the current IORSF.

Apart from the devices which are emulated on the MU or HNC, further devices, namely
disks and real tape devices, exist in BS2000.

For devices which are emulated on the MU, the Host Connector is always 00. For devices
which are emulated on the HNS, the Host Connector is 00 or 01.

Channel 00 is a FICON channel. FC-SCSI channels have a CHPID > 02.

There are no device licenses. LUNs 0000 through FFFF can be used without restriction for
configuring devices irrespective of the type.

Information on the generated BS2000 devices of the SU /390 is displayed when the data of
the current IORSF file is available.

Predefined BS2000 devices
The following BS2000 devices are predefined for the SU /390:

Type MN HC LUN Details
KVP C2_C3 00 C3_C4 |Name: HVO
LOCLAN CC80_cCcC81 00 80_81 Name: MANLO1
IP address: 192.168.138.21
Address space: 192.168.138.xx
CDROM TO 00 60 Real CDROM drive
EMFILE T 00 61 emfile0061
In the case of MU redundancy on MU2:
KVP C4_C5 00 C3_C4 |Name: HVO
LOCLAN CD80_CD81 00 80_81 Name: MANLO1
IP address: 192.168.139.21
Address space: 192.168.139.xx
CDROM TA 00 60 Real CDROM drive
EMFILE B 00 61 emfile0061

Table 4: Predefined BS2000 devices on SU /390 (MU)
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On the HNC the following BS2000 devices are predefined for the SU /390:

Type MN HC LUN Details
LOCLAN - - -

Address space: 192.168.151.xx

ZASLAN CC40_CcC41 00 40_41 Name: MCNPR
Slot: s2 p0 pci

In the case of HNC redundancy on HNC2:
LOCLAN - - -

Address space: 192.168.152.xx

ZASLAN CD40_CD41 00 40_41 Name: MCNPR
Slot: s2 p0 pci

Table 5: Predefined BS2000 devices on SU /390 (HNC)

9.1.2.2 Device connection via Management Unit and HNC

When a device is added, in the first step the MU or HNC on which the device is emulated
must be specified:

e You can manage (add, change, remove) LAN devices (ZASLAN and LOCLAN) of an
SU /390 via the HNC, see, for example, “Add new LAN device” on page 155.

e You can manage KVPs, LAN devices (LOCLAN), and emulated tape devices via the
MU.

Details are provided in the sections below:
e “Adding a new KVP” on page 152

e “‘Removing a KVP” on page 152

e “Add new LAN device” on page 155

e “Adding a LAN device” on page 155

e “Add new tape device” on page 157

e “‘Remove tape device” on page 157
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9.1.2.3 Configuration in IORSF files

» Select Devices — <unit>(SU</390>), IORSF files tab.

IORSF files
Server Unit ABGSE211: I0RSF files G
Update IORSF file list
No. File {description} Date Active  Planned Transf.
0 SUT0000TSUT00-29001 fDISK DET. DXE00-AEMDERUNG F13.11.14 2014-12-02 13:37:50 [© - =2 -
1 SUTD000TSUTO0-28001 f 2.MU, KANALAENDERUNGEM, 2.HMC [20.04.15 2015-04-21 09:45:37 W ~ ~ z
2 5UT00001SUT00-28001 F MU AN CHM 40 UND HNC AN CHM 41 703.02.148 2015-02-04 16:41:82 [ r 72 <
3 BUTO0DO01SUTO0-23001 f DX440-05 KEL, MU AM GHN 40711.0215 2015-02-11 10:28:23 [ r 17 e
4 GUTO0-6 EM-2 29001 KEIN KANALD 14.05. 2014 2014-05-14 10:28:34 [ r ~ -
5 SUTOD100I0CORF SUTO0-1 AB SUT00100-8.12.14 2014-12-09 13:00:48 T r ~ <
B TYPE-1)I0 INITIAL PATTERN CH#00=CVC DATE D2/OCTIZ013 13/08/25v10L48 2014-03-16 09:48:30 [ - - s
T TYPE-13I0 INITIAL PATTERN CH#00=FCh DATE 020CTI2013 13/08/25410L48 2014-03-14 151748 [ r r -
Total: &

The IORSF files tab provides information about the IORSF files which are available on the

MU.

» Click Update file list to display the IORSF files which are currently available on the SVP.

For the active IORSF file which was used for IPL you must explicitly initiate an update
again so that the current data is available on the MU and the generated devices can be

displayed.

» By the current IORSF file, click the Update icon.
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9.1.3

9.1.31

9.1.3.2

Device management on Server Unit x86

On an SU x86 all the BS2000 devices (disks, KVP, LAN devices, tape devices) are
emulated in X2000.

The devices are managed on the SU x86 concerned.

When devices are added, device licenses may need to be taken into account.

Predefined BS2000 devices
The following BS2000 devices are predefined for the SU /390 on the SU x86:

Type MN HC UnitID |Details
Disk DO 00 08 Internal disk; generated as standby pubset
KVP Z0_Z1 00 04_05 |Name: HVO

LOCLAN CC80_CC81 0C 80_81 Name: MANLO1
Address: 192.168.138.21
Address space: 192.168.138.xx

ZASLAN CC40_CC41 0C 40_41 Name: MCNPR

Slot: s1 p0 pci
CDROM CD 00 CD Real CDROM drive
EMFILE EF 00 EF emfile00ef

Table 6: Predefined BS2000 devices on SU /390 (MU)

Connection of peripheral devices

When BS2000 devices which reside on peripheral devices (disks, tapes) are configured, as
a rule not only the X2000 level plays a role, but also other levels.

The various levels are explained on the basis of an example of a connected (via
FibreChannel) disk storage system:

e The BS2000 disks are mapped on Linux disks.
e The Linux disks are operated via one or more FibreChannel HBAs (Host Bus Adapters).

e The SU x86 is connected to the disk storage system either directly or via a
FibreChannel switch.
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SU x86 Instance Level Task/explanation Configuration example
BS2000 MN 2000
X2000 4 Assignment of BS2000 MN 2000 : /xemp<serial#><lun>

device to Linux device

Multipath 3 path administration , Ixemp<serial#><lun> —
mapping to physical device 0: wwn 50:06:04:...59
and assignment to WWPN  und

of the storage system 1: wwn 50:06:04:...46

0 1

| | o ______

. . Switch 2  Zoning
Switch | Switch Visability of ports

[ [ e
FC_ 4A FC_ 5'6_‘ FC adapter 1 Assignment from LUN to 4A : lun 000 — logical volume 010
50:06: | 50:06: logical device # 5A - lun 000 — logical volume 010
04: 59 | 04-. 46 ogical device :lun — logical volume

<serial#> |

Figure 12: Device configuration on an SU x86 taking a disk storage system as an example

FibreChannel-connected BS2000 disks on an SU x86 must be configured at Storage(1),
Switch(2) and X2000(4) levels. No special configuration is necessary at Multipath(3) level.
However, it is necessary for Multipath to know the connected devices. For this purpose
Customer Support can scan the devices, if required. When an operational interruption is
acceptable, you can as an alternative reboot the Server Unit.

e Storage level
The settings in the storage system should be made by a qualified technician.

e FibreChannel switch
The zone is set in the FibreChannel switch.

e X2000

Use the SE Manager to configure the disks of the storage system as BS2000 disks of
the SU x86. Customer Support must partition disks of the type D3475-8F up front. If
disks of the type D3475-8F are taken over from an SX server, they retain the Solaris
label (for reasons of compatibility).
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9.1.4 Managing disks

9.1.4.1

Disks of the type 8F (D3475-8F) or A5 (D3435) are connected to an SE server. The disks
are connected either internally (within the SE server) or externally (in other storage systems
or cabinets).

The cabinets which accommodate the disks correspond to the disk storage systems. Each
external disk storage system consists of a cabinet of its own; internal disk storage systems
together form one cabinet (scsi). The name of the cabinet is part of the device node.

For the Server Units, the Disks tab offers the following functionality for managing disks.
Functions above and beyond the displaying of disks are only available for the Server Unit
x86.

Displaying generated disks on Server Unit /390

The devices are displayed only if the active IORSF file has the status "File trans-
ferred".

» Select Devices — <unit> (SU</390>) — BS2000 devices, Disks tab.

Disks KR LAN Tape devices

Server Unit ABGSE211: Disks (IORSF file: #1, 2015.04-21 09:45:37) @
1t032 0f 43772 Page 1 of 1368 E]E] Gotopage 1 E] Perpage 32 j
MN + CHPID Unit ID WWPN Type PV
Fiiter Fiiter Fiiter Fiiter A x| ax =l
2000 oF oo 50:00:00:E0:D4:00:04:80 A5 - [=
2000 43 oo 50:00:00:E0:04:00:04:94 A5
2001 oF 01 50:00:00:E0:D4:00:04:80 A5
2001 43 01 50:00:00:E0:04:00:04:94 A5
2002 oF 0z 50:00:00:E0:D4:00:04:80 A5
2002 43 02 50:00:00:E0:04:00:04:94 A5
2003 oF 03 50:00:00:E0:D4:00:04:80 A5
2003 43 03 50:00:00:E0:04:00:04:94 A5
2004 oF 04 50:00:00:E0:D4:00:04:80 A5
2004 43 04 50:00:00:E0:04:00:04:94 A5

The Disks tab provides information about the BS2000 disks which are configured in the
active IORSF file. Depending on the scope of the settings, the table can be spread over
several pages. You can scroll in the table and change the settings. You can reduce the
content of extensive tables by selecting filter criteria.
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9.1.4.2 Managing disks on Server Unit x86

Displaying disks

» Select Devices — <unit> (SU<x86>) — BS2000 devices, Disks tab.

Disks

Server Unit su1-se2: Tape devices

KvP i

Add new tape device

LaN

Tape devices

MN HC Unit ID_ Type Model VSN Details Size [KB]

Fifter  Fiter  Fitter | All ﬂ A ﬂFﬂf?ﬂF Fliter Fifter

TF11 TF " NTTARE TAPE-U4 = 200100081113281&-Lib ]
7F12 7F 22 NTTAPE TAPE-U4 2004000e1113281a-Lib 3
80 T 80 MKTAPE TAPE-C4 00c8167d-Lun0300 ]
82 77 82 MKTAPE TAPE-C4 00c8167d-Lun0302 3
83 T 83 MKTAPE TAPE-C4 00c8167d-Lun0303 ]
84 77 84 MKTAPE TAPE-C4 00c8167d-Lun0304 3
85 T 85 MKTAPE TAPE-C4 00c8167d-Lun0305 ]
86 77 86 MKTAPE TAPE-C4 00c8167d-Lun0308 3
Anot 72 01 NTTARE TAPE-UB 500308c08758e084 ]
ADDB T2 0B NTTAPE TAPE-US 500308c001415007 3
ADED 77 oo NTTARE TAPE-U4 50030864787d0130 ]
ADET 77 01 NTTAPE TAPE-U4 50030864787d0131 3
ADE2 77 02 NTTARE TAPE-U4 50030864787d0132 ]
ADE3 77 03 NTTAPE TAPE-U4 50030864787d0133 3
ADE4 7T 04 NTTARE TAPE-U4 50030B864787d0134 ]
ADES 77 05 NTTAPE TAPE-U4 50030864787d0135 3
ADEE 77 06 NTTARE TAPE-U4 50030864787d0138 ]
ADET 7T 07 NTTAPE TAPE-U4 50030864787d0137 3
ADEB 77 o8 MKTAPE TAPE-C4 00c4787d-Lun0138 ]
ADES 7T ik} MKTAPE TAPE-C4 00c4787d-Lun0133 3

anca

77

na

MLTADE

TapE.ra

ANEATATAL a1 22

The Disks tab displays the configured BS2000 disks. Depending on the scope of the
settings, the table can be spread over several pages. You can scroll in the table and change
the settings. You can reduce the content of extensive tables by selecting filter criteria.

The following options are available to you:

Add new BS2000 disk
» Click Add new disk.

In the Add new BS2000 disk wizard you can specify the required properties of the BS2000
disk step by step.

Updating BS2000 data

» Click the Update BS2000 data icon and confirm the action.
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Remove disk

The following requirements must already be satisfied:

— The disk must be out of service as a BS2000 device in order to prevent data
loss (/EXPORT-PUBSET and /DETACH-DEVICE commands).

— In VM2000 mode the disk may not be assigned to a VM.

» By the required disk, click the Remove icon and confirm the action.
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9.1.5 Removing KVP devices

A KVP (console distribution program) with the name HV0 is preconfigured on the MU and
SU x86 (see table 4 on page 142 and table 6 on page 145). You can delete the existing KVP
and then define a new one with different values.

BS2000 sees a KVP as two (emulated) KVP devices (or a device pair) which are identified
by their mnemonic names.

For VM2000 mode it is necessary to define at least one KVP per VM. By default HV0 is the
monitor system's KVP.

Access to a BS2000 console always takes place via the KVP and the home account. An
operator requires an individual right for access. For information on this, see section
“Opening the BS2000 console and dialog window” on page 93.

Recommendation:
Define precisely one KVP for each VM (in the case of SU /390 for each MU).
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» Select Devices — <unit> (SU<model>) — BS2000 devices, KVP tab.

Disks KvP LAN Tape devices

+ Server Unit ABGSE211: KVP devices (IORSF file: #1, 2015-04-21 09:45:37) @
A nesw KYP
MH HC LUN CHPID Type Mame Color Unit Unit type
Fiiter Fitter Fitter  Fiter | All = |Fitter Aif =lan =]
c2_c3 oo C3_C4 40 kWP Hv0 abgse2mul hil) Ean
C4_Ch oa C3_C4 09 kWP Hv0 abgse2mu? hl) 79
ChE_CT oo AD_A1 40 kWP Whi2 abgse2mul hil) Ean
cBe_co oa A2_A3 40 kWP Whi3 abgse2mul hl) 79
CA A oo A4 A5 4N KyP i ahnge2mul hL) o
E2_E3 oa oo_o1 - kWP WRE abgse2mu? hl) 79
Total: 32
+ Server Unit ABGSE211: KVP logging @

KVP | HYD (abgse2mul | |

Humber File name File size [Bytes]

1 KWYPLOG HY0.150528.000528 280,555 @
2 KYPLOG HY0.150527.001029.hz2 13,466 @
3 KYPLOG HY0.150526.005420.hz2 3,396 @
21 KYPLOG HY0,150509.00021 2 hz2 621 @ [
22 KYPLOG HY0.150508.143050.hz2 4553 @® )

Total: 22

The KVP tab with the groups KVP devices (or KVPs in the case of SU x86) and KVP logging
opens. When expanded, the groups display a table containing the current KVPs and the
logging files of the selected KVPs (see section “Removing KVP devices” on page 153).
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Information on the generated KVP devices on SU /390

The devices are displayed only if the IORSF file has the status "File transferred".

— Entries of the type IORSF display devices which are generated exclusively in
the IORSF.

— Entries of the type KVP display the KVP devices already defined. If the KVP is
also generated in the IORSF, a valid channel path identifier is displayed under
CHPID. Otherwise only a warning icon is displayed under CHPID, and the
device must still be generated (in BS2000 with /ADD-IO-UNIT).

The KVP tab offers the following functionality for managing KVPs:

Adding a new KVP
The KVP is created by this action.
» In the group KVP devices (or KVPs in the case of SU x86) click Add new KVP.
In the Add KVP wizard you can specify the required properties of the KVP step by step.

Changing the color of a KVP

With this action you define the color for the console window's frame. This enables a number
of opened console windows to be distinguished just by their frame color.

» Inthe group KVP devices (or KVPs in the case of SU x86) click on the Change icon by the
required KVP and select a new color code.
Removing a KVP

When the KVP is removed, the associated KVP logging files are also deleted. The
history of the BS2000 systems is then no longer complete.

» Inthe group KVP devices (or KVPs in the case of SU x86) click on the Remove icon by the
required KVP and confirm the action.
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Displaying KVP logging file selectively

As access is possible to all KVPs, files of a KVP whose assignment to a BS2000

guest system has already been deleted can still be displayed. This also permits the
BS2000 history of BS2000 guest systems which have already been deleted to be
traced if necessary.

Only the KVP assignment is displayed, not the VM assignment, because a different
VM assignment may have been valid in a previous session.

You can also view the log files of a KVP which is not assigned to any BS2000
system (e.g. because the latter has already been deleted). This enables you to
access all logs of all KVPs of this Unit

» Inthe KVP logging group select the required KVP from the KVP list.

The KVP logging files which exist for this KVP are listed. The Display icon opens the
Display KVP logging file selectively dialog box in which you can define the view of the
content of the KVPLOG file to be displayed.

The logging records are displayed in a separate window.

Downloading the KVP logging file

» Inthe KVP logging group select the required KVP from the KVP list. Click the Download
icon by the required KVP logging file. Enter the path and file names in the system-
specific Explorer window and save the file.
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9.1.6 Managing LAN devices

An SU /390's BS2000 system is integrated into a LAN via ZASLAN and LOCLAN, the MU
permitting the connection via LOCLAN and the HNC via ZASLAN and LOCLAN.

An SU x86's BS2000 system is integrated into a LAN via ZASLAN, LOCLAN, and BRGLAN.

From the BS2000 viewpoint, a LAN device is always a device pair.

For VM2000 mode it is necessary to define at least one LOCLAN device per VM.

Recommendation:

In VM2000 mode define precisely one LOCLAN device for each VM (in the case of
SU /390 for each MU).

» In the tree structure select Devices — <unit> (SU<model>) — BS2000 devices, LAN tab.

Disks | KVP | LAN | Tapedeiices
Server Unit ABGSE211: LAN devices (IORSFfile: #1, 2015-04-21 09:45:37) @
Add new LAN device
MN HC LUN  CHPID Type Details BS2IP address | BS2 MAC address  Unit Unittype
Fifter Filler Filer Fiter Al | Fiver Filter Filter Al lar =l
LOCLAN  HNC 18216815112  DADD1410BOFF  hncl-se3 HNE i’
LOCLAN  HNC 192.168.15212  OADD410O0FF  hne2-sel HMC
LOCLAN  HNC 102.168.15312  OADD:141 DADFF  hned-sel HRC
LOCLAM  M2000 10216812812 OA00410A0FF  abgse2mul MU
LOCLAN  M2000 19216812012 0A00:14:10:20FF  abgse2mul MU
AA_RB 00 0ADB - LOCLAM  MANLOMT 102.168.120.200 OAD01410:2008  abgse2mu? MU »
CBOO_CBOT 00 80_81 08 ZASLAN 1 p2pei 0019:00:9C:76B0  hne2-se2 HNC »
CBOZ_CBO3 00 82,83 08 ZASLAN 51 p2pei 00:19:99:9C: 7681 hne2-se2 HNE b
CBO4_CBO5 00 84,85 08 ZASLAN 51 pZpei 0019:99:9C:76B2  hneZ-sel HNC »
CBOG_CBO7 00 86,87 08  ZASLAN 1 pZpei 0019:99:9C:76B3  hncZ-se2 HRG »
CBOS_CBOS 00 88,89 08 ZASLAN  s1p3pei 0019:99:9C76B4  hneZ-sel HRG »
CBOA_CBOB 00 8A8B 08 ZASLAN  s1p3pei 0019:99:9C:76BS  hneZ-sel HRG »
CBOC_CBOD 00 8C_8D 08 ZASLAN  s1p3pel 0019:99:9C 7686 hne2-sel HG »
CBOE_CBOF 00 8E_8F 08 ZASLAN  s1p3pel 001999:8C76B7  hnc2-se2 HNC »
CAIO 81 08 IORSF =
Total: 417

The LAN tab lists the configured LAN devices.
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Information on the generated LAN devices on SU /390

The devices are displayed only if the IORSF file has the status "File transferred".

— Entries of the type IORSF display devices which are generated exclusively in
the IORSF.

— Entries of the type LOCLAN and ZASLAN display the LAN devices already
defined. If the device is also generated in the IORSF, a valid channel path
identifier is displayed under CHPID. Otherwise only a warning icon is displayed
under CHPID, and the device must still be generated (in BS2000 with /ADD-10O-
UNIT).

The LAN tab offers the following functionality for managing the LAN devices:

Add new LAN device

» Click Add new LAN device.
In the Add LAN device wizard you can specify the required properties of the LAN device
step by step.

Adding a LAN device

» Click the Remove icon by the required LAN device and confirm the action.

U41855-J-2125-1-76 155



Managing BS2000 devices Managing devices

9.1.7 Managing tape devices

The Tape devices tab offers the following functionality for managing tape devices.
» Select Devices — <unit name> (SU<model>) — BS2000 devices, Tape devices tab.
Example for SU x86:

Disks | KWP | LANM | Tape devices

Server Unit su1-se2: Tape devices @

Add newy tape device

MN HC UnitID_ Type Model VSN Details Size [KB]

Fiibler  Filter  Flter | ANl j Alf jFIIter Fiiter Fiiter

TF11 T7F " NTTAPE TAPE-U4 - 2001000e1113281a-Lib - y —
TF22 T7F 22 NTTAPE TAPE-U4 - 2004000e1113281a-Lib »
80 77 80 MKTAPE TAPE-C4 - 00c8167d-Lun0300 »
82 7 82 MKTAPE TAPE-C4 - 00cB8167d-Lun0302 »
83 77 83 MKTAPE TAPE-C4 - 00c8167d-Lun0303

Example for SU /390

Disks | KWP | LANM | Tape devices

Server Unit ABGSE211: Tape devices (IORSF file: #1, 2015-04-21 09:45:37) @

Add newy tape device

MN  HC LUN [CHPID Type Code  Details Size [KB] _ Unit Unit type

Filter ~ Fitter Fitter Fitter | Aif =l an x| Fiter Fiiter Aif =lan =]

10 - 00 18  IORSF 4 10:00:00:00:C8:55:AB:52 - 2
11 -om 18 IORSF 4 10:00:00:00:C8:55:48:52 - - -

12 - 02 18  IORSF 4 10:00:00:00:C8:55:AB:52

13 - 03 18  IORSF 4 10:00:00:00:C8:55:48:52

14 - 04 18  IORSF 4 10:00:00:00:C8:55:AB:52

16 - 05 18  IORSF 4 10:00:00:00:C8:55:48:52

The Tape devices tab lists the configured tape devices. EMFILEs without a tape assignment
are displayed with the type DATA.
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@ Information on the generated tape devices on SU /390

The devices are displayed only if the IORSF file has the status "File transferred".

— Entries of the type IORSF display devices which are generated exclusively in
the IORSF.

— Entries of the type EMFILE, CDROM, and DATA display the emulated tape
devices already defined. If the device is also generated in the IORSF, a valid
channel path identifier is displayed under CHPID. Otherwise only a warning
icon is displayed under CHPID, and the device must still be generated (in
BS2000 with /ADD-IO-UNIT).

The Tape devices tab offers the following functionality for managing the tape devices:

Add new tape device

» Click Add new tape device.
In the Add tape device wizard you can specify the required properties of the tape device
step by step.

Remove tape device

» Click the Remove icon in the row with the required tape device and confirm the action.
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9.1.7.1

Emulated tape devices

You manage emulated tape devices using the Tape devices tab of the SU /390 or SU x86,
see “Example for SU x86:” on page 156.

The SE Manager supports the configuration of emulated tape devices. Emulation enables
BS2000 tapes to be presented either as files in the Linux file system (EMFILES) or as files
on CD or DVD (CDROM files). This permits data exchange between BS2000 systems by
means of compatible EMFILEs or CDROM files. With the help of the EMFILEs/CDROM
files, you can, for example, read in BS2000 correction packages from CD or DVD or transfer
files containing diagnostic data by means of CD, DVD or LAN. Another possible application
is exporting BS2000 data temporarily to the Linux file system.

It is also possible to write CDROM files directly to a CD/DVD medium on the SU x86's
integrated DVD burner. For the SU /390 this can be done on the MU's integrated DVD
burner.

Data CDs and DVDs written in ISO9660 or UDF format and containing precisely one file
with the name emfile are supported.

You can replace EMFILEs/CDROM files with EMFILEs/CDROM files of other
servers (SQ servers). The data formats of the EMFILEs/CDROM files on these
servers are compatible.

You can upload and download EMFILEs, and remove emulated tape files.

Download

When you initiate a download, the tape device in BS2000 should not be attached, i.e. if
necessary a DETACH command should be issued first.

» Click the Download icon by the required tape device, enter the path and file names in
the system-specific Explorer window and save the file.
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Upload

When you initiate an upload, the tape drive in BS2000 should not be attached, i.e. if
necessary a DETACH command should be issued first.

A download enables EMFILEs to be stored in a different place and an upload enables them
to be read in again later. This also permits files to be exchanged with other systems. The
names of files to be downloaded must comply with the conventions for EMFILE names.
Existing files of the same name are overwritten when files are uploaded.

» Click the Upload icon by the required tape device, select the file in the dialog box, and
click Upload.
Remove

When you delete data, the tape drive in BS2000 should not be attached, i.e. if necessary a
DETACH command should be issued first.

» Click the Remove icon by the required tape device and confirm the action.

In the case of an emulated tape device you can select in the dialog box whether you
want to remove the device and/or whether you want to delete the EMFILE. If you only
remove the device, the data is subsequently displayed with the device type DATA.
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9.1.7.2 Emulated tape devices from the BS2000 viewpoint

Instead of the EMFILEs and CDROM files, BS2000 sees tape devices of the type
BM1662FS which are addressed by means of their mnemonics. In the drives tapes of the
type T6250 (T9G) are visible which are addressed using their VSNs and are handled in the
same way.

EMFILEs

The following BS2000 commands are relevant for tape drives which are emulated by
EMFILEs:

ATTACH-DEVICE
Attaches a tape device; mandatory before use.

DETACH-DEVICE
Detaches a tape device. The actions uploading, downloading, deletion of the data, and
removal of the emulated device via the SE Manager only make sense in the “detached”
status.

INIT utility routine
Initialization of a tape using the INIT utility routine; mandatory if a new EMFILE
emulates a tape. For details, see the "Utility Routines" manual [10]. Specify “T9G” as
the volume type and define the VSN.

CDROM files

The following BS2000 commands are relevant for tape devices which are emulated by
CDROM files:

ATTACH-DEVICE
Attaches a tape device; mandatory before use. Even if the CD or DVD drive is empty,
the corresponding tape device can be attached in BS2000. When you have inserted a
CD/DVD later, enter the CHECK-TAPE command to make the mounted volume known
to BS2000.

CHECK-TAPE
Makes a mounted volume (CD/DVD) in the emulated tape drive known to BS2000. The
CHECK-TAPE command is needed if the drive was still empty when a previous
ATTACH command was issued or the CD/DVD was changed after UNLOAD-TAPE.
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DETACH-DEVICE

Detaches a tape device. Access to the CD drive from Linux is forbidden while the device
concerned is attached in BS2000. After it has been detached, any CD still contained in
the drive can be ejected by pressing the button on the drive.

UNLOAD-TAPE

Burns a CD or DVD, which is then ejected.

INIT utility routine

Initialization of a volume by the INIT utility routine; mandatory when a CD/DVD straight
from the factory is inserted. For details, see the “Utility Routines” manual [10]. Specify
“T9G” as the volume type and define the VSN. If the CD/DVD is rewritable, any existing
data is overwritten.

You use the ERASE operand in the INIT statement to initiate complete deletion of a
rewritable CD/DVD.

Procedure for burning a CD/DVD

Proceed as follows to burn a CD or DVD in the drive of the MU or SU x86:

>

>

Initialize the CDROM file using the INIT utility routine and specify a VSN in the process.

Make the CD or DVD known to BS2000: ATTACH-DEVICE or (if that has already been
issued) CHECK-TAPE

Write the CDROM file with BS2000 means.
All data on a rewritable medium is deleted here.

Write the CDROM file with BS2000 means.

This file is initially buffered on hard disk. The buffered file must contain more than 5 tape
blocks, and the data must be terminated with a double tape mark (indicating the logical
end of a BS2000 tape).

The buffered data is retained until it is deleted when initialization takes place again
(INIT) or until a data medium is written for this drive again.

Burn another CD/DVD using the UNLOAD-TAPE command.

After the medium has been burned, it is ejected from the DVD burner (i.e. the drive
opens).

Burn another CD/DVD or detach the device (DETACH-DEVICE).
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CD/DVD media supported

The following media are supported for the burning functionality:

- CD-R

DVDRAM

DVDRAM

DVD-RW / DVD+RW

DVD-RW / DVD+RW

The end-of-tape processing depends on the size of the medium. The maximum net size of
the CDROM file is 4200 MB and is correspondingly lower in the case of a smaller medium
since the space for the table of contents and lead-in / lead-out is deducted (CD: up to 32

MB / DVD: up to 128 MB).

Times of different CD/DVD media

The burning times (or initialization times) depend on the medium used and the possible
speed for burning/deleting. The table below provides some information for estimating
roughly how long the procedure will take (tests with a few different media).

Medium Time

INIT INIT ... ERASE UNLOAD-TAPE (burn)
DVD-R 8x 2 sec - 11 min (4200 MB)
CD-R 52x 2 sec - 7 min (650 MB)
CD-RW 4x-10x 130 sec 10 min 10 min (650 MB)
DVD+RW 1x-4x 30 sec 16 min 15 min (4200 MB)
DVDRAM 3x-20x |20 sec 40 min 37 min (4200 MB)
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9.2 Managing XenVM devices on Server Unit x86

The various device-specific functions and tasks are described below:
e Managing disk pools

e Managing virtual disks

e Managing virtual switches

e Managing installation sources

With these functions you make XenVM devices available for use by XenVMs. You can make
changes for individual devices, delete them, and also add new individual devices.

XenVM devices are initially assigned to a XenVM when the XenVM is created. Further
devices can be assigned or removed using the XenVM-specific menu.

9.2.1 Managing disk pools

Disk pools with free storage space are required to create or expand the capacity of virtual
disks. For details, see section “Managing virtual disks”.

The Disk pools tab provides the following functions:
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» Select Devices — <unit> (SU<x86>) — XenVM devices — XenVM, Disk pools tab.

Disk pools Yirtual disks Yirual switches Installation sources

Server Unit su1-se2: Disk pools @
Create new disk poal

Update database

Disk pool Storage system  Device informati vDisks  Size [MB] Free [MB]
Fliter Fliter Fliter Fliter Fliter

# DX440522_V628 C%000E100002 1 1 40956 0 7 ¢ 2l

# Dx440_4017 DX0B5DBA1127 1 2 39996 60 7 9

# D+440_4018 DXO0B5DBA1127 1 1 39996 60 # &

# Dx440_4028 DX0B5DBA1127 1 1 39996 60 7 9

# D+440_v029 DXO0B5DBA1127 1 2 39996 60 # ¢

# DX8400_v024027 DX0B5DBA1005 4 1 199984 04 # 9

# [X8400_v034 CX0B50DBA1005 2 1 AT416 o # %

# [#8400_v035 DX0B5DBA1005 2 1 4T416 o & 9

# [X8400_V03C CX0B50DBA1005 1 1 39996 60 # ¢

# [%8400_v03D DX0B5DBA1005 1 1 39996 60 7 9

# DX8400_V03E CX0B50DBA1005 1 1 39996 02 9

# D#g400_v03F DX0B5DBA1005 1 1 39996 60 & 4

# DX8400_\3A0 CX0B50DBA1005 1 3 47420 828 & 9

# DX8400_W3A1 DX0B5DBA1005 1 1 47420 e & 9

# DX8400_\3A2 CX0B50DBA1005 1 1 47420 36 2 9

# DX8400_V3A3 DX0B5DBA1005 1 1 47420 36 # 9

# Hapstvimax 601225 1 3 61436 8188 # 4

# QA3_ABGEX407 DX0B5DBA1127 1 1 39996 o7 9

# QA3_ABGEX408 DXO0B5DBA1127 1 1 39996 02 9

# S0L_DX440522_W1E DX0B5DBA1127 2 1 49992 840 & 9

# SYM225_41041 601225 1 1 19196 o # %

# SYM225_v1042 601225 1 1 19196 64 & 9

# SYM225_41043 601225 2 1 38392 504 & & Ll
Total: 37

The Disk pools tab displays the existing disk pools together with their properties.
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The Disk pools tab offers the following functionality for managing disk pools:

Creating a disk pool
XenVMs use disk pools to create virtual disks.

If a free physical disk (a free node) is selected when a disk pool is created or

@ extended, despite the database having been updated it can occur that the disk is
not yet free and the action will fail with a reference to a remote application. This can
happen, for example, when the disk cabinet is also used by another Linux system
and the disks there are managed using means of the basic software Logical Volume
Manager.

» Click Create new disk pool (above the table of disk pools).
In the Create disk pool wizard you can specify the required properties of the disk pool
step by step.

Updating the database for virtual disks

When various servers access a disk storage system, it can make sense to update the
administrative copy of the database for the virtual disks on the Server Unit of the SE server.

» Click Update database (above the table of disk pools) and confirm the action.

The database for the virtual disks will be updated and the current inventory of virtual disks
displayed.

Extending a disk pool

You can extend a disk pool when it no longer has enough free storage space for further
virtual disks. In this case you assign the disk pool another physical disk which provides the
storage space required.

» Click the Change icon by the required disk pool and extend the pool by the physical disk.

Deleting a disk pool
@ You can delete a disk pool only if it contains no virtual disk.

» Click the Delete icon by the required disk pool and confirm the action.

The disk pool selected is deleted immediately. The physical disks which were assigned to
the disk pool are once more freely available.
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9.2.2 Managing virtual disks

A virtual disk is a section of a disk pool which is seen as a uniform and contiguous disk by
the XenVM which uses it. When you create or extend a disk pool, you assign the pool one
or more physical volumes of a disk storage system.

When you create or extend a disk pool, you assign the pool one or more physical volumes
of a disk storage system. A disk storage system with its own ID corresponds to a cabinet in
which the physical disks are located. Each external system consists of a cabinet of its own
(xemp<serial no>); internal ETERNUS JX40 systems together form one cabinet (scsi). The
name of the cabinet is part of the device node.

A disk pool corresponds to a volume of the disk storage system.

Virtual disk creation always involves them being assigned immediately to a XenVM (in the
XenVM-specific menu, see page 118).

When a XenVM is deleted, the assigned virtual disks can also optionally be deleted. If the
disks are not also deleted, they remain available as free virtual disks.

The Virtual disks tab provides the following functions:
e Displaying information about all virtual disks
e Deleting unassigned disks

» Select Devices — <unit> (SU<x86>) — XenVM devices — XenVM, Virtual disks tab.

Disk pools Virtual disks Yirual switches Installation sources
Server Unit su1l-se2: Virtual disks @
Virtual disk Disk pool Size [MB] Assigned Selection
Fliter Fliter Fliter Fliter
DX440522_L628 DX440522_V628 40956 Yes r ’
D440_L01T1 Dx440_4017 20480 Yes Il v
D440_L0172 D440_V017 19456 Yes r ’
Dx440_L028 Dx440_4028 39936 Yes Il v
D+440_L029_1 D+440_v029 19456 Yes r ’
D+440_L029_2 Dx440_4029 20480 Mo r >
[X8400_L03C [X8400_V03C 39936 Mo Il ]
C+8400_L0O3E2 D#8400_V03E 39996 Mo r >
DX8400_L3A3 DX8400_\3A3 47104 Yes r ’
DX8400_v024027 DX8400_v024027 199680 Yes Il v
L3A2 DX8400_V3A2 47104 Yes r ’

The Virtual disks tab displays information on all virtual disks. If multiple assignments
exist, these are displayed under Assigned.
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The Virtual disks tab offers the following functionality for managing virtual disks:

Deleting unassigned disks

When unassigned disks are no longer required, you can delete them. This increases the
free storage space for creating new virtual disks in the disk pool concerned. You can delete
unassigned disks either individually or by selecting more than one disk:

— Deleting individual disks
» Click the Delete icon by the required unassigned disk and confirm the action..
The selected virtual disk is deleted immediately.

— Deleting a selection of disks

» Inall rows with unassigned disks which are to be deleted, enable the selection field
in the Selection column. Click Delete unassigned virtual disks (above the table) and
confirm the action.

The selected virtual disks are deleted immediately.
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9.2.3 Managing virtual switches

For the network connection of a XenVM you configure a virtual Network Interface Card and
assign the connection to a virtual switch. The virtual switch presents the connection to a
network. Depending on the type of network connection required, different types of virtual
switches are needed:

e Aninternal virtual switch permits a local protected communication link for the XenVMs
attached to it. These switches can also be used by the BS2000 Native system or by
BS2000 VMs for communicating with XenVMs.

e Anexternal virtual switch is assigned to a LAN interface which permits an external LAN
connection. The XenVMs connected to it share this connection for communicating with
external systems.

If more than one unused LAN interface is available, an external vSwitch can also be
assigned to two LAN interfaces. In this case the XenVM connections can be distributed
to the two interfaces (also referred to as “bonds”). This redundant configuration is
designed to ensure the high availability of the LAN connection.

External switches use the LAN interface exclusively.

Displaying configured virtual switches

» Select Devices — <unit> (SU<x86>) — XenVM devices — XenVM, Virtual switches tab.

Disk pools Yirtual disks Virtual switches Installation sources
Server Unit su1-se2: Virtual switches @
Create new virtual switch Display of IP interfaces
Name Slot / port Assigned Description Status
Fliter Fliter Fliter Fliter Fliter
exthrl =1 p2 pei, 22 p2 pei es HenAdmin Marmal v
exthrag =1 p3 pei, 22 p3 pei es Marmal v
inthr0 Mo MNormal g
inthré Mo Mormal g

Total: 4

The Virtual switches tab displays all the virtual switches.
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The tab offers the following functionality for managing the virtual switches:

Creating a virtual switch
» Click Create new virtual switch (above the table).

In the Create virtual switch wizard you can specify the required properties of the virtual
switch step by step.

The virtual switch is created and then displayed in the table of virtual switches. You can now
use this virtual switch to configure virtual Network Interface Cards.
Removing a virtual switch

You can remove a virtual switch from the configuration if it is not used for network connec-
tions. This means that no virtual Network Interface Cards may be assigned to the switch.

» Click the Delete icon by the required virtual switch and confirm the action.

The selected virtual switch is immediately removed from the configuration. In the case of
an external virtual switch, the assigned LAN interfaces are once more freely available.
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9.2.4 Managing installation sources

A medium (CD or DVD) from which the operating system for a XenVM can be installed is
available on the Server Unit in file form as an installation source.

Installation sources are either ISO image files (suffix iso) or installation configuration files
(in the case of SLES e.g. AutoYAST-XML files). The administrator or XenVM administrator
manages these files in a local library on the Server Unit.

When a XenVM is installed, a virtual DVD drive must be configured which reads in the data
from the installation medium, i.e. from an installation source (see “Assign installation
source” on page 122).

» Select Devices — <unit> (SU<x86>) — XenVM devices — XenVM, Installation sources tab.

Disk pools Yirtual disks Yirual switches Installation sources

Server Unit su1-se2: Installation sources @
Upload installstion source Free lacal memary. 68 GB {(of 79 GB)
Mame Assigned Size Date

Fliter Fliter Fliter Fliter

EaselsClon.iso Mo 55 MB 2014-10-27 09:16:16 y

My ROBAR-T0ADS-1.0.0s0 Mo 4MB 2014-10-28 11:11:50 »
SLES-11-5P3-DVD-x86_64-GMC2-DVD1 iso Yes 3207 MB 2014-08-16 14:22:02 ’
WindowsServer2008_R2_x64_1.0sa0 es 3052 mMB 2014-12-1512:02:09 /

Total: 4 {23

The Installation sources tab displays the installation sources available.

The Installation sources tab provides the following functions:

Delete installation source
You can delete an installation source only if it is not assigned to a XenVM.

» Click the Delete icon by the required installation source and confirm the action.

Upload installation source

As a XenVM cannot access the Server Unit’s physical DVD drive, direct installation from a
CD/DVD is not possible. However, the SE Manager offers the option of uploading an ISO
image file from the PC to the local library as an information source.

» Click Upload information source and select the required ISO image file in the browser
dialog box.

After the update, the updated table displays the newly create ISO image file as an instal-
lation source in the local library.
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You manage the hardware of the SE server using the Hardware menu in the tree structure,
see the examples of an SE700 and an SE300 below:

‘M Hardware v :l: Hardware o
+ Server (SEFOD) + Server (SE300)
* |P networks * IP networks
* FC networks * FC networks
Storage Storage
HW inventary HW inventary
Energy Energy

The menu has the same layout for all SE servers and contains the following items:

e Server (SE<model>): Here you manage all existing units of the SE server, see section
“Managing units of the SE server” on page 172.

e [P networks: Here you manage all private and public networks of the SE server, see
section “Managing IP networks” on page 215.

e FC networks: Here you manage the Fibre Channel networks of the SE server, see
section “Managing FC networks” on page 232.

e Storage: Here you manage the storage components which are integrated into the SE
server, see section “Managing storage systems” on page 235.

® HW inventory: Here you can have the hardware configuration displayed on the screen
in graphic or tabular form, see section “HW inventory” on page 237.

e Energy: Here you manage the energy settings of the SE server, e.g. powering the units
on or off automatically, see section “Managing energy settings” on page 242.
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10.1 Managing units of the SE server
You manage the units of the SE server using the menu Hardware — Server (SE<model>).
When you expand this menu, all the existing units are listed.
10.1.1 Powering a unit on or off, rebooting a unit
» Select Hardware and click Server (SE<model>).
The Units tab displays information on all Management Units, Server Units, HNCs, and
Application Units of the SE server.
Units
SE Server abyse2: Units @
Mame HVYY model Power status System status HW status
Filter Filter All =l A = ar =l
ABGSEZ1 guTon 5] O RURNMNING 2 NORMAL (o]
ahgsezmul MU i e oon RUMMIMNG & NoRMAL (o]
ahgseZmu2 ML i b on RUNNING & NoRMAL (4]
hnel-se? HNG @ oo RUNNING & noRmMaL (o]
hneZ-se2 HNG i b oon RUNMING 9 NoRmMAL [S]
hne3-sel HNG @ e oon RUNMING 9 noRmMaL (o]
sul-sel Sl300 5] oM RUNMING &9 NORMAL (V]
ahogasio AT @ ar RUNMING & NORMAL ]
abuakon AUAT D »on RUNMING L WARNING o
Total: 3
Depending on the status, you use the Units tab to power a unit on or off or reboot it.
Depending on the unit type, the following actions are possible:
Unit type Power on Reboot Shutdown Power off immedi-
ately
MU X X X X
SU /390 X X
SU x86 X X X X
HNC X X X X
AU X X X
Powering on the unit
Requirement
The unit is switched off (POWER OFF status).
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Procedure

» Click the Power on icon by the required unit and confirm the action with Execute in the
subsequent dialog box.

The powered-off unit is powered on. You will receive a message when the operation has
been completed.

Rebooting a unit (MU, SU x86 and HNC only)

Requirement

You can reboot a unit only when the unit is accessible, i.e. the HW status is not
NOT ACCESSIBLE.

When you reboot the local MU, the connection in the SE Manager is cleared down.
You must log in again after the rebooting the MU.

Procedure

» Click the Power off'icon by the required unit.

» In the subsequent dialog box, select Reboot and confirm the action with Execute.

The unit is rebooted. You will receive a message when the operation has been completed.

Shutting down the unit or immediately powering it off

Requirement

You can power off a unit only when the unit is accessible, i.e. the HW status is not
NOT ACCESSIBLE.

Procedure

» Click the Power off'icon by the required unit.

» In the dialog box which then appears, select the option Shut down or Power off immedi-
ately and confirm the action with Execute.

@ Only Power off immediately is available for the SU /390.

The unit is shut down or powered off immediately. You will receive a message when the
operation has been completed.

U41855-J-2125-1-76 173



Managing units of the SE server Managing hardware

10.1.2 Managing the Server Unit /390

10.1.2.1 Displaying system information and interfaces of the SU /390

You obtain the system information and interfaces of the SU /390 using the associated
Information menu.

Displaying system information of the SU /390

» Select Hardware — Server (SE<model>) — <unit> (SU</390>) — Information, System tab.

System FC interfaces

Server Unit ABGSE211: System information @
Name ABGSE211

HW model SE SERVER SUT00

BS2000 model SUT700-40

Serial number 00029001

SW version (HCP) EQ0L01G-03H+014

Main memory 8 GB

CPUs FLJITSU SUT00 CPU (5)

Displaying FC interfaces of the SU /390

» Select Hardware — Server (SE<model>) — <unit> (SU</390>) — Information, FC
interfaces tab.

Systemn FC interfaces

Server Unit ABGSE211: FC interfaces @
CHPID CHE Box Plug-in position  WWPH Status

Fiiter Fiiter Fiiter Fiiter Alf j

oo 1] =0 p1 -

03 0 s1p2 20:03:00:00:0E:AD:0CE3 @ v

04 0 s2p1 20:04:00:00:0E:AD:0CE3 @ up

10.1.2.2 Displaying the IP configuration of the SU /390

The IP configuration of the SU /390 is displayed using the associated Management menu.
The IP configuration tab displays information on SVP networks and connections:
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» Select Hardware — Server (SE<model>) — <unit> (SU</390>) — Management,
1P configuration tab.

IP configuration

Server Unit ABGSE211: IP configuration (SWP networks and connections) @
SVP network

SVYP network IP address M. it Linit Usage Status

0 10.0.1.44 abgse2mul PASSIVE 9 NoRMAL

0 10.0.1.45 abgse2mu2 ACTIVE 9 NORMAL

1 10.0.2.44 abgse2mul PASSIVE 9 NoRMAL

1 10.0.2.45 abgse2mu2 PASSIVE 9 NORMAL

Management Unit connections

SVP network Status
o & NORMAL
1 &9 NORMAL
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10.1.3 Managing the Management Unit

10.1.3.1

Displaying system information and interfaces of the Management Unit

You obtain the system information and interfaces of the Management Unit using the
associated Information menu. Options provided in this menu:

e Displaying system information of the MU

e Displaying FC interfaces of the MU

e Displaying and changing IP interfaces of the MU

Displaying system information of the MU

» Select Hardware — Server (SE<model>) — <unit> (MU) — Information, System tab:

System FCinterfaces IP interfaces

Management Unit abgse2mui: System information

9

Mame ahgseZmui

HW model SE SERVER MU M1
Serial number YLYL997 0

SW version M2000 %5.040801.000
Hot fizes

System start 2015-05-18 10:42:46
Main memory 32GB

CPUs InteliR} Xeon(R) CPU ES-2620v2 @ 2.10GHz, 2100 MHz (1 Socket)

System disks In maintenance

Displaying FC interfaces of the MU

» Select Hardware — Server (SE<model>) — <unit> (MU) — Information, FC interfaces tab:

Systermn FC interfaces IP interfaces

Management Unit abgse2mui: FC interfaces

HC Plug-in position  Type

WAWPN

9

Status

Fiiter  Fiiter Fliter

oo =3 p0 pci Emulex LPe12002
=3 pl poi Emulex LPe12002
=1 ol oei Fronlex | Pr12007

Fliter

10:00:00:90:fa:47:1 aec
10:00:00:90:fa:47:1 aed
ANANANNNeS a3 90 AR

Aif |
@ urF

@ v
[
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Displaying and changing IP interfaces of the MU

» Select Hardware — Server (SE<model>) — <unit> (MU) — Information, IP interfaces tab:

Systern  § FCinterfaces

IP interfaces

Management Unit abgse2mu: IP interfaces

@
Plug-in position  MTU  Type MAC address Usage Status
Filter Filler  Filter Filter Filter Al j
1500 0A00:14:10:10:FF  LOCLAN = ¥ 4
50 p1 onboard 1500 Intel Corporation 1350 Gigabit Fe:0F:41:FACESE  5YS1 O up
=0 p2 onboard 1500 Intel Corporation 1350 Gigabit FE:0F:41:FACESE  5Y52 O Up
Total: 3

Changing the packet length in the case of LOCLAN and PCI interfaces

In the IP interfaces tab of the Management Unit you can change the packet length. In the
case of a PCl interface, normal operation is required for this purpose, i.e. the Status UP is

displayed.

» Click the Change icon in the row with the required IP interface, and in the subsequent
dialog box select the required packet length.
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10.1.3.2 Managing the IP configuration

You manage the IP configuration of the Management Unit using the associated Management
menu, IP configuration tab.

» Select Hardware — Server (SE<model>) — <unit> (MU) — Management, IP configuration

tab.

IP configuration | Routing 8DNS | SNMP | Systemtime | CLI

Management Unit abgse2mui: Host name @
abgseZmul.abgfscnet 7

~ Management Unit abgse2mu1: Network properties @

k Properties

Fliter

DANPRO1 [~ DHCPv4 W IPye W autocont " DHCPye Ed
DANPROZ [~ DHCPv4 W Ipye W autocont ™ DHCPyE k4
DANPROZ [\ DHCPv4 W IPyf W aitocant " DHCPE 4
MONPROS " DHCPv4 W Ipye ¥ autacanf " DHCPye k4
MSNPRO [~ DHCPv4 W IPye W autocont " DHCPye

MSNPR1 [~ DHCPv4 W Ipye W autocont ™ DHCPyE

Total: 106
~ Management Unit abgse2mu1: Metwork IP addresses @
Add new 1P address
k IP address Mask Name Conf.

Fliter Fliter Fliter Fliter Fliter

DANPRO1 fdfe:5e5e:801:102 64 static ¥
DANPRO1 fef0:falf 411 fefacB56 164 static .4
DANPROZ fdse ArAfe:B02:102 Ihd static 4
MSHPR1 10.0.2.44 124 static

MSMPR1 fe80:falf 411 fefacB56 64 static

Total: 213

The IP configuration tab displays information on the host name, network properties, and
addresses of the MU in three groups.

The following options are available to you:

Changing the host name and domain of the MU

» In the Host name group click the Change icon and change the host name and domain in
the subsequent dialog box.
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Changing network properties of the MU

» In the Network properties group click the Change icon by the required network. In the
subsequent dialog box you can enable or disable the required properties.

Add new IP address

» In the Network IP addresses group click Add new IP address.
In the Add IP address wizard you can specify the required properties of the IP address

step by step.
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10.1.3.3 Managing routing of the Management Unit

You manage routing of the Management Unit using the associated Management menu,
Routing & DNS tab.

» Select Hardware — Server — <unit> (MU) — Management, Routing & DNS tab.

IP configuration | Routing &DNS | SHMP | Systemtime | CLI

~ Management Unit abgse2mu1: Routing @
A nesw route
Target Y Usage
Fliter Fliter Fliter
127.0.0.0/8
192.168.138.0/24 192.168.138.12
fd5e:5e8e:801 /64 - DANPRO1
feg0:i64 - DANPRO1
fd5e:Gebe: 802064 - DANPROZ
feg0:i64 - DANPROZ
filfr ArAe 803064 - DANPRO3

You use the Routing & DNS tab with the Routing and DNS configuration groups to manage the
routing and DNS configuration of the unit. The routing is displayed in the Routing group
above.

The following options are available to you:

Adding a new route to the MU (only for MANPU or MONPU networks)

» In the Routing group click Add new route (above the table). Make the required entries in
the subsequent dialog box and confirm the action.

Deleting a route on MU (only for MANPU or MONPU networks)

» In the Routing group click the Delete icon by the required route and confirm the action.
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10.1.3.4 Managing the DNS configuration

You manage the DNS configuration of the Management Unit using the associated
Management menu, Routing & DNS tab.

» Select Hardware — Server — <unit> (MU) — Management, Routing & DNS tab.

IP configuration | Routing &DNS | SHMP | Systemtime | CLI

» Management Unit abgse2mu1: Routing @
+ Management Unit abgse2mu1: DHS configuration: Static @
Change DNS name server Change DNS search sequence
DNS name server DNS d
1 fd5e:fese600:102 1 ahgfzocnet v
2 17225158917 4 2 mech.fsc.net g
317225159133 »

The DNS configuration is displayed in the lower DNS configuration group.

The following options are available to you:

Changing the DNS name server configuration of the MU
Up to two external DNS name servers can be configured.

» To enter or change the entry for an external DNS name server, click Change DNS name
server, and after changing the DNS name server configuration confirm the action.

» Toremove an external DNS name server, click the Remove icon in the row with the
required DNS name server and confirm the action.

Changing the search sequence of the MU or removing a domain

» In the DNS configuration group select one of the following procedures:

» To change the DNS search sequence, click Change DNS search sequence, and after
changing the DNS search sequence confirm the action.

» Toremove a DNS domain from the DNS configuration, click the Remove icon in the
row with the required DNS domain and confirm the action.

@ The MU is preconfigured as a DNS server for the internal domain "senet" via the
internal LAN (IPv6 address fd5e:5e5e:600::102). This entry cannot be removed.
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10.1.3.5 Managing SNMP

SNMP (Simple Network Management Protocol) is a communication protocol for network,
system and application management and enables the units to be monitored over a LAN. An
SNMP manager can communicate with the installed SNMP agent via a management
console. The agent supports MIB-II.

You manage SNMP exclusively via the Management Unit.

» Select Hardware — Server (SE<model>) — <unit >(MU) — Management, SNMP tab:

IP configuration  { Routing &DNS | SNMP | Systemtime | CLI
Management Unit abgse2mul: Configuration of local system data (?)
SYSLOCATION p
SYSCONTACT :
Management Unit abgseZmul: Allowed read accesses Q)
Add new read access
Read community Restricted to
configured ACCEeSS 4
Total: 1
Management Unit abgseZmul: Trap receiver Q)
Add new trap receivar
Trap receiver Trap community SNMP version
Tatal: 0

The SNMP tab displays information on the configuration of the local system data, allowed
read accesses, and trap receivers.

The following functions are available in the SNMP tab:
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10.1.3.6

Changing local system data for SNMP

» In the Configuration of local system data group click the Change item, and in the subse-
qguent dialog box make changes to the system file.

@ The SE Manager displays the SYSLOCATION in the header.

Adding or removing allowed read accesses
» In the Allowed read accesses group select one of the following procedures:

» To add a new read right, click Add new read access, and after making the necessary
entries confirm the action.

» Toremove a read access, click the Remove icon by the required read access and
confirm the action.
Adding or removing trap receivers
» In the Trap receiver group select one of the following procedures:

» To add a trap receiver, click Add new trap receiver , and after making the necessary
entries confirm the action.

» Toremove a trap receiver, click the Remove icon in the row with the required trap
receiver and confirm the action.
Sending a test trap

» Inthe Trap receiver group, click the Send test trap icon in the row with the required test
receiver and confirm the action.

Setting the system time (time synchronization or local)

The Management Units are available as NTP servers for all units of the server via the
internal LAN. SU x86 and HNC are preconfigured with respect to NTP; AU configuration
must be performed as required by the administrator responsible.

To ensure high time accuracy, you can also configure automatic time leveling with a so-
called NTP server, e.g. one which supplies a time which is as accurate as a radio clock,
using NTP (Network Time Protocol).

Effect on the time setting of the systems on the SE server

The time settings of the other systems are synchronized with the system time of the
Management Unit. The Management Unit is the basic timer.
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When changes are made to the time management which affect the Server Unit, bear in
mind that the time settings in BS2000 systems and of XenVMs that are started later are also
affected. Here you should in particular avoid large leaps in time which are caused by setting
the time manually.

Details on BS2000 are provided in the "Synchronization of the system time" section of the
"BS2000 OSD/BC System Administration" manual [9].

» Select Hardware — Server (SE<model>) — <unit>(MU) — Management, System time tab:
P configuration | Routing &DNS | SNMP | Systemtime ! CLI

Management Unit abgse2mut: Time synchronization with NTP server (2)
Add NTP server

Host name IP address Stratum Time difference Status

ns 1 ts fujitsu.com BO.70172.154 3 -0.006000 Artive v

Total: 1
Management Unit abgse2mul: Local time (?)
4

Date 2018-08-27

Time 211145

Timezone CEST (UTC+02:00)

The System time tab displays the NTP servers which are entered for automatic time synchro-
nization and the local time of the MU.

Adding or removing an NTP server

» To add an NTP server, click Add NTP server in the Time synchronization with NTP server
group, and after making the necessary entries confirm the action.

» To remove an NTP server from the NTP configuration, click the Remove icon by the
required NTP server in the Time synchronization with NTP server group and confirm the
action.

@ In the case of an SE server with redundant MU, the other MU should be entered as
an NTP server on each MU. The IP address is analogous to the DNS server entry,
see section “Managing the DNS configuration” on page 181".
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10.1.3.7

Changing the local time
You can only change the local time if no NTP server is active.

Changes to the time can also have an effect on productive operation. See also
section “Effect on the time setting of the systems on the SE server” on page 183".

» Inthe Local time group click the Change icon, and after making the necessary entries
confirm the action.

Entering CLI commands

The SE Manager offers the administrator access to the CLI (Command Line Interface) on
the Management Unit.

» Select Hardware — Server (SE<model>) — <unit>(MU) — Management, CLI tab.

On the CLI tab you can open a Linux shell in a terminal window and use the CLI for text-
based administration by means of commands.

» Click Open.

A terminal window opens, and you are automatically logged in to M2000.
Information on the terminal window is provided on page 70.
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10.1.3.8

Managing updates of the Management Unit

The administrator uses the Updates tab to manage updates for the Management Units.

Updates extend the system or the M2000 basic software of the MU:

Security fixes contain selected software packages of the basic software and close
security gaps.

Service packs are used to update and enhance the functionality of the basic software
as a whole.

Hot fixes solve customer-specific problems.

Add-on packs enhance the basic software and are functional software components
which have their own version schema.

Updates or their installation sources can be integrated into the system in various ways, with
the customer and Customer Support as a rule sharing the tasks (see section “Tasks of
Customer Support” on page 57 and section “Tasks of the customer” on page 57):

Updates can be supplied by FUJITSU on CD/DVD.

Updates can be uploaded from PC to the MU. Before this is done, they must, for
example, be downloaded from a FUJITSU Download Server to a PC.

Updates can be prepared in advance and even installed by Customer Support.

The Updates tab provides you with information on the current status of the updates:

>

Select Hardware — Server (SE<model>) — <unit> (MU) — Service, Updates tab.
Update CSR Diagnostics Remote Service

Management Unit abgse2mui: SWversion V6.0A0801.000 @

Transfer updste from COVDYD to system

Security fixes Security fix availahle 2 {0}

Service packs Mo service pack available

Hot fixes Hat fix available 4 {0}

Add-on packs Add-on packs availahle 10 {4)

The group header of each update type contains a general overview of the information.
To obtain detailed information or to execute actions, expand the group concerned.
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The Updates tab offers the following functions:

Transfer update from CD/DVD to the system
All updates contained on the CD/DVD are transferred to the system.
They are then displayed in the relevant group and can be used further.

Security Fixes group

The customer can upload and install security fixes.

He/She can delete security fixes which have not been installed or their installation
sources.

Service Packs group

The customer can upload service packs.

He/She can delete service packs which have not been installed or their installation
sources.

Only Customer Support can install service packs (see section “Tasks of Customer
Support” on page 57 and section “Tasks of the customer” on page 57).

Hot Fixes group

The customer can upload hot fixes.

He/She can delete hot fixes which have not been installed or their installation sources.
Only Customer Support can install hot fixes (see section “Tasks of Customer Support”
on page 57 and section “Tasks of the customer” on page 57).

Add-on Packs group

The customer can upload, install, and uninstall add-on packs or delete add-on packs
which have not been installed.

Installation and uninstallation of add-on packs have an immediate effect on the

SE Manager (e.g. adjustment of the tree structure).
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10.1.3.9 Managing configuration data (CSR) of the MU

You use a CSR backup (CSR = Configuration Save and Restore) to back up the configu-
ration data of the Management Unit in an archive. The backup archive contains the
complete configuration of the basic system, e.g. the BS2000 devices of the SU /390, the
accounts, and the NTP configuration. Each backup archive has a creation date and an

archive name.

A CSR backup enables the configuration of the unit concerned at the time the backup was
made to be restored.

@ Tip: Perform a CSR backup after each configuration change.

You manage the configuration data of the Management Unit using the associated Service

menu, CSR tab.

» Select Hardware — Server (SE<model>) — <unit> (MU) — Service, CSR tab.

Update | CSR

Diagnostics Remote Service

Management Unit abgse2mu1: Configuration data backup

Execute configuration data backup (CSR)

Upload configuration data backup (CSR)

Date created

Archive name

2015-06-01 10:35:05
2015-05-19 16:56:46
2015-05-1215:11:19
2015-04-16 11:19:51
2015-03-31 14:05:14
2015-03-31 09:35:44
2015-03-27 18:53:11
2015-02-27 14:23:1
2014-11-182 08:10:08
2014-10-01 14:02:16
2014-08-29 13:35:00
2014-08-29 1334113
2014-08-04 07:44:13
2014-07-0311:12:57

robar-cmxneu.csr

mL-h1 W6 040801 _abgse2mul_admin
MU-M1_MYE.0ADS01_abgse2mul _gegenwart_2
MU-M1_MYE.0ADB01 _abgse2mu _robar
MU-M1_MVE.0ADSDT _abgselmul_gegenwart_1
MU-M1_MVE.0ADT0Z2_abogseZmul_BYOupdate
MU-W1_MyE 0ADTOZ _abgse2mul_BT70
MU-M1_MYE.0ADTOZ_abgse2mul_gegenwart_1
MU-M1_MYE.0A0702_abgse2mul_27-02-15
MU-M1_MYE.DAD701 _abgse2mul_18-11-14
MU-M1_MYE.DADG01 _abgse2mud _01.10.2014
mL-h1_WWE 0ADB00_abgseZmul_reizl
MU-b1_MYE.0ADEDD_abgse2mul _reiz
MU-M1_MYE.0A0501 _abgse2mul_04.08.2014
UM _MVE.0ADSD _abgse2mul_hartm

The following options are available to you:

Executing configuration data backup for the MU

@A
@ a3
‘@4
D A
@D A
ey |
@ A
@ a3
“@® A
D A
@ A
o A
@ 3
@ A
D A

L B 2R B BB B Bh B IR B BR B Bh B B

Total: 15

» Click Execute configuration data backup (CSR) and confirm the action after selecting a file
archive for configuration data backup.
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10.1.3.10

Upload configuration data backup to an MU

» Click Upload configuration data backup (CSR), select a backup file, and confirm the action.

Downloading/deleting configuration data backup for the MU

» To download the file archive, click the Download icon in the row with the required file
archive, select whether you wish to open or save the file archive, and confirm the action.

@ Do not change the file names of CSR backups after you have downloaded
them, otherwise they will not be accepted when they are uploaded.
Deleting configuration data backup for the MU
» To delete the file archive, click the Delete icon in the row with the required file archive
and confirm the action.
Restoring configuration data from a file archive

» Click the Restore icon in the row with the required file archive and confirm the action.
If the Customer Support staff has already prepared restoration, the action is rejected
with a message to this effect.

C Restoration leads to the unit being rebooted immediately.

Generating diagnostic data

To support error diagnosis by Customer Support, the administrator or operator can
generate diagnostic data when an error situation occurs and send this to the Support
Center.

» Select Hardware — Server (SE<model>) — <unit>(MU) — Service, Diagnostics tab.

A diagnostic data file which already exists is displayed. You can generate new diagnostic
data, in which case an existing diagnostic data file is overwritten. The file name shows the
basic software for which and when the diagnostic data was generated:

DIAGtar.M<software-version><unit—-name>.<date>.<time>.gz

As administrator, you can download the diagnostic data file on the local MU as a
compressed archive file in order to send it to the Support Center if necessary.
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10.1.3.11

Managing service access

Remote Service

Customer Support activities on the SE server are monitored with the help of the shadow
terminal. Configuration can be implemented in such a manner that you as administrator, for
instance, observe all the Customer Support activities (mandatory use of a so-called shadow
terminal).

AIS Connect enables Customer Support connections to be configured via the Management
Unit to selected storage systems which in this context are referred to as external assets.
These connections are configured by Customer Support in agreement with the customer.
As administrator you can at all times modify the Customer Support access to specific
external assets (allow or not allow).

Remote service ensures that a service call is sent to the Support Center when a problem
occurs (outgoing connection).

Customer Support can establish the connection to the SE server itself (incoming
connection) if it wants to correct the problem or take preventive measures (changes,
updates, diagnostics, etc.).

If it is absolutely essential, as an administrator (and to a lesser extent as an operator) you
can change the remote service configuration or intervene in a service operation which is
currently running.

Important!

@ Please discuss every change to the remote service configuration with the Support
Center, otherwise you will put the serviceability of your SE server at risk.
Aspects of remote service which are relevant to security are described in the
Security Manual.

Service accounts

To perform its work, Customer Support logs in (remotely via Teleservice or locally) under
the service account provided for this purpose. On the units the protected account service is
available to Customer Support in the operating system.

Remote Service tab

Service access is managed via the Management Unit. The Remote Service tab is provided in
the Service menu for this purpose:

» Select Hardware — Server (SE<model>) — <unit> (MU) — Service, Remote Service tab.
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The Remote Service tab displays the Service access, Sessions, Proxy configuration, and AIS
agent groups.

Update | CSR | Diagnostcs | Remote Service

Management Unit abgsilver: AlS Connect @

Service access Management Unit

Asset name Access status
abgsilver Access allowed, shadow possible ‘?
Shadow terminal for admin (System Administrator) Open

AlS Connect Sessions

infor

Mo session is active!

AIS Connect Proxy configuration
IP address Port Account
172.25.150.4 81 - E4R ]

AIS Connect Service agent
Status
RUNNING

Changing the service access

» Inthe Service access group click the Change icon by the required asset. In the subsequent
dialog box select one of the available access settings and confirm the action.

Opening a shadow terminal

» Click the Open button after Shadow terminal for <account> in order to open a terminal
window.

The account tele is switched to automatically and a shadow is opened. You can follow
the activities of Customer Support in this window.

Depending on the current setting of the Customer Support access (see Access status),
you have the following options:

—  With the Allow access, shadow mandatory setting Customer Support is blocked until
you have opened the shadow terminal. Only then can Customer Support work. You
can now follow every step taken by Customer Support on the opened shadow
terminal and can intervene actively yourself, i.e. enter commands yourself.

—  With the Allow access, shadow possible setting Customer Support can work indepen-
dently of the customer. When Customer Support is active (see also Session infor-
mation), the process ID (pid) of the AIS Connect session is displayed for you in the
format <pid4>.<pid,>.<pid3> after you have logged in on the shadow terminal.
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» Enterthe screen -x <pidl>.<pid2>.<pid3>command to establish a
connection to this AIS Connect session.

» Enter screen -1s to also display open sessions.

Entering/changing or deleting a proxy configuration

» To enter or change a proxy configuration, in the Proxy configuration click the Change icon
by the required proxy server for AIS. Define the properties of the proxy configuration
and confirm the action.

» To delete a proxy configuration, in the Proxy configuration group click the Delete icon by
the required proxy server for AIS and confirm the action.
Rebooting an AIS agent

» In the AIS agent group click the Reboot icon by the required AlS agent and confirm the
action.

Reading logs

AIS Connect writes the Customer Support activities to logging files. The files have different
formats depending on the type of session:

e SSH sessions: logging files in text format

e VNC sessions: html and swf logging files; here an html file and an swf file with the same
timestamp always belong together

You can list and delete the logging files using the aisLog command. You can also view the
logging files of SSH sessions with aislLog. As operator you enter the command on the
shadow terminal, and as administrator you can also enter it in the terminal window of the
Management Unit using the CLI tab, see section “Entering CLI commands” on page 185.

You can only read the logging files of VNC sessions on a PC. Transfer the required logging
file pair to your PC (e.g. with scp under an administrator account) and open the html file in
the browser.
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10.1.4 Managing the HNC

10.1.4.1 Displaying system information and interfaces of the HNC

The Information menu provides you with information about the HNC and its interfaces.
e Displaying system information of the HNC

e Displaying FC interfaces of the HNC

e Displaying IP interfaces of the HNC

Displaying system information of the HNC

» Select Hardware — Server (SE<model>) — <unit> (MU) — Information, System tab:

System | FCinterfaces | IPinterfaces

HNC hnci1-se2: System information )
Name hnc1-se2

HW model SE SERVER HNC M1

Serial number YLWKO02025

SW version HMC /6 0AD300.000

Hot fixes

System start 2013-04-01 13:59:27

Main memory 32 GB

CPUs Intel(R) Xeon(R) CPU ES-2620 v2 @ 2.10GHz, 2100 MHz (1 Socket)
System disks Mormal
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Displaying FC interfaces of the HNC

» Select Hardware — Server (SE<model>) — <unit> (HNC) — Information, FC interfaces
tab.

The FC interfaces tab provides information on the Fibre Channel interface of the HNC to
the SU /390.

System FCinterfaces | |P interfaces
HNC hnet-se2: FC interfaces (?)
HC Plug-in position Type WWPN Status

Fiter  Fifter Filter Filter All =l

oo 53 p0 pci Emulex LPe12002 10:00:00:20:Ta:47 1a:04 C) R

01 53 p1 pei Ermulex LPe 12002 10:00:00:20:fa:4 7 12:05 e DO

Tatal: 2

Displaying IP interfaces of the HNC

» Select Hardware — Server (SE<model>) — <unit> (HNC) — Information, IP interfaces tab

Systern | FGCinterfaces | IP interfaces
HNC hnc1-se2: IP interfaces @
Slot / port ~ MTU  Type MAC address Usage Status

Filter Filler  Fitter Filter Filter Aif j

000 - 040014 10:80CFF  LOCLAN - ¥ 4

0 p1 onboard 1500 Intel Corporation 1350 Gigabit FE8:.0F:41:FACECZ  8YS31 O LUP

50 p2 onboard 1500 Intel Corpaoration 1350 Gigabit F8:0F:41 FACECZ  8Y52 O up

51 pl pci 9000 Intel Corporation 82599EB 10-Gigahit SFWSFP+ 90:1B:0E:0B:95:E4  ZABLAM O up Ed
s1 pl pci 1500 Intel Corporation 82599EB 10-Gigahit SFWSFP+ 901B0E0BSSES - e DowM ¥
s2 plpci 1500 Intel Corporation 1350 Gigabit ADC3EGF 282438 FASLAM, Met-Storage O P ‘.’
52 1 pei 1600  Intel Corporation 1350 Gigabit ADZBOF 282430 ZASLAN Q@ v Ed
57 p2 pei 1500 Intel Corporation 1350 Gigabit AD3BOF 2E2A34 - O oown
52 p3 pei 1500  Intel Corporation 1350 Gigahit ADLZE9F 282438 - e DowN L F

Total: 9

The IP interfaces tab provides information about the HNC's LAN interfaces.

The following function is available:

Changing the packet length in the case of LOCLAN and PCI interfaces

In the case of a PCl interface you can only change the packet length in normal operation,
i.e. the Status UP is displayed for the interface.

» Click the Change icon by the required IP interface, select the required packet length in
the subsequent dialog box, and confirm the action.
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10.1.4.2 Managing the IP configuration of the HNC

You manage the IP configuration of the HNC using the associated Management menu, IP
configuration tab.

» Select Hardware — Server (SE<model>) — <unit> (HNC) — Management, IP configuration
tab.

IP configuration | Routing 2DNS | Net-Storage

HNC hnecl-se2: Host name (2)

hnc1-se2.senet k4
 HNC hnel-se2: Network properties (7

Network Properties

Fittar

MCNLO ™ DHCPvg F pve ¥ autocont ™ bHepvs

MCHPR I pHePv ¥ ipve ¥ autocant I pHopve

MSNPRO ™ DHoPva I ipve ¥ autocant I DHoPve

MSHPR1 " DHCPva I ipve ¥ autoconf " DHCPvE

Total: 4

« HNC hnet-se2: Network IP addresses (7
Network IP address Mask Name Conf.

Fitter Fitter Fiter  Fitter Fiter

LOCLAN 192.168.1581.12 - - -

MCHLO feB0:falf41ff fefa.c6o? /B4 - static

MCNPR fi5e:5ese:600:0:fa0f 417f fefa ceo2 /B4 hnct-se2 . senet dynamic

MCHPR Tegl: falf.4 1ff.fefacee? /B4 - static

MSNPRO Teg: falf.4 1ff.fefacee2 /64 - static

MSNPR1 Ted: falf.41ff.fefacee? /64 - static

Total: 6

The IP configuration tab displays the host name, network properties, and network addresses
of the HNC in three groups.

Changing the host name and domain of the HNC

» In the Host name group click the Change icon, in the subsequent dialog box change the
host name and domain, and confirm the action.
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10.1.4.3 Managing routing of the HNC

You manage routing of the HNC using the associated Management menu, Routing & DNS. tab

» Select Hardware — Server — <unit name> (HNC) — Management, Routing & DNS tab.

« HNC hneci-se2: Routing

Add new route

(7)

Target Gateway Usage
Fiiter Filier Fitfer
127.0.0.0/8

192.168.151.0/24 182.168.151.12

feg0: /64 MCNLO
fd5e:5ese:600:/64 MCMNPR
feg0: /64 MCNPR
default fedl. falf4 1ff fefa.cB46 MCNPR
default Teg0: talrd 1t rerd: 16ec MCNPR
fegn:; /64 MSNPRO
fes0: /64 MSNPR1
169.254 0.0/16 NETSTORO1 4
17217 .64 0722 172.17.67.89 NETSTORO1

The Routing & DNS tab displays the routing in the upper group Routing.

’
Total: 11

The functionality of the tab is the same as that for the MU (see section “Managing routing

of the Management Unit” on page 180) with the following restriction:

The MANPU and MONPU networks are not available on the HNC.

The Add new route and Delete route actions are only available for Net-Storage

connections.
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10.1.4.4

10.1.4.5

Displaying the DNS configuration of the HNC

You can inquire information about the DNS configuration of the HNC using the associated
Management menu, Routing & DNS tab.

» Select Hardware — Server — <unit name> (HNC) — Management, Routing & DNS tab.

IP configuration Routing & DNS Met-Storage

» HNC hnc1-se2: Routing @)
+ HHC hnc1-se2: DHS configuration: Static @
DNS name server DNS d

1 fdfeSese:m00:102
2 fdfeSese:n00:202

The Routing & DNS tab displays the DNS configuration in the lower group DNS configuration.

Configuring Net-Storage on the HNC

Access to Net-Storage (storage access via NFS) is possible for BS2000 systems (for Native
BS2000 and the BS2000 VMs) of the SU /390 provided the prerequisites are fulfilled in the
HNC.

— As net client the HNC requires access rights for the net server which provides the Net-
Storage. Authentication takes place either via user and group IDs or via an LDAP server
NFSv4.

Access via an LDAP server is only possible if the LDAP server's certificate has
been downloaded to the unit.

If the LDAP server's configuration is not active or invalid or is being deleted,
authentication takes place using the local user and group.

— [Each Net-Storage connection must be configured in the network.

You configure Net-Storage in the HNC using the Management menu, Net-Storage tab.
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» Select Hardware — Server (SE<model>) — <unit> (HNC) — Management, Net-Storage tab.

IP configuration | Routing &DNS | Net-Sterage
HNC hnel-se2: Net-Storage accesses (2)

Access Configuration of LDAP-Server NFSv4

4 Eg

UserID 7013 IP address 172.17.41.241

Group ID 2003 Domain lacaldomain

Base-DN dec=osd,de=abg,dc=fsc dc=net
Upload LDAP sewer certificate Status active

HNC hnc1-se2: Net-Storage connection properties @

Add connection

Connection Slot/port VLAN Properties

NETSTORD1 52 p0 - " pHCPva [ ™ autaconf " pHCePve Edn

Total: 1

HNC hnc1-se2: Net-Storage connection addresses (@

Add IP address

Connecticn IP address Mask YLAN MAC address Conf.
Filter Fiiter Filter Filter Fiiter Fiiter

MNETSTORDO1 172.17.67.88 /22 - AlSE 9F 262430 static 4

loclan 192.168.151.12 - - 0A 00 14:10:80:FF -

Total: 2

The Net-Storage tab displays the Net-Storage accesses, Net-Storage connection properties, and
Net-Storage connection addresses groups.

The following functions are available to you:

Changing access right for the HNC

The Access right table displays the current user and group IDs for Net-Storage access. If no
LDAP configuration is active, authentication takes place using this entry.

» In the Net-Storage accesses group click the Change icon by Access. In the subsequent
dialog box change the user and/or group ID and confirm the action.

Uploading an LDAP server certificate to the HNC

» Inthe Net-Storage accesses group click Upload LDAP server certificate, select the certificate
file in the subsequent dialog box, and confirm the action.
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Entering or changing configuration data for the LDAP server

» In the Net-Storage accesses group click the Change icon by Configuration of LDAP-Server
<server>, enter the required properties in the subsequent dialog box, and confirm the
action.

Deleting configuration data for the LDAP server

» In the Net-Storage accesses group click the Delete icon by Configuration of LDAP-Server
<server> and confirm the action.

Following deletion, authentication takes place using the user and group IDs
entered. Net-Storage access is then only possible if valid values are entered.
Adding a Net-Storage connection to the HNC
» In the Net-Storage connection properties group click Add connection. Make the required
entries in the subsequent dialog box and confirm the action.
Removing the Net-Storage:connection
» In the Net-Storage connection properties group click the Remove icon by the required Net-
Storage connection and confirm the action.
Adding a Net-Storage connection address (HNC)
» In the Net-Storage connection addresses group click Add IP address. Make the required
entries in the subsequent dialog box and confirm the action.
Removing a Net-Storage connection address

» In the Net-Storage connection addresses group click the Remove icon by the required Net-
Storage connection and confirm the action.
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10.1.4.6

10.1.4.7

Managing updates

Fundamental information on updates is provided in section “Maintenance and remote
service” on page 59.

You manage updates of the HNC using the associated Service menu, Update tab.
» Select Hardware — Server (SE<model>) — <unit> (HNC) — Service, Update tab.

An expandable group is displayed on the Update tab for each of the four different types of
software updates.

The functionality of the tab is the same as that for the MU (see section “Managing updates
of the Management Unit” on page 186).

Managing configuration data (CSR) of the HNC

You use a CSR backup (CSR = Configuration Save and Restore) to back up the configu-
ration data of the HNC in an archive. The backup archive contains the entire configuration
of the basic system. Each backup archive has a creation date and an archive name.

A CSR backup enables the configuration of the HNC at the time the backup was made to
be restored.

» Select Hardware — Server (SE<model>) — <unit> (HNC) — Service, CSR tab.
You can use the CSR tab to upload, download, and delete configuration data backups.

The functionality of the tab is the same as that for the MU (see section “Managing configu-
ration data (CSR) of the MU” on page 188).

@ Perform a CSR backup after each configuration change.
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10.1.4.8 Generating diagnostic data

To support error diagnosis by Customer Support, the administrator or operator can
generate diagnostic data when an error situation occurs and send this to the Support
Center.

» Select Hardware — Server (SE<model>) — <unit>(HNC) — Service, Diagnostics tab.

The functionality of the tab is the same as that for the MU (see section “Generating
diagnostic data” on page 189).

The file name of the diagnostic data file for the HNC is:

DIAGtar.H<software-version><unit—-name>.<date>.<time>.gz
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10.1.5 Managing Server Unit x86

10.1.5.1

Displaying system information and interfaces of the unit

You obtain the system information and interfaces of the <unit> using the associated Infor-

mation menu.

Displaying system information of the SU x86

» Select Hardware — Server (SE<model>) — <unit> (SU<x86>) — Information, System tab.

l; system ! FCinterfaces

IP interfaces
Server Unit sul-se2: System information (2)
Name 5U1-582
HW model SE SERVER SU300 M1

B52000 model
XenVM license
Serial number
SW version
Hot fixes
System start
Main memory
CPUs

System disks

51300-60F K4
Existing

YLYNII 1085

X2000 V& 040500000

2015-05-27 17:06:43
256 GB
Intel(R) Xeon(R) CPU E7-8857 v2 @ 3.00GHz, 9000 MHz (4 Sockets, 48 Cores)

Mormal

If more than one license is installed on the unit, you can change the BS2000 model.

202

U41855-J-2125-1-76



Managing hardware Managing units of the SE server

Displaying FC interfaces of the SU x86

» Select Hardware — Server (SE<model>) — <unit> (SU<x86>) — Information, FC inter-

faces tab.
Systermn FC interfaces IF interfaces
Server Unit sul-se2: FC interfaces (2)
Plug-in position Type WWPN Status
Fiter Fiter Fiiter All =
53 p0 pei Emulex LPe12002 10:00:00:90:fa: 50 78 de Q Up
53 01 poi Emulex LPe12002 T0:00:00:90:fa: 5t 78 df C} UR
34 n0 pei Emulex LPe12002 10:00:00: 90 fa S 7E Q UR
34 11 pei Emulex LPe12002 10000090 fac S 7a 1 Q §]=]
56 00 pei Emulex LPe12002 10:00:00:90:f2: 507 1: k6 C} up
S6 01 pei Emulex LPe12002 100000090 fac 57 107 Q Up
53 p0 pei Emulex LPe12002 10:00:00:90: fac 578 da C} up
59 p1 pci Emulex LPe12002 10:00:00:90 fa:5h:78:db Q up
Total: &

The FC interfaces tab provides information about the Unit's Fibre Channel interfaces.
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Displaying and changing IP interfaces of the SU x86

» Select Hardware — Server (SE<model>) — <unit> (SU<x86>) — Information, IP interfaces
tab.

o System | FCinterfaces | IP interfaces

Server Unit sul-se2: IP interfaces (z)
Plug-in position  MTU  Type MAC address Usage Status
Fliter Fiter  Fiiier Filter Fiiter Alf j

8000 - 0A0D:14:10:0B:FF  LOCLAN = ,?
51 p0 pci 9000  Intel Corporation 1350 Gigabit AD369F 41:86:84  ZASLAN o up ,?
51 p1 pei 8000 Intel Corporation 1350 Gigabit AD369F 41:86:85  ZASLAN C) up K4
51 p2 pci 1500 Intel Corporation 1350 Gigabit AD369F41:56:86  wSwitch C) up .?
51 pa pei 1500  Intel Corporation 1350 Gigabit AD369F 41:86:87  wSwitch C) up K4
52 po pci 1500 Intel Corporation 1350 Gigabit AD369F 415688  ZASLAN C) up .?
52 p1 pci 9000  Intel Corporation 1350 Gigabit AD369F 41:86:89 ZASLAN o up ,?
52 p2 pei 1500  Intel Corporation 1350 Gigabit AD369F 418686  wSwitch C) up K4
50 p1 bme 1500 Intel Corporation C4:54:44:61:65:98  SYS1 \:) UP
52 p3 pci 1500 Intel Corporation 1350 Gigabit ADZE9F41:86:87  wSwitch O up ,?
50 p2 brnc 1500 Intel Corporation C454 4461 6558 5Y52 C) up
55 p0 pei 8000 Intel Corporation 82599EE 10-Gigahit SFISFP+ S01B0EDECOEA  ZASLAM C) up K4
S8 p1pci 9000 Intel Corporation 82899EE 10-Gigabit SFIFSFP+ 90 1BOEDEICOEE  ZASLAN Q up ?

Total: 13

The FC interfaces tab provides information about the unit's LAN interfaces. The following
function is available to you:
Changing the packet length in the case of LOCLAN and PCI interfaces

In the case of a PCl interface you can only change the packet length in normal operation,
i.e. the Status UP is displayed for the interface.

» Click on the Change icon by the required IP interface and select the required package
length in the subsequent dialog box.
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10.1.5.2

10.1.5.3

Managing the IP configuration of the SU x86

You manage the IP configuration of the SU x86 using the associated Management menu, IP
configuration tab.

» Select Hardware — Server (SE<model>) — <unit> (SU<x86>) — Management, IP config-
uration tab.

Using the IP configuration tab you can change the host name and network properties and
add network addresses.

The functionality of the tab is the same as that for the MU (see section “Managing the IP
configuration” on page 178) with the following restriction:

If only the standard networks LOCLAN, MCNLO, and MCNPR are assigned on the
SU x86, the buttons for changes are not enabled.

Managing routing of the SU x86

You manage routing of the SU x86 using the associated Management menu, Routing & DNS
tab.

» Select Hardware — Server — <unit> (SU<x86>) — Management, Routing & DNS tab.
The routing is displayed in the upper Routing group on the tab.

The functionality of the tab is the same as that for the MU (see section “Managing routing
of the Management Unit” on page 180) with the following restriction:

The MANPU and MONPU networks are not available on an SU x86.

The Add new route and Delete route actions are only available for Net-Storage
connections.
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10.1.5.4

10.1.5.5

Managing the DNS configuration of the SU x86

You manage the DNS configuration of the <unit> using the associated Management menu,
Routing & DNS tab.

» Select Hardware — Server — <unit> (SU<x86>) — Management, Routing & DNS tab.

The DNS configuration is displayed on the tab in the lower DNS configuration group. You can
enter and remove external DNS name servers and also change the search sequence or
remove domains.

The functionality of the tab is the same as that for the MU (see section “Managing the DNS
configuration” on page 181) with the following restriction:

If only the standard networks LOCLAN, MCNLO, and MCNPR are assigned on the
SU x86, the buttons for changes are not enabled in version XV6.0A0402.

Configuring Net-Storage on the SU x86

Access to Net-Storage (storage access via NFS) is possible for BS2000 systems (for Native
BS2000 and the BS2000 VMs) of the SU x86 provided the prerequisites are fulfilled in
X2000.

— As net client the SU x86 requires access rights for the net server which provides the
Net-Storage. Authentication takes place either via user and group IDs or via an LDAP
server NFSv4.

Access via an LDAP server is only possible if the LDAP server's certificate has
been downloaded to the unit.

If the LDAP server's configuration is not active or invalid or is being deleted,
authentication takes place using the local user and group.

— [Each Net-Storage connection must be configured in the network.

You configure Net-Storage in X2000 of the SU x86 using the Management menu, Net-Storage
tab.
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» Select Hardware — Server(SE<model>) — <unit>(SU<x86>) — Management, Net-Storage
tab.

IP configuration Routing & DNS Net-Storage

Server Unit sul-se2: Net-Storage accesses (2
Access Configuration of LDAP-Server NFSv4
4 EgS
UserID 7013 IP address 172.17.41.241
Group ID 2003 Domain localdomain
Base-DN dc=0sd,dc=abg,dc=fsc,dc=net
Upload LDAP semer cettificate Status active
Server Unit sul-se2: Net-Storage connection properties ®

Add connection

Connection Slot/port VLAN Properties

Total: 0

Server Unit sul-se2: Net-Storage connection addresses ':ZJ
Add IP address

Connection IP acdress Mask VLAN MAC acdress Conf.
loclan 192.168.138.12 - - 0A 00 14:10:08:FF -

Total: 1

The Net-Storage tab displays the Net-Storage accesses, Net-Storage connection properties, and
Net-Storage connection addresses groups.

The following functions are available:

Changing accesses for the SU x86

The Access right table displays the current user and group IDs for Net-Storage access. If no
LDAP configuration is active, authentication takes place using this entry.

» In the Net-Storage accesses group click the Change icon by Access. In the subsequent
dialog box change the user and/or group ID and confirm the action.

Uploading an LDAP server certificate to the SU x86

» Inthe Net-Storage accesses group click Upload LDAP server certificate, select the certificate
file in the subsequent dialog box, and confirm the action.
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Entering or changing the LDAP configuration of the SU x86

» In the Net-Storage accesses group click the Change icon by Configuration of LDAP-Server
<server>, enter the required properties in the subsequent dialog box, and confirm the
action.

Deleting configuration data for the LDAP server

» In the Net-Storage accesses group click the Delete icon by Configuration of LDAP-Server
<server> and confirm the action.

Following deletion, authentication takes place using the user and group IDs
entered. Net-Storage access is then only possible if valid values are entered.
Adding a Net-Storage connection to the SU x86
» In the Net-Storage connection properties group click Add connection , make the required
entries in the subsequent dialog box, and confirm the action.
Removing the Net-Storage:connection
» In the Net-Storage connection properties group click the Remove icon by the required Net-
Storage connection and confirm the action.
Adding a Net-Storage connection (SU x86)
» In the Net-Storage connection addresses group click Add IP address, make the required
entries in the subsequent dialog box, and confirm the action.
Removing a Net-Storage connection address

» In the Net-Storage connection addresses group click the Remove icon by the required Net-
Storage connection and confirm the action.
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10.1.5.6

10.1.5.7

Managing updates of the SU x86

Fundamental information on updates is provided in section “Maintenance and remote
service” on page 59.

You manage updates of the SU x86 using the associated Service menu, Update tab.
» Select Hardware — Server (SE<model>) — <unit> (SU<x86>) — Service, Update tab.

An expandable group is displayed on the Update tab for each of the four different types of
software updates.

The functionality of the tab is the same as that for the MU (see section “Managing updates
of the Management Unit” on page 186).

Managing configuration data (CSR) of the SU x86

You use a CSR backup (CSR = Configuration Save and Restore) to back up the configu-
ration data of the Server Unit in an archive. The backup archive contains the complete
configuration of the basic system, e.g. the devices (BS2000 and XenVM), the XenVMs, and
the Net-Storage configuration. Each backup archive has a creation date and an archive
name.

A CSR backup enables the configuration of the unit concerned at the time the backup was
made to be restored.

@ Perform a CSR backup after each configuration change.

» Select Hardware — Server (SE<model>) — <unit> (SU<x86>) — Service, CSR tab.
You can use the CSR tab to upload, download, and delete configuration data backups.

The functionality of the tab is the same as that for the MU (see section “Managing configu-
ration data (CSR) of the MU” on page 188).
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10.1.5.8 Generating diagnostic data

To support error diagnosis by Customer Support, the administrator or operator can
generate diagnostic data when an error situation occurs and send this to the Support
Center.

» Select Hardware — Server (SE<model>) — <unit> (SU<x86>) — Service, Diagnostics tab.

The functionality of the tab is the same as that for the MU (see section “Generating
diagnostic data” on page 189).

The file name of the diagnostic data file for the SU x86 is:

DIAGtar.X<software-version><unit—-name>.<date>.<time>.gz
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10.1.6 Managing Application Units

10.1.6.1

An SE server can optionally contain autonomous high-end x86-64 servers, so-called Appli-
cation Units (AUs).

The Application Units are integrated into the rack of the SE server when it is supplied, the
internal network is preconfigured, and if requested the operating system is also installed.

The Application Units are incorporated in the status display of the SE Manager and in the
remote service procedure for SE servers.

As administrator you install your own software (e.g. Networker StorageNode or Oracle
products) on the Application Units and perform other administration and configuration
tasks. You add installed applications with web interfaces to the list of applications in the SE
Manager, which enables you to call these applications directly from the SE Manager.

As operator or XenVM administrator you can access the applications. The management
functions for modifying the data for accessing Application Units are not available to you.

Remote access to the console of the Application Unit

The iIRMC function Video Redirection permits remote access to the console of the Application
Unit. The console has the same functions as the local console (see ).

Configuring an Application Unit

Application Units are integrated into the status monitoring and display of the SE Manager
and the remote service procedure of the SE server. The connection to these procedures is
established via basic mechanisms of the operating system on the Application Unit (SNMP
query). No further software is required on the Application Units for the connection.

You check and modify the configuration of the Application Unit in the following cases:
e You change the SE server's internal LAN.

When the configuration for the internal LAN on the Management Unit is changed, the
addresses configured for monitoring the Application Units are automatically moved to
the new address space. In this case the addressing schema (i.e. the last position in the
IP address concerned) is retained.

After making a change, configure the new internal IP address displayed under 4ppli-
cation units, Management tab in the Application Unit.

e You change the IP address.

e® You (re)install the Application Unit.

When you modify the configuration of the Application Unit, you generally also check or
modify the LAN configuration.
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Integrating an Application Unit into status monitoring

The hardware status of the Application Unit is determined by means of an SNMP query from
the Management Unit to the ServerView agent on the Application Unit via the management
LAN. To permit this the ServerView agents must be installed and SNMP must be configured
on the Application Unit.

Detailed and operating-system-specific information about the SNMP configuration is
available in the online help system.

» Check the implemented configuration.

The configuration is correct when the following conditions are satisfied:

— The Application Unit in the SE server overview on the Management Unit is
displayed with the status Running.

— The hardware information of the Application Unit is displayed in the information for
the Application Unit.

Integrating an Application Unit into the remote service procedure

An Application Unit is integrated into the remote service procedure with reporting of
hardware errors to the Service Center (call home) by forwarding hardware error messages
to the Management Unit. For Application Units with the Linux and Windows operating
systems, ServerView agents and the ServerView RAID Manager must also be installed for
the purpose of hardware monitoring.

On the Management Unit the messages forwarded from the Application Units are filtered
further and sent to the Service Center using the remote service procedure AIS Connect.

The Application Unit thus reports on hardware errors to the Management Unit in two ways:
e Trap forwarding from the iRMC

e Trap forwarding from Application Units with Linux and Windows from the operating
system
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10.1.6.2 Displaying hardware information of the Application Unit

» Select Hardware — Server (SE<model>) — <unit> (AU<model>) — Information, Overview
tab.

Overview

Application Unit abgga500: Hardware information

MName abgqas0o

HW model AU4T (PRIMERGY RX4770 M1)

Serial number YLES001065

BIOS version 6.00 Rev. 1.10.3031

Main memory 320GB

CPUs Intel(R) Xeon(R) CPU ES620 @ 2.40GHz, 2400 MHz (1 Socket)

The Overview tab displays hardware information on the selected unit.

10.1.6.3 Managing the IP configuration of the Application Unit

You manage the IP configuration of the AU using the associated Management menu, IP
configuration tab.

» Select Hardware — Server (SE<model>) — <unit> (AU<model>) — Management, IP

configuration tab.

IP configuration

Application Unit abgqa500: Host name

Host name abgoas0n

Application Unit abgqas00: IP network

IP address Mask IP interface VLAN Network
fooeroede601:0: 220 26ff.fe6f c367 /64 vkl 601 MONPRO1
Application Unit abgqa500: Access data

Account Status

semuser ) walD
Application Unit abgqa500: IRMC access data

IP address IRMC Account Status

172,17 65.244 SeMmuser ) WALID
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The IP configuration tab displays the groups Host name, IP network, Access data (only for AU
with the VMware vSphere operating system), and iRMC access data.

The following functions are available:

Updating network data
You can cause the current data to be determined again and the display to be updated.

» In the IP networks group click the Update network data icon and confirm the action.

Changing access data of the Application Unit

You can change the access data of the Application Unit only if the Application Unit is
operated with the VMware vSphere operating system.

» In the Application Unit <unit> Access data group, click the Change AU password icon for
the required account, change the account/password in the subsequent dialog box, and
confirm the action.

Changing access data of the Application Unit's iRMC access

The hardware status is determined for all Application Units using the iRMC. When the
password on the iRMC is changed, you must also change the password here.

» Inthe iRMC access data group, click the Change iRMC address and password icon by the
required IP address iRMC, change the IP address iRMC or the Account and confirm the
action.
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10.2 Managing IP networks

You manage the IP networks of the SE server using the tree structure: Hardware — IP
networks. All IP networks are listed in this menu.

10.2.1 Displaying information on networks and switches

You can display the following information on IP networks:
e Overview of IP networks
e Information on the IP network SENET

e Information on switches
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10.2.1.1 Overview of IP networks

You obtain the overview of the public and private IP networks using the associated Overview
tab.

» Select Hardware — IP networks, Overview tab.
Overview | SEMET | Switches

Public IP networks

Q)
Data Status Description
Fiiter Aif |
DAMNPLIOT L MORMAL Drata Metwork Public 01
DAMPLIOE 2 MORMAL Drata Metwork Public 08
Total: 2
M. it Status Description
MANPL @NORMAL Management Administration Metwark Public
Total: 1
Private IP networks Q)
Data Status Description
Fiiter Aif |
DAMNPRO1 L MORMAL Data Metwork Private 01
DAMPROZ 2 MORMAL Drata Metwork Private 02
DANPRO3 £ NORMAL DNata Metwork Private 03
DAMPREIE & NOR A Ldla Metwork Private 98
DAMNPRIY L MORMAL Diata Metwork Private 99
Total: 99
M. it Status Description
Fitter Alf |
MCRLO @NORMAL Management Contral Netwark Local
MCHPR @NORMAL Management Contral Netwark Private
MORNPROT @NORMAL Management Optional Metwork Private 01
MOMNPROS @NORMAL Management Optional Metwork Private 08
MEMNFPR @NORMAL Management SYF Metwaork Private
Total: &

The Overview tab displays information on public and private networks.
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10.2.1.2 Information on the IP network SENET

SENET contains the internal DNS configuration of the SE server. The IP network SENET
is displayed on the SENET tab.

» Select Hardware — IP networks, SENET tab.

Overview | SEMET | Switches

IP network SENET (DNS) @)

Add DNS entry

SEMET host name  SEMET name ~ IP address k  Registration name
Fliter Fliter Fliter Fliter Fliter
abggasli.senet aus-sel senet fdae:5e5e:601.0: 25056 febf.c 367 MONPRO1 00580566FC36F-rr...
abggasli.senet aus-sel senet fdae:5e5e601:0:250:56 febf.c 367 MONPROT 00580566FC36F-rr...
augirme-se2.senet 172.17.65.244 = augirmese?
augirme-se2.senet 1721765244 - augirmese?

The SENET tab displays all DNS entries of the SENET.

The following function is available:

Adding a new DNS entry to the SENET

» Inthe SENET tab click Add DNS entry and proceed as described in section “Configuring
SENET".

U41855-J-2125-1-76 217



Managing IP networks Managing hardware

10.2.1.3 Information on switches

The information on switches is displayed in the Switches tab.

» Select Hardware — IP networks, Switches tab.

Overview | SEMET | Switches

IP switch status @
Mame Unit Type Temperature [*C] Status ISL internal
Fiiter Fitter  Filter Fiiter Aif = A |
nswal-se? 1 Stackable ICKB450-24 530 @ L MORMAL L MORMAL
nswal-sel 2 Stackable ICXE450-24 520 @D 2 MORMAL 2 MORMAL
nswal-se? 3 Stackable ICKB6450-24 605 @ L MORMAL L MORMAL
nswal-sel 4 Stackable ICKE450-24 540 @D 2 MORMAL 2 MORMAL

Total: 4
IP switch port information Q)
Mame Port  Link Type Gbitis V0LAN Usage Description
Fiiter Fiiter | Al j Fiiter  Fiiter Fiiter Fiiter
nswal-se? 11172 OUP RJ45 01 ® M3SMPRO Svp
nswal-sel 11173 OUP RJ45 1 ® MANPL Unplink
nswal-se? 11174 eDOWN RJ45 - ® MORPL Unplink
nswal-sel 10174 OUP RJ45 1 ® DANPLION Unplink
nswal-se? 11176 OUP RJ45 01 ® AROMA-A1 Other
nawal-se2 1T OUP RJ45 1 @& MU EYE1 Systemn
nawal-se 1118 OUP RJ4s 1 @& MUZEYE1 Systemn

The Switches tab displays information on switches and port information.

» Click the Display/Details icon (eye) in the entry for a switch port. The VLAN connection
for this switch port is displayed in a dialog box.
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10.2.2 Configuring SENET

The SENET tab enables you to add or remove a DNS entry and change the host name.
» Select Hardware — IP networks, SENET tab.
The SENET tab displays all the SENET's DNS entries.

The following functions are available:

Adding a DNS entry
» Click the Add DNS entry tab and follow the instructions of the wizard.

Removing a DNS entry

» Click the Remove icon by the DNS entry you wish to remove.

Changing a host name

» Click the Change icon by the DNS entry whose host name you wish to change and
enter the new host name in the subsequent dialog box.
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10.2.3 Managing a Data Network Public

You manage a Data Network Public (DANPU) using the menu item Data Network Public in
the IP networks menu. Up to eight DANPUSs can exist. These are named DANPUO1,
DANPUO2, etc.

@ Further DANPU networks are configured by the Customer Support staff.

Overview of all DANPUs

» Select Hardware — IP networks — Data Network Public, Overview tab.

Overview
Data Network Public @
k Status Description
Fiiter Aif |
DANPLIO &9 NORMAL Diata Metwork Public 01
DAMPUOR €9 NORMAL Diata Metwark Public 08

Total: 2

The tab displays all information on the existing DANPUSs.
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Overview of the various DANPUs
» Select Hardware — IP networks — Data Network Public — <DANPU<no>, Overview tab.

Overview | ACL

General information {DANPUD1) @
Properties Value
WYLAN 1D (NetUnif) 4
Total: 1
IP switch uplinks Port  Link Mode Status
Fiiter Fiiter | Al jFIIfer Filter
nswal-sel 1His OUP untagged NORMAL
nawal-sel riniia) OUP untagged MNORMAL
Total: 2
NetUnit information (DANPUO1) @
Acld member
Members SENETname Portname1 Port  Link Mode mac
Fiiter Fiiter Fiiter Fiiter | Al jFIIfer
hncl-se2  HNCISZP1 111114 @I UP dual ® ]
hncZ-sez  HNCISZP1 211114 QUP dual ® >
hncdsez  HNC3SZP1 20115 @ UP dual ® ]
Total: 3

The Overview tab displays all information on the selected DANPU.

The following functions are available:

Displaying the MAC address

» In the Net Unit information (DANPU<no>) group click the MAC addresses icon (eye)
by the required unit.

The subsequent dialog box Display MAC address displays the unit's active address.

Adding ports

» In the Net Unit information (DANPU<no>) group click Add member, follow the instruc-
tions of the wizard, and select the required port.

Removing a port

» Inthe Net Unit information (DANPU<no>) group click the Remove icon by the required
unit, follow the instructions of the wizard, and confirm the action.
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10.2.3.1

Configuring the ACL settings of the DANPU network

The ACL (Access Control List) defines the access settings for the DANPUSs. You can add
and delete ACL entries for each DANPU<no>.

» Select Hardware — IP networks — Data Network Public — DANPU<no>, ACL tab.
Cwervienw ACL

ACL settings (DANPUD1) @

k ACL Mode
Fliter Fliter Fliter

P4 active
|PvE inactive K4

=

deny

Total: 2

ACL IPv4 rules (DANPUOT) @
Deny service
TCP /UDP port TCP /UDP service
Fliter Fliter

49388 y
49838 y

Total: 2

The ACL tab displays a list of the ACL settings.

Changing an ACL setting
You can:

— enable or disable an ACL and associated network access control on a network-
specific basis,

— select the ACL mode (permit or deny). In permit mode only the ports/services
contained in the ACL are permitted network access. All other services are locked.
In deny mode only the ports/services contained in the ACL are locked.

» In the ACL settings group click the Change icon by the required entry and enter the
new settings in the subsequent dialog box.

If you set permit mode and enable ACL without entering services in the list, network
access is locked for all services.
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Adding a service to the ACL

» Inthe ACL rules group click Deny service (in the case of ACL mode deny) or Permit
service (in the case of ACL mode permit) and select the ports and the services
associated with them which are to be added to the ACL.

Removing a service from the ACL

» Inthe ACL rules group click the Remove icon by the required entry and confirm the
action.
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10.2.4 Managing a Data Network Private

You manage a Data Network Private (DANPR) using the menu item Data Network Private in
the IP networks menu. Up to 99 DANPRs can exist. These are named DANPRO1,
DANPRO2, etc.

Overview of all DANPRs

» Select Hardware — IP networks — Data Network Private, Overview tab. The Overview tab
with all information on the existing DANPRSs opens.

Overview
Data Network Private @)

A netweark

k Status Description

Fiiter Aif |

DAMPROT L MORMAL Data Metwark Private 01
DAMPROZ 2 MORMAL Data Metwark Private 02
DAMPROZ L MORMAL Data Metwark Private 03
DAMPRO4 2 MORMAL Data Metwark Private 04
DAMPROS L MORMAL Data Metwark Private 05
DAMPROB L MORMAL Data Metwark Private 06

The administrator can create another private network by clicking the Add network
button.
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Overview of the various DANPRs

» Select Hardware — IP networks — Data Network Private — <DANPR<no>, Overview tab.
The Overview tab with all information on the selected DANPR opens.

muly v

Ovenview | ACL

General information (DANPRO1) @

 Activate RADYD / DNS /NTP server

Properties Value

Fliter Fliter

WLAM D (MetUnity a8 =

IPvE Autoconf. Prefix fdbe:Sede:801:064

IPvB Autoconf. Prefix fdfe:5e5e:801:064

RADVDIDNSINTP Server fdfe:5ebe:801:102 b L]

Total: &

IP switch ISL Port  Link Port  Link Description

Fiiter Fiter Al =|Fiter |an  =|Fiter

nawal-sez 1421 EIUP 11213 @IURP ISL_int

newal-sez 221 @ UP 223 @UP ISL_int

nawal-se2 . UP a2z @UP ISL_int

nawal-se2 421 @Ur 4213 @ UP ISL_int

Total: 4
HetUnit information (DANPRO1) @
Add member
Members SENETname Portname1 Port Link Mode Porthame2 Port  Link Mode mac
Fiiter Fiiter Fiiter Fiiker | Alf jFIIter Fiiter Fiiter | Alf _VJFIIter
hncl-ze2 HMC1S2P1 101014 @UP tagoed e 3 : 4
sul-ge7 SUISIPT 18- Taun Aemnsinr] SUARIPT e M n doousmnnt ) -

10.2.4.1 Add network

» Select Hardware — IP networks — Data Network Private — Overview tab. The Overview
tab with all information on the existing DANPRs opens.

» Click Add network.
The Add network dialog box opens and the first free network name is reserved.

» Follow the instructions of the wizard and enter the network data. Detailed information is
provided in the SE Manager help.
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10.2.4.2

10.2.4.3

10.2.4.4

Activate RADVD / DNS / NTP server
You can activate the RADVD / DNS / NTP server in the MU for each DANPR:

» Select Hardware — IP networks — Data Network Private — DANPR<no>, Overview tab.
» Click Activate RADVD / DNS / NTP server.

» The Activate RADVD / DNS / NTP server dialog box opens. Click Activate.

@ In the case of multiple MUs, this action must be performed on all MUs.

Managing members of a DANPR network

You can display the active MAC addresses and add or remove ports (members of the
network) for each DANPR.

Proceed as described in section “Managing a Data Network Public”.

Configuring the ACL settings of the DANPR network
You can add and delete ACL entries for each DANPR.

» Select Hardware — IP networks — Data Network Private — DANPR<no>, ACL tab.

Proceed as described in section “Configuring the ACL settings of the DANPU network”.
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10.2.5 Managing a Management Network Public

Each SE server has a public administration network, the so-called Management Network
Public (MANPU). There can also be a second optional network (Management Optional
Network Public, MONPU for short).

You manage the Management Network Public (MANPU) using the menu item Management
Network Public in the IP networks menu.

» Select Hardware — IP networks — Management Network Public, — MANPU, Overview tab.

5

Ovenview | ACL

General information {(MANPL) @
Properties Value Server
Fliter Fliter Fliter
WLAM D (MetUnity 2 j
IPvd4 netwark 1721764 0022 ahgsel?
IPvE Autocant. Prefix fd11:fd52:4134:c5b0:064 ahgse?
IPvd netwoark 17217 .64.0022 |
Total: 9
IP switch uplinks Port  Link Mode Status
Fiiter Fiiter | Alf jFIIter Fiiter
nawal-se 1H1I3 OUP untagged MNORMAL
nawal-se2 rinlic) OUP untagged MNORMAL
Total: 2
MetUnit information (MANPL) @
Aol member
Members SENETname Portname1 Port  Link Mode Porthame2 Port  Link Mode mac
Fiiter Fiiter Fiiter Fiiter | Alf jFIIter Fiiter Fiiter | Alf jFIIter
hncl-se2  HNC152P0 11113 @I UP dual ® ]
hned-se2  HNC352PO 111M5 QI UP dual ® >
sul-se2 SU1SIRFD 11117 @ UP dual SU1S2RPD 211117 @ UP dual ® ]
sul-ge2 SU1SIPZ 111119 @ UP dual SU1S2P2 211119 QD UP dual ® >
hncZ-se2  HNC252P0 21113 I UP dual ® ]
ahogasll  aus-sel AUSSYST 1520 @ UP dual AUSSYSZ 220 @ UP dual ® >
ahogabil  aub-sel AUBSYS1 11522 @I UP dual AUBSYSZ 211522 @I UP dual ® ]

abgseZme. mul-sel MUTEYST 1107 OUP tagoed MUTEYS2 2007 OUP tagged e
abgseZme. mu2-se? MUZEYS1 11178 OUP tagoed MUZEYS2 2178 OUP tagged ®

The tab displays all information on the MANPU.

U41855-J-2125-1-76 227



Managing IP networks Managing hardware

The following functions are available:

Displaying the MAC address

» In the Net Unit information (MANPU) group click the MAC addresses icon by the
required unit.

The subsequent dialog box Display MAC address displays the unit's address.

Adding ports

» In the Net Unit information (MANPU) group click Add member for the required unit,
follow the instructions of the wizard, and select the port.

Removing a port

» Inthe Net Unit information (MANPU) group click the Remove icon by the required unit,
follow the instructions of the wizard, and confirm the action.

10.2.5.1 Configuring the ACL settings of the MANPU network

You can add and delete ACL entries for each MANPU.
» Select Hardware — IP networks — Data Network Private — MANPU, ACL tab.

If you set permit mode and enable ACL without entering services in the list, network
access is locked for all services. For the MANPU network this means that you, as
administrator, "lock yourself out."

Proceed as described in section “Configuring the ACL settings of the DANPU network”.
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10.2.6 Management Network Private

An SE server can have the following internal management networks:

e MCNLO: Management Control Network Local

e MCNPR: Management Control Network Private

e MONPRO1 to up to MONPRO08: Management Optional Network Private, optional
e MSNPR: Management SVP Control Network Private, optional

Overview

The overview is similar for all Management Networks Private. Consequently only the
MONPRO1 is shown here. You can display the MAC addresses for all Management
Networks Private. Detailed information on tabs and the subsequent dialog boxes is
provided in the SE Manager help.
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» Select Hardware — IP networks — Management Network Private and click MONPROI. The
Overview tab with all information on the MONPRO1 opens.

General information (MONPRO1) @
Properties Value
Fliter Fliter
WLAN (D (MetUnity 601 =
IPvE Autoconf. Prefix fdbeSede:60l /64
RADVDIDNSINTE Server  fd5e:fe5e:601:102 6] »
RADYDVDMESMNTP Server  fdfeSefemil:202 @ LI
Total: 4
IP-Switch ISL Port  Link Port  Link Description
Fiiter Fiter A x|Fiter |an  x|Fiter
nawal-se2 121 @ UP 1213 @ UP ISL_int
newal-se2 221 @ UP 2213 @ UP ISL_int
nawal-se2 a2 @ UP azE @ UP ISL_int
newal-se2 421 @UP 4213 Q@ UP ISL_int
Total: 4
NetUnit information (MONPRO1) @
Aol member
Members SENETname Portname1 Port  Link Mode Porthame2 Port  Link Mode mac
Fiiter Fiiter Fiiter Fiiter | Alf j Fiiter Fiiter Fiiter | Alf j Fiiter

abggas0l  aus-se? ALISEYS 141720 OUP tagped AUSSYS2 21420 OUP tagoed @ b
abggab0l  auf-se? ALBEYS1 101722 OUP tagped AUBSYS2 2022 OUP tagoed @ b
abgseZmi.. mul-se2 MUTEYST 1107 OUP tagoed MU1SYS2 2007 OUP tagoed @ /
abgseZmi. mul-se? MUZEYS1 11178 OUP tagoed MUZEYS2 2178 OUP tagoed @& /

Displaying the MAC address

» In the Net Unit information (MANPU) group search for the required unit and click the
MAC addresses icon.

The subsequent dialog box Display MAC address displays the unit's address.
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10.2.6.1 Managing members of optional MONPR networks
You can add or remove ports for each optional MONPR (MONPRO01, MONPRO02, etc.):

» Select Hardware — IP networks — Management Network Public — MONPR<no>. The
Overview tab opens.

Adding ports

» Inthe Net Unit information (MONPR<no>) group search for the required unit and click
Add member.

The Add ports dialog box opens. Follow the instructions of the wizard and select the
ports.

» Confirm the action in the last step with Add.

Removing a port

» Inthe Net Unit information (MONPR<no>) group search for the required unit and click
the Remove icon.

The Remove ports dialog box opens. Follow the instructions of the wizard and
confirm the dialog box with Remove.

10.2.6.2 Configuring ACL settings of optional MONPR networks

You can add and delete ACL entries for each optional MONPR.

» Select Hardware — IP networks — Data Network Private — MONPR<no> and click the
ACL tab.

Proceed as described in section “Configuring the ACL settings of the DANPU network”.
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10.3 Managing FC networks
You manage the Fibre Channel networks of the SE server using the tree structure: Hardware
— FC networks. All FC networks are listed in this menu.
The following options for information and settings are available to you:
e Overview of FC networks
e Configuring settings
e Displaying messages

e Displaying connections

10.3.1 Overview of FC networks

» Select Hardware — FC networks, Overview tab.

Overview Settings Messages
FC natwork data
Latest update: 2015-05-20 154903 (Intervaron 1) = Maximal messags weight: CRROR 6 @
Fabrics
Fabric Index  Fabric Nama _ Fabric WWN Zonas Switches  Switch States  Paths _Path States Status

7 = |Fumer Filar Fifer FiRer FiRer Filtar Firer AU =
1 fabric1 10:00:00:05:33- 4F:55:02 1505 a 3/0/0/0 773 ERT/0/0/8A 0 NORMAL

Totak 1

Generated paths, not assigned Lo ary fabric. 1 0 LINKNOWN

Switches (7]

The Overview tab displays all information on the FC networks.
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10.3.2 Configuring settings

You can add, change or remove switches.

>

Select Hardware — FC networks — Settings. The Settings tab with all information on FC
networks opens.

Qverview Settings Messages

FC network data ®

Latest update: 2015-06-16 12:51:59 (Interval: 1800 sec ) & Maximal message weight: VWARNING 1 @@

Switches @)

Al witch
Index Agent VAD  Community SNM_P User Password Comment Check
version

Filter  Filter Fliler  Filter Fliter  Filter Fiter Fitter Al j

1 abofcsw1 0l 3 sancheck fes BC 300 fas 2y v 2

2 ahofcsw02 3 snmpusert fes BC 4800 es A I

3 abofcsw1 02 - public 1 sancheck Yes BC 5300 Yes E4E N4

4 abofcsw 04 - public 1 sancheck Yes BC 6520 Yes EaE

5 abgfcsw201 3 shmpuser! Mo BC 48000 Yes E4E I

[ ahgfesw202 3 snmpuser! Yes BC 5300 Yes E4E

7 ahofesw203 3 snmpuser! es BC 4100 Yes E4E I

8 ahgfosw204 128 3 sancheck Yes BC 8520 Yes KA

9 17217646 1 3 sancheck fes BC 5300 Mo EdE 'S

10 17217 64.230 1 3 sancheck fes BC 6520 Mo EdE ' LI
Total: 30

Adding, changing, removing switches

>

To add a switch, in the Switches group click Add switch. In the Add switch wizard you can
make the required entries step by step.

To change a switch, in the Switches group click the Change icon by the required switch,
follow the instructions of the subsequent wizard, and confirm the changes.

To remove a switch, in the Switches group click the Remove icon by the required switch
and confirm the action in the subsequent dialog box.

Enabling/disabling switch check

>

In the Switches group click the Enable or Disable icon by the required switch and confirm
the request.
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10.3.3 Displaying messages

» Select Hardware — FC networks, Messages tab.

Qvarview Settings

FC network data

Latest update: 2015-05-28 15:12:22 (Interval 1800 sec.)

Messages

-

@

Mazimal message weight: VWARNING 1,

Messages
Index MessagelD  Weight Text
Fitter Al = |Firer
1 BANYOOT INFO Collection of device configuration started at 20150523.151150 ﬂ
2 SAMNYODY INFO Collection of device configuration terminated without error at 201505259.151222
3 BANYOOT INFO FC net data collection started at 20150529.151222
4 BANYODE INFO 15 switches to be checked
5 SAMDADD INFO SANCHECK VERIION 03.0A400 READY
£ SANINDT INFO Processing of INI file 'Jetc/opt/SMAU/X2000/SANCHECK. ini' started
7 SANIDD2 INFO Processing of INI-file completed
8 BANIDDZ INFO Processing of SWITCHES-file '/etc/opt/SMAW/XZ000/SANCHECE.switches' started
9 SANIDDA INFO - Humber of specified switches: 15
10 8ANIZZT INFO - Line 4: Determining IP address with NAME='AEGFCEWLOL'
1 SANIZ2T INFO - Line 6: Determining IP address with MAME='ABGFCSW1O02'
12 BANIZZY INFO - Line 5: Deternining IP address with NAME='ABGFCEW103'
13 BANIZZY INFO - Line 10: Determining IP address with NAME='ABGFCSW104'
14 SAMIZZT INFO - Line 1Z: Determining IF address with NAME='ABGFCHWZOL1' LI
Total: 141

The Messages tab displays a list containing all messages for the FC networks.

10.3.4 Displaying connections

» Select Hardware — FC networks — Connections, Paths tab.

Paths

FC natwork data

Latest update: 20150817 083081 (intervatof 8] 2

bl eSS age wesghl: VOERHING 1, @

Paths 7
Mode 1 iServer) Fabric Hode 2 (Storage) Statug
Hama Port Hame YWWPH a1 a1 Fabric. WP Port Name Name e Zon Gan Total
Port Ho. Index  Index Port Ho.

sowmunts  w| i =|rmer Fer  Fer A i Figgr Fitr Figar A xlar w|ar =] av =
abgselmu? n 10:00.00 80 FA 20.E6.01 T 4 2 1 146 || S00000E0D4000284  FCP_CMO1 D440 52-02 | ETE ]| nomal s . & HORMAL ﬂ
abgselmul n 10:00.00- 20 FA J0:EE01 mw 4 i 4 10 S000:00:E0 DA 0054 36 momal ves € NORMAL
abgsedma ant () 4 1 1 146 || S000:00:60-04:0003 54 romal a3 & NORMAL
abgemul an i 5 47 ] 10 000 EO DA B 54736 romal wirs & HoRMAL

abg i 1 10,0000 00.C AT 08 8 51 4+ 2 1 218 || s00308.COOT S8 ED T momal yus &) MORMAL
abge2mul 1m 10:00.00.0 ATIESE S 4 i 2 0§ $002:00:CO97 9DEQDS ULTRIUM-TDE momal ves - € NORMAL
abgsedma 11t 100000 D0 CHATIE 68 5 4 1 3 ] 06 Sealar (2000 romal a3 < G NORMAL
abgemul " 100000 € [ 1 19 0 FCP_CMOD Dxd 21ETE nomal wirs & NoRUAL

The Paths tab displays a list containing all connections to FC networks.

Tenal 65
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10.4 Managing storage systems

You manage the storage systems of the SE server in the tree structure: Hardware — Storage.

10.4.1 Overview of the storage systems

» Select Hardware — Storage, Overview tab.

Overview Starage Manager
Disk storage Q)
Name Model Vendor Serial number Status
Fiiter Fiiter Fiiter Fiiter Alf j
Dx440 52-02 ETERNUS DX440 52 FUJITSU 4531107003 2 NORMAL
Dx440 52-01 ETERNUS DX440 52 FUJITSU 4531107005 &) NORMAL
DX8700 52-01 ETERNUS DX8700 52 FUJITSU 4541142001 2 NORMAL
DX500 53-01 ETERNUS DX500 S3 FUJITSU 4621347002 &) NORMAL
DXx500 53-02 ETERNUS DX500 53 FUJITSU 4621349005 2 NORMAL
DX800 53-01 ETERNUS DX600 53 FUJITSU 4621351008 &) NORMAL
Mumber of disk storages: 9
Tape storage @
Name Model Vendor Serial number Status
Mumber oftape storages: 0
Management software items @
Mame Description

Mumber of management software items: 0

The Overview tab displays information on the storage systems. This information is the same
as in the information overview which StorMan displays for storage systems.
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10.4.2 Storage Manager

The Storage Manager Storman is an autonomous product with its own online help. You call
Storman from the SE as follows:

» Select Hardware — Storage, Storage Manager tab.

The Storage Manager's homepage opens.

=] StorMan |

Management Unit (abgse2rmut) (]

@ SE Manager

¥y Storage >
B Server >
£+ configuration >
L] . .

“ Autharization

Further details on using the Storage Manager are provided in the online help and documen-
tation for Storman.

When you click SE Manager, you return to the SE Manager.
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10.5 HW inventory

In the Hardware — HW inventory menu you can have the hardware configuration of your SW
server displayed on the screen in graphic form and also in various tables:

e Rack view
e Displaying units
e Displaying components

e Administration

10.5.1 Rack view

The rack view displays all integrated components on the screen in graphical form.

» Select Hardware — HW inventory and click Rack view. The Rack view tab opens, here with
an SE 700 as an example.
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Rackview | Units

ahgse2 (SE700) in Abg DCGa- 165

Hame
abgze2mul

hncl-ze2

nswal-se2 (hasic-r)
nawal-se2 (basic)
RiC1

ABGIE2TT (CHE-Box 4)
ABGSEZT (CHE-Box 0)

Shelf 1

ABGSEZT1 (CPU-Box)

Components

Administration

Rack 1 (Basic Rack)

hLl

HMC

Swritch
Swvitch
RC

=0 s3a0

SU 7380

Shelf

U f3a0

T Q0
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10.5.2 Displaying units

The units view displays all integrated units in tabular form. A separate group is displayed

for each unit.

» Select Hardware — HW inventory, Units tab.

The Units tab opens, here with an SE 700 as an example.

Rack vigw Units Components Administration

Server Unit /390

Hostname ABGSEZN CHEbox (3) CHE(29) Status Inventary information

HW model SE SERVER SU700 0 14 @ POWER_ON

Serial number 00029001 i 2 G POWER_ON

CPUs 5 4 13 @ POWER_ON

Main memory 8GE

Power Okl

HWY status © NORMAL

Inventory information -
Management Unit (2}

Name  ~ HWmaodel Serialnumber  CPU__ Mainmemory  iRMC _ BIOS SW version Power HW status Inventory i

abgse2zmut U YLYLO9T 031 1 3208 7.92F W4.6.54 R1.9.0for D3I302-Alx M2000VEOAIZ02 B ON S MNORMAL  main MU

abgse2mu2 MU YLWL981917 1 3208 7.82F V4654 R1.9.0for DII0Z-ATx M2000VE.0ADS02 b ON 9 NORMAL

Number of Management Units: 2

HNC (3) (@)

Name ~ HW model Serial number  CPU _ Mainmemory iRMC _ BIOS SW version Power HW status Inventory i

fiker & | finer fiter  fifter filter alf e | e

hnel-se2 HNG @) YLvKD09025 1 @ 3268 7.82F V4.6.5.4 R1.9.0f0r DII0Z-ATe HNG VE.0AD301 & ON & MNORMAL  main HNG

hne2-se2 HNC [ORRNSIEL ) 1@ 32068 7.82F  V46.5.4 R1.9.0for DII0Z-ATx HNCVE.0A0301 & ON QNORMAL -

hne3-ge2 HNG () YLNSO009483 1 (i) 3268 7.82F V46.5.4 R1.9.0f0r DII0L-ATx HNCVE.0A0301 » ON & NORMAL -

Number of HNCs: 3

Server Unit x86 (1)

Name ~ HW model Serial number CPU  Main memory iRMC  BIOS SWuersion Power HW status Inventory i

sul-ge2 SU300 (D YLYNaa108s 4 @ 256 GB 782F  VWA0.08R1.300f0r D3342-A1x X2000 V6 0ADS01 oM & NORMAL -

Mumber of Server Units: 1

Application Unit x86 (2)

Name ~ HW model Serialnumber  CPU  Mainmemory iRMC  BIOS Power HW status Inventory information

ahggason AL4T i) YLFvoo1 001 2 W M B8GH - QE8C-54RFTE.1.00.3141.071120111823 oM & NORMAL test

abgyabo AU4T (i) YLFVOO1002 2 @ 3186GHE - Q58C-54R FTE.1.00.3141.071120111823 ON 2 NORMAL

Mumber of Application Units: 2
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10.5.3 Displaying components
In the components view all integrated add-on components, e.g. switches and storage
systems, are displayed in tabular form. A separate group is displayed for each component.
» Select Hardware — HW inventory , Components tab.

The Components tab opens, here with an SE 700 as an example.

Atk vidw Unite Componants Adriinktration
Switches (4} )
Mame = Uit HW modet Serialnumber _ Froeporis  SWversion  IWstatus  ieventory information
Fillr Fifler | Aif x| riter Filter AN x| Figer
nswal-sed (bask) 1 Stackable ICXE450-24  BZSO4SIIOSL - 05020TH3 GNORMAL -
nwal-ge2 Masic} 2 Stackabile ICHEES0.28  BIZS04E1I055 020207313 S NORMAL
nawal-sed (porkesf) 3 Stackabie ICE450-34 RIS0442J033 Jiofl4 080207313 O NORMAL
nswal-sel (porkests) 4 Stackable ICKBAS0-24  BISOMZI000  T2of24 0AOZ0THY S NORMAL
Hurmnber of swilches. 4
Disk slorage (26} (7
M = Vendar O ol Serlatmimber P version_ Location Contact Mo stanis feventory infosmation
Figar Filor =] =] Fumee Famer Fir FaRer Al =] Fumor
Didd0 52.01 (CF) FLImsy ETERNUSDX440E2 4530107005 VIDLGO-1D00 DCBa 130 Post & on -
440 5201 [OEF #00) FLIITEY ETERNUS Doad0 87 ASS1 03072 DCBa_138 Post Do
DHA40 52-02 (CE) FUJTEY ETERNUS DW44052 4531107003 VIOLGO-1000 DCBa_130 Posé Gom
D40 £2.02 (DE #00) FuImsy ETERNUS Dxa4( 52 AssN03NT OCa_ 138 Poss Sox
D440 5202 DE#ID) FLITSY ETERNUS DX44082 45601103016 - D<fia_t 38 Post o
Number of disk storage: 26
TG Componsts {7 )

Noma v Bps  HAWmode| | Ser mimtior | KwoMory iformaen

L= B T 1 soree
Sneif1  Shelf - - senace

Murnbas of lurmer companants:
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10.5.4 Administration
In the administration view all racks and hardware components are displayed in tabular form.
One group is displayed for each rack and other hardware components.
» Select Hardware — HW inventory, Administration tab.

The Administration tab opens, here with an SE 700 as an example.
Rack view Units Components Administration

Racks

Acceptchanges | Discard changes

HNo. ~ Name Inventory information
1 Rack1 Basic Rack
Mumber of racks: 1
Units and components

Acceptchanges | Discard changes

Name ~ Type HW model Rack HU H Serial number b
filter fitter filber fiter  filer  fiter  filter

abggasio Al x8E PRIMERGY R¥4770 b1 > 4 - YLFVOD1001 test
abgoasio Al %86 PRIMERGY R¥4770 b1 - 4 - YLFvO01002

ABGSE211 (CHE-Box 0) SL/380 SE SERYER SU700 1 2 13 00029001

ABGEEZ11 (CHE-Box 1) SL/390 SE SERVER SU700 - 2 - 00029001

ABGSEZ211 (CHE-Box 4) Su7390 SE SERVER SU700 1 2 16 00028001

ABGEBEZ11 (CPL-Box) Su7390 S8E BERVER SU700 1 B 3 00023001

abosezmul MU SE SBERVYER MU M1 1 1 36 YLWL997031 main bl

» In the Inventory information column you can enter a comment or change the existing
comment. You accept the comment with Accept changes.
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10.6 Managing energy settings
You manage the energy settings of the SE server using the tree structure: Hardware —
Energy.
The following options for information and settings are available to you:
e Monitoring energy consumption of the units of the SE server
e Simulating energy saving scenarios for the SE server

e Scheduled power on/off of units of the SE server

10.6.1 Monitoring energy consumption of the units of the SE server

The Monitoring tab displays the current energy consumption, the hardware-specific
maximum performance, and the power status for all units of the SE server (SU, MU, HNC,
and AU). In the case of an AU, the energy saving mode enabled is also displayed.

» Select Hardware — Energy, Monitoring tab.

Monitoring Management Scheduled power onfoff
SE Server ahgse2: Energy Monitoring Units O]
Name ~ HW model Rack Current power ( i Power status
Filter Al =lar =] Al =l
372 W (of 3000 i) ;
ahggas0n aL47 0 EREALIG , ‘1} oN
372N
ahggagon AT 0 _(Df 5000 W) | | Current power consumption: 272 Watt
equatesto {2 % of max. 3000 Watlt
ABGSEZ11 (CHE-Box 0 SU700 q 188 YV (of 267 W1y
=] Energymode: {000 Watts (Fotive)
ABGSEZ1 (CHE-Box 1) SU7T00 0 g"@m"m ) ON
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10.6.2 Simulating energy saving scenarios for the SE server

You can create planning templates for defining energy saving scenarios and have energy
saving options calculated.

You can set the power off option for the various units of the SE server. There is no power
off option for the components of the SU /390 (CPU and channel boxes).

» Select Hardware — Energy, Management tab.
The tab for creating a new template opens. If templates are already stored, these are
listed and can be edited.

Monitoring Management Scheduled power onioff
SE Server abgseZ2: Energy Templates Units @

Hote: \Within this template eneragy saving scenarios can be created. The energy saving options have to he executed manually.

Templates: | Newtemplate »| Sawve template | Delete template

Current Plan
Name ~ HW model Max. i Power limit (active)  Power limit (option)  Power off {option) Saving per unit (max.)
Fiter Al =l Fliter
abooasnn AL4T 3000V 1000 Yatts (active) r
ahggasno ALI4T 3000w 1400 Wiatts (active) r 1500w
ABGSE211 (CHE-Box 0} sU700 2ETW -
ABGEE211 (CHE-Box 1) Ssu700 26TV - 1 -
ABGSE211 (CHE-Box 4) sU700 2ETW -
ABGEE211 (CPU-Box) Ssu700 T -
abgse2mul MU TW - r
abgse2mu? MU MW - -
hnet-sez HRNG 222 - r
nnc2-se2 HNG 223W - r
hnc3-sez HRNG 630 - r
sul-se2 5U300 1335W - r -
[moow | Nurrber of Urits: 12
Summary @

Ci ion (units) Power limit savings Power off savings Saving (max.) 2 .

10448 1500w oy 1500

Saving @

1400 W (of 10449 Wi zawed) — New cansumption (units): 8949 Wy 3-
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Three areas are displayed:
1. An area in which you can make settings for the template.

2. An area containing a summary of the total consumption of all units and the maximum
energy saving when the saving options simulated in the template are implemented.

3. This area displays the maximum total saving with respect to the total consumption in
the form of a red bar. The saving, the total consumption and the newly calculated
consumption (total consumption - maximum saving) are also displayed.

10.6.3 Scheduled power on/off of units of the SE server

» Select Hardware — Energy, Scheduled power on/off tab.
A listis displayed containing all the units of the SE server which can be powered on and off
on a scheduled basis.
The power on/off times currently set and the current power status are displayed for each
unit of the type MU, HNC, SU, and AU. You can define, change, and reset new power on/off
times for each day of the week.
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11.1 User

The following roles exist for administering and operating the SE server:
e Administrator
e Operator

e XenVM administrator
This role exists only if at least one SU x86 with a XenVM license exists on the SE server.

e Service
The SE Manager only displays this role or the user accounts with this role. A service
account cannot be administered in the SE Manager.

Detailed information on the various roles is provided in section “Role and user strategy” on
page 40.

11.1.1 Managing accounts

The administrator manages all accounts on the SE server with the exception of the service
accounts. He/She creates new accounts and changes or deletes existing accounts.

The accounts admin for the administrator and service for Customer Support are predefined
and cannot be deleted.

As administrator you can create, modify and delete further local accounts for the Adminis-
trator, XenVM administrator and Operator roles. You cannot administer the service account
(Service role).

You can also manage passwords and password attributes (e.g. validity period) for the
accounts, see section “Managing passwords” on page 248

As operator or XenVM administrator you are authorized to manage your own account, i.e.
you can change account attributes and the access password yourself, see section
“Managing passwords” on page 248.
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A XenVM administrator has access to XenVM systems and to XenVM devices.

The operator obtains access to BS2000 systems and the corresponding BS2000 devices
only in accordance with his/her individual authorizations which are assigned by the admin-
istrator, see section “Managing individual rights” on page 252.

In the Accounts tab you can create and manage local accounts.

For the operator and the XenVM administrator the functionality is limited to
displaying his/her own account and changing the name and comment.

Displaying accounts
» Select Authorizations — User, Accounts tab.
Accounts Password management Individual rights Sessions

Management Unit abgseZ2mui: Accounts @

Set up newy access

Type  Account Role Mame C it

Al x| Fiter Aif = |Fitter Fiiter

A ad1 Administratar Administrator 1

A ad2 Administratar Administrator 2

: admin Administratar Systermn Administratar

A autoadm Administratar automatic administra for AutoSEM tests

[ autoopr Operator 4 )

: hbopr Operator CQperator BO ,? v

: blopr Operator Operator B1 ,? v

-~ s r-] LI
Total: 31

The Accounts tab displays the existing accounts. An operator or XenVM administrator
sees only his/her own account.

The Customer Support account service (Service role) is only displayed. You cannot
administer it.

Set up new access

» Click Set up new access and make the required entries for the new account in the subse-
quent dialog.
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Change account

For the operator and the XenVM administrator the functionality is restricted to
his/her own account:

» In the required account click the Change icon and change the required access
properties.

Delete account

Every user with the Administrator role can remove any other user. Only the
predefined accounts admin and service cannot be deleted.

» On the Accounts tab click the Delete icon and confirm the action.
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11.1.2

Managing passwords

The passwords of the local accounts have the attributes Validity time, Warning time, Minimum
time, and Inactivity time:

During the validity period, which applies from the last time the password was set, it is
possible to log in without restriction.

During the Minimum time which is defined by the administrator; the operator and XenVM
administrator cannot change their own password.

During the warning time, a warning is issued that the password will soon no longer be
valid. However, it is possible to log in without restrictions.

During the inactivity time, the password is no longer valid, but it is still possible to log in.
Directly after a user has logged in, a request to change the password is issued.

After the inactivity time has elapsed, the account is locked. It can be opened again from
an(other) administration account or, if necessary, by Customer Support.

The value -1 for the Inactivity time results in the inactivity time not elapsing.

The value 99999 for the Validity time means, in practice, that you need not change the
password.

The figure below shows the relationship between these times.

Login possible Account locked
L |
Validity time
-
Minimum Warning Inactivity
time time time
e
Time
Last Password
change expired
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When the SE server is supplied, the following values are predefined for the Validity time,

Warning time, Minimum time, and Inactivity time for the standard account admin:

Account

Minimum
time

Validity
time

Warning
time

Inactivity
time

Comment

admin

0

60

7

-1

The account is never

locked, it is always
possible to log in with the
old password. The value -1
for the inactivity time
means that it never
expires.

When you create another local account using the SE Manager, the passwords you specify
are initially assigned the following attributes:

Account Minimum Validity Warning Inactivity

time time time time
<name> 7 60 7 7

The minimum time is not relevant for an administrator account and the value 0 is therefore
displayed for it.

As administrator you can disable an account in the password management. You can only
log in under this account again if you activate the account.

You can also force a change of password. When you force a change of password for an
account which is locked by the system, you permit a one-off login using the previous
password.

On the Password management tab you manage the passwords of the defined accounts.

For operator and XenVM administrator the functionality is restricted to his/her own
account: They can change their own password if it has not yet expired and the
minimum time between two changes has been reached.
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Displaying passwords

» In the tree structure select Authorizations — User, Password management tab.

Accounts Password management Individual rights Sessions

Management Unit abgse?mu2: Password management @
Account Role Malidity time  Warning time ini time Inactivitytime _ Last change Status

Fliter Al j Fliter Fliter Fliter Fifter Fliter Al j

admin Administratar 99999 5 -1 2015-05-05 £ vaLID s =
autoadm Administratar 9999 7 0 7 2015-05-26 €2 vaLID 4
autoopr Operator 60 7 7 7 2015-05-26 £ MIMIMUM k4
hubuad Administratar 1) 7 0 7 2015-05-18 €2 vaLID 4
bubuop Operator 60 7 7 7 2015-05-18 £ vaLID k4
dfadm Administratar 1) 7 0 7 2015-05-22 €2 vaLID 4
dfapr Operator 93939 7 7 7 2015-05-11 £ vaLID k4
dfaprt Operator 60 7 7 7 2015-05-18 €2 vaLID Ed
dfopr? Operator 60 7 7 7 2015-05-18 &9 vaLID k4

The Password management tab displays defined accounts with their password data.

Changing password data

You can only change the password attributes if you are an administrator. For

@ operator and XenVM administrator the functionality is restricted to his/her own
account: They can change their own password if it has not yet expired and the
minimum time between two changes has been reached.

» Click the Change icon for the required account and change the properties as required.
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11.1.3 Managing individual rights

The Individual rights tab displays the operator accounts and their individual rights which are
currently assigned. With individual rights a distinction is made between server-related rights
(e.g. powering Units on/off) and system-related rights (access to particular BS2000
systems).

The tab is not available to a XenVM administrator.

For an operator the functionality is restricted to his/her own account. He/She only sees
his/her own rights. Only an administrator can make changes.

» Select Authorizations — User, Individual rights tab.

Accounts Password management Indridual rights Sessions

Management Unit abgse2muz: Individual operator rights

Account Onioft Shadow  SVP Unit Console rights Dialog
Fiiter ar =|an = lanr =] Fiiter Fiiter A =]
autoopr Denied Denied Denied ‘? abgse2mul (ABGSEZ11) WME YMOBFROC), C1 Granted ‘? =

WIT (AMOTSTO0), C1

sul-se2 Hva, ¢1 Granted

W3, G2
bubuop Denied  Denied Ed 7
dfapr Denied Denied Granted ‘? abgse2mul (ABGSEZ11) HY0 (MONITOR), C1 Granted ‘?

W2, C1

W3, C1

Whid, C1

WS (MOSWILVE), C1
WE (YMOBFROC), C1
YT (YMOTSTO0), C1
WhE (WMOSSEZ), C1
Whg, C1

WhA (YMT0SEZ), C1
YWMB (Vid115SEGA), C1
WMC (VM125EGY), C1
YWMD (VM135EGE), C1
YME (Wi14BURG), C1

The Individual rights tab lists all operator accounts together with their individual rights.
Change server-related rights

@ Only the administrator can make changes.

» In the required account click the Change server-related rights icon after the SVP column.
In the subsequent dialog, assign the required server-related operator rights.
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11.1.4

Change system-related rights
@ Only the administrator can make changes.

» In the required account, click the Change system-related rights icon in the rightmost
column. In the subsequent dialog, assign the required system-related operator rights.

Managing access to the BS2000 console and dialog

An operator can access the console of a BS2000 system solely by means of individual
authorizations.

BS2000 communicates with KVPs using the mnemonic names of the KVP devices
concerned. In addition, consoles to be used by operators and administrators in BS2000
must be configured with a mnemonic console name and assigned rights must be configured
in the OPR parameter record of the parameter service (see the manual “Introduction to
System Administration”, DEFINE-CONSOLE and SET-CODE instructions). When a KVP is
configured, the mnemonic console names C0 and CI which are by default configured in
BS2000 are automatically assigned. These console names can be changed in BS2000.
However, changes become effective only after the BS2000 system has been started up
again.

An administrator can always access the BS2000 consoles. An operator can only access
BS2000 consoles for which he/she has an individual right,see section “Change system-
related rights” on page 252.

Displaying sessions

The Sessions tab informs the administrator about all session of users who are currently
logged in on the SE Manager of the local Management Unit. In addition to the information
on the user and IP address of the PC, the current individual setting for the session is also
displayed.
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» Select Authorizations — User, Sessions tab.

Accounts Password management Individual rights Sessions

Management Unit abgse2muz2: Sessions @
Account Mame Role IP address L Autom. upd.  Timeout

Fiiter Fiiter Aif = |Fitter Aif = |Fitter Fiiter

Service Systermn Service Administrator 172,24 58.254 German - -

service Systermn Service Administrator Local console German - -

Service Systermn Service Administrator 1722458244 English - -

service Systermn Service Administrator 1722448819 German - -

admin Systerm Administratar Administrator 17217 64,53 English - 20 min

Tebnle £

The Sessions tab provides information on the users currently logged in.
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11.2 Configuration

11.2.1 Digital certificate
To use HTTPS/SSL, not only an SSL key pair is required on the system, but also a (digital)
SSL certificate. This server certificate performs the following two tasks:

e The certificate is always system-specific (contains the FQDN) and proves the online
identity of the system concerned for the browser on the administration PC.

e The certificate provides the public key with which the browser encrypts its messages to
the server on the administration PC.

A self-signed, system-specific certificate which was generated on the system is preinstalled
as the standard certificate on each of the systems.

You can also use other certificates on your SE server instead of the preinstalled self-signed
certificate. The following options are available:

e Use of a self-signed certificate

A certificate of this type is preinstalled on the system as the standard certificate. It must
be explicitly confirmed or imported on any browser with which the SE Manager
operates.

e Use of a customer-specific certificate (signed by a customer CA)

If the customer-specific policy specifies the use of such a certificate, it can simply be
installed.

The certificate is as a rule derived from a customer-specific root certificate. Such a
certificate is known to the browsers the customer uses and is accepted without an
inquiry (i.e. without being confirmed or imported).

e Use of a commercial certificate (signed by a root CA)

A certificate of this type is created for a fee by a trusted root certification authority (CA)
and is therefore known to all browsers. Consequently every browser accepts such
certificates without an inquiry.
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11.2.1.1 Confirming/importing a certificate in the web browser

If the web interface called uses a self-signed certificate (i.e., for example, the preinstalled
standard certificate), web browsers reject the call for the page because, from their
viewpoint, the certificate is not trusted. To permit pages of the SE Manager to be loaded in
the browser at all, you must either temporarily accept the certificate error or import the certif-
icate permanently in the browser.

The procedure described in principle below is based on Internet Explorer Version 11 or
higher and differs according to the browser used and the version. You will find details of the
specific procedure in your browser’s online help.

» Open your web browser.

» In the browser window call the SE Manager of the required system.

@ There is a problem with this website's security certificate.
A

The security certificate presented by this website was not issued by a trusted certificate
authority.
The security certificate presented by this website was issued for a different website's address,

Security certificate problems may indicate an attempt to fool you or intercept any data you
send to the server,

We recommend that you close this webpage and do not continue to this website.
@ Click here to close this webpage.

& Continue to this website (not recommended).

® More information

The web browser reports a certificate error.
» Confirm that the website should be loaded.

You are shown the login page. The browser’s address bar displays Certificate Error as
a warning.

& Certificate error (4]

The certificate has now been temporarily accepted for this session, and you can now
work with the SE Manager of this system.

To prevent this browser message from being displayed in future, you can also import the
certificate.
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» Click Certificate Error in the browser’s address bar.

'-!3-' Untrusted Certificate
-

The security certificate presented by this
weebsite was notissued by a trusted
certificate authority,

This problern might indicate an attempt to
fool you or intercept any data you send to
the server,

We recornrmend that you close this webpage,

About certificate errors

Wiew certificates

You are shown information about the potential security risk, and 4bout certificate errors
enables you to view more detailed information in the browser’s online help.

» Click View Certificates.

Certificate @
General | Details | Certification Path

.@,ﬁ Certificate Information

This certificate cannot be verified up to a trusted
certification authority.

Issued to: exmpl.example.net

Issued by: Fujitsu SE Server CA 0F9c99e2

¥alid from 5/ 8/ 2015 to 5/ & 2025

Issuer Statemnent

Learn mare about certificates

Check the certificate (further details are provided on the Details and Certification Path

tabs).
Continue only if no doubts exist about the certificate.
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» Click Install Certificate.

The certificate import wizard starts and guides you though installation of the certificate
step by step.

@ Alternatively or for other browsers, you can also download and install the CA
certificate, see page 262.

11.2.2 Managing certificates

You can create and manage new SSL certificates on the Certificates tab. In the case of
HTTPS communication a server identifies itself to its client with an SSL certificate. An SSL
certificate is only ever issued for a server, an organization and a particular period. This infor-
mation is contained in the certificate and can be viewed in a certificate viewer (e.g.
browser). The validity of this information is confirmed by a trusted certification authority
(CA) by means of the authority's digital signature.

The Certificates tab provides the following functions for managing certificates:
e Using the standard certificate
— Displaying the current SSL certificate
— Displaying details of the current SSL certificate
e Creating and enabling a new self-signed SSL certificate
e Requesting an SLL certificate
— Displaying details of the current SSL certificate request
— Downloading the SSL certificate request
e Uploading and activating a customer-specific certificate
e Downloading a CA certificate and installing it in the browser

Detailed information on the tab is provided in the SE Manager help.
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11.2.2.1

Using the standard certificate

A self-signed, system-specific certificate is preinstalled on the SE server. This is not known
directly by the web browsers, nor is it derived from a known root certificate.

A standard certificate is automatically generated and activated each time the system is
renamed (the FQDN is changed). The new standard certificate must then of course be
accepted by or imported to the browsers.

The main features of this certificate are:

® The common name (CN) is identical to the fully qualified domain name (FQDN) of the
base operating system.

e The validity period is 10 years.

e The fingerprint which unambiguously identifies the certificate is generated using the
SHA-1 algorithm and RSA encryption.

As the browser does not know the self-signed certificate, when the SE Manager is called it
requests the user to accept the certificate temporarily for the current session or to import it
permanently.

If you call the SE Manager on the local console, you must also confirm or import the
standard certificate, because the browser used on the Gnome desktop does not know the
certificate, either.

You are granted access to the SE Manager of the system component only if the certificate
is temporarily accepted or permanently imported.

If in doubt, you should first read and cross check the certificate before accepting it tempo-
rarily or importing it permanently.
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Displaying the current SSL certificate

» In the tree structure select Authorizations > Configuration.
The Certificates tab with the Current SSL certificate and Current request for an SSL certificate
groups opens..
Certificates

Management Unit abgse2mu2: Current SSL certificate @
Creste and enable new SSL certificate

Upload and enasble SSL cedificate

e
Certificate Standard cerificate
Issued for {CN) abgze2mul.abgfzc.net, abgse2mul, 1721767 111, localhost
Issued by (CH) Fujitsu SE Server CA aB02b479 e
Valid from 2015-05-05
Valid to 2025-05-05
Validity period in days 3653
Management Unit abgse2muz2: Current request for an SSL certificate @

Create new request

The information displayed is described in the SE Manager help.

Displaying details of the current SSL certificate

» In the tree structure select Authorizations — Configuration.
The Certificates tab opens.
» To display further details, click the Details icon in the Current SSL certificate group.

The Detailed display of the current SSL certificate dialog box opens. The information
displayed is described in the SE Manager help.
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11.2.2.2 Creating and enabling a new self-signed SSL certificate

The preinstalled standard certificate contains data which is naturally not customer-specific.

If you want to work with a certificate with customer-specific data, you can at any time create
and use such a certificate. This action can also be necessary when you want to renew a
certificate.

@ e When a certificate is activated, the web server is also automatically rebooted.

e As the web browser does not know how trustworthy the new certificate is, like
the standard certificate it must be explicitly accepted or imported (see the
section “Confirming/importing a certificate in the web browser” on page 255).

» In the tree structure select Authorizations — Configuration.
» In the Current SSL certificate group, click Create and enable new SSL certificate.
The Create and enable SSL certificate dialog box opens.

» Make the necessary entries. Detailed information on the entries is provided in the SE
Manager help.

» Click Create and enable.

The certificate is created, activated immediately and displayed as the current certificate.

11.2.2.3 Requesting an SLL certificate

@ Any existing request is overwritten.

For the following reasons you should not perform reinstallation or change the host
name between the certificate signing request being created and the signed certif-
icate being entered in the system:

— When the certificate signing request is created, it is linked to the system’s
standard SSL key. If this key is changed in the system in the time between the
certificate signing request being created and the signed certificate being
entered in the system, the certificate cannot be used.

— Anew standard SSL key is created when reinstallation takes place or when the
host name is changed.
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11.2.2.4

» In the tree structure select Authorizations — Configuration.
» In the Current request for an SSL certificate group, click Create new request.
The Create SSL certificate request dialog box opens.

» Make the necessary entries. Detailed information on the entries is provided in the SE
Manager help.

» Click Create.

The request is created and displayed as the current request. To send the request to the
certification authority by email, first download the request to your administration PC,
see section “Downloading the SSL certificate request” on page 261.

When the signed certificate is returned to you, enter the certificate in the system: see
the “Uploading and activating a customer-specific certificate” on page 261 and section
“Using the standard certificate” on page 258.

Displaying details of the current SSL certificate request

» In the tree structure select Authorizations — Configuration.
» In the Current request for an SSL certificate group, click the Details icon.

The Detailed display of the current SSL certificate dialog box opens. The information
displayed is described in the SE Manager help.

Downloading the SSL certificate request

» In the tree structure select Authorizations — Configuration.
» In the Current request for an SSL certificate group, click the Download request. symbol.

The file with the current request for the SSL certificate is downloaded in the browser.

Uploading and activating a customer-specific certificate

Instead of a self-signed certificate generated in the system (standard certificate or user-
defined certificate), you can use a certificate of your own to access the system’s SE
Manager.

Requirement

A certificate signing request was generated in the system for the certificate (see section
“Requesting an SLL certificate” on page 260) and sent to a certification authority.
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Procedure

As soon as the certificate signed by the CA (certification authority) is available to you, you
can upload and activate it.

@ e When a certificate is activated on the target system, the web server is also
automatically rebooted with the new certificate. A brief interruption of the SE
Manager’s connection to the system can occur.

e Ifthe web browser used (on the administration PC or local console) knows that
the new certificate is trusted or knows its root certificate, no further action is
required.

e Ifthe web browser does not know that a certificate is trusted, the certificate must
be explicitly confirmed or imported (see the section “Confirming/importing a
certificate in the web browser” on page 255).

» In the tree structure select Authorizations — Configuration.
» In the Current SSL certificate group, click Create and enable new SSL certificate.
The Create and enable SSL certificate dialog box opens.

» Make the necessary entries. Detailed information on the entries is provided in the SE
Manager help.

» Click Upload.

The files specified are uploaded into the target system, activated immediately and
displayed as the current SSL certificate.

Downloading a CA certificate and installing it in the browser

To prevent a certificate error, you can download the SE server's CA certificate and install it
in the browser.

» Select Authorizations — Configuration, Certificates tab. The table displays the current
certificate:

» In the Issued by (CN) row click the Download CA certificate icon.
After the download, you can install the certificate in your browser.
» Open the certificate file and click Install Certificate.

The browser's certificate import wizard takes you through certificate installation step by
step.
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Application Unit (AU)
Component of the SE server; with the help of the SE Manager, enables central,
web-based management of customer applications. An AU permits operation of
applications under Linux, Windows, VMware or other hypervisors.

AU
See Application Unit (AU).

FDDRL job
For each FDDRL function statement, one FDDRL job is defined per single or
pubset disk. Another FDDRL job is defined per disk set. Each FDDRL job can
be handled either under the calling task (FDDRL maintask) or under a separate
task (FDDRL subtask).

FDDRL subtask
FDDRL jobs can be processed by a subtask generated by FDDRL.

HAL

See Hardware Abstraction Layer (HAL).

Hardware Abstraction Layer (HAL)
Firmware component on SU x86 for mapping privileged /390 interfaces to the
basic machine code. This mapping is required, for example, when handling
exceptions, managing memory and also for system diagnostics.

HNC

High Speed Net Connect
HNC implements the connection from an SU /390 to a LAN. HNC designates
both the Linux-based basic software which is integrated into the SE Manager
and the hardware unit on which this basic software runs. As a hardware unit,
the HNC is a component part of the Net Unit on SE servers which have an SU /
390.
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Initial Program Load (IPL)

IOCF

First phase of system initialization after booting. IPL reads in the CLASS1-
EXEC, system parameters, and REPs.

See 10 Configuration File (IOCF).

10 Configuration File (IOCF)

IPL

KVP

Contains information on the configuration of the input/output devices of an SU /
390. The IOCF must be installed in the service processor.

See Initial Program Load (IPL).

console distribution program

Access to a BS2000 console window takes place via a KVP (console distribu-

tion program).

The KVP performs the following tasks, among others:

— Authorization checks

— Distribution of the BS2000 tasks to multiple console windows

— Short- and long-term storage of the console communication logs (KVP
logging)

BS2000 sees a KVP as two (emulated) KVP devices (or a device pair) which

are identified by their mnemonic names.

Management Unit (MU)

MU

net client

Component of the SE server; with the help of the SE Manager, enables central,
web-based management of of all units of an SE server.

See Management Unit (MU).

Implements access to Net-Storage for the operating system using it.

In BS2000/0OSD the net client, together with the BS2000 subsystem ONET-
STOR, transforms the BS2000 file accesses to corresponding UNIX file
accesses and executes these using NFS on the net server.

264

U41855-J-2125-1-76



Glossary

net server
File server in the worldwide computer network which provides storage space
(Network Attached Storage, NAS) for use by other servers and offers corre-
sponding file server services.

Net-Storage
The storage space provided by a new server in the computer network and
released for use by foreign servers. Net-Storage can be a file system or also just
a node in the net server's file system.

Net Unit
Component of the SE server; enables an SE server to be connected to cus-
tomer networks (LAN/SAN). The Net Unit incorporates High Speed Net Con-
nect (HNC).

Parallel Access Volume (PAV)
Multiple I/O requests can be executed simultaneously to a logical volume. A log-
ical PAV volume is
represented by a basic device and up to seven alias devices.

PAV
See Parallel Access Volume (PAV).

SE Manager
Web-based user interface for SE servers. The SE Manager runs on the Man-
agement Unit and permits central operation and administration of Server Units
(SU /390 and SU x86), Application Units (x86), Net Unit (including HNC), and
the storage.

U41855-J-2125-1-76 265



Glossary

SKP]
service and console processor
An SKP enables servers with /390 architecture to be operated, the connected
devices to be managed, and remote service to be supported.
The term SKP is used in the three views hardware functionality, software func-
tionality, and device type:

hardware functionality

To operate, S servers require an SKP as a Hardware Unit. The SKP Hardware
Unit SKP is a PRIMERGY server which has a local console, a Host Controller,
and various ports for LAN connection and supporting remote service.

On the SE server the Management Unit (MU) provides this hardware function-
ality for operating SU /390.

software functionality

On an SKP Hardware Unit the SKP Manager provides the SKP functionality for
operating the S server and managing the devices and remote service.

On the SE server the SKP functionality is integrated into the SE Manager.
device type

In BS2000 an SKP device type is used (e.g. SKP2).

Server Unit /390 (SU /390)
Component of the SE server; Server Unit with /390 architecture. A /390-based
Server Unit (SU /390) enables operation of BS2000 (Native BS2000 or
VM2000).

Server Unit x86 (SU x86)
Component of the SE server; Server Unit with x86 architecture. An x86-based
Server Unit (SU x86) enables operation of BS2000 (Native BS2000 or
VM2000). XenVM operation with Linux or Windows guest systems is also pos-
sible as an option.

SVP
service processor

SVP clock
Autonomous clock which supplies the TODR with the real time at system
startup. In SU /390 the SVP clock is part of the SVP. In SU x86 the SVP clock
is emulated via the basic software X2000.
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You will find the manuals on the internet at ittp://manuals.ts.fujitsu.com. You can order printed

versions of manuals which are displayed with the order number.
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SE700 / SE500 / SE300
Basic Operating Manual

FUJITSU Server BS2000
SE700/ SE500
Server Unit /390

FUJITSU Server BS2000
SE700 / SE500 / SE300
Server Unit x86
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SE700/ SE500 / SE300
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Operation and Administration
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Security Manual
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Quick Guide

BS2000 OSD/BC V10.0

System Installation (SE Server)
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BS2000 OSD/BC V10.0
Introduction to System Administration (SE Server)
User Guide

BS2000 OSD/BC
Utility Routines
User Guide

VM2000 (BS2000)
Virtual Machine System
User Guide

ServerView Suite
iRMC S2 - integrated Remote Management Controller
User Guide

ServerView Suite
ServerView Operation Manager

Installation for Linux / Installation for Windows (one Installation Guide for each)

ServerView Suite
ServerView Operation Manager

Installation of the ServerView agents for Linux / Installation of the ServerView agents for

Windows (one Installation Guide for each)

LSI MegaRAID
SAS Software
User Guide

LSI Controllers
Modular RAID Controller
Installation Guide
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Autoconf 39
automatic startup
XenVM 114
automatic update 65
AutoYAST XML file 170

B
basic software

HNC 23

M2000 22

X2000 22
boot disk

XenVM 119
BRGLAN 36, 154
BS2000

remaining runtime 96, 101
BS2000 pool 50
BS2000 VM

operating menu 101
BS2000 ZASLAN 35
burning

CD/DVD 161
burning DVD 161

C
CA certificate downloading 262
cabinet 147, 166
CD
burning 161
taking over files (BS2000/0SD) 158
CDROM files 158
certificate
confirming 255
server's own CA certificate certificate
downloading 262
channel path identifier 141
CHECK-TAPE 160
CLI 185
Command Line Interface 185
components
displaying 240
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configuration data backup
downloading/deleting 189
executing 188
executing (HNC) 200, 209
uploading 189
configuration errors (XenVM) 108
Configuration Save and Restore 188, 200, 209
connections, displaying 234
console
XenVM 115
console distribution program 150
CPU
real 50
CPU assignment 50
CPU pool 50
CSR 188
CSR (SU x86) 209
CSR backup
managing (HNC) 200
managing (MU) 188
managing (SU x86) 209
Customer Support
tasks 57

D
D3435 (disk type) 147
D3475-8F (disk type) 147
DANPR 224
DANPU 220
Data Network Private (DANPR) 30
Data Network Public (DANPU) 30
data networks 29
database

for virtual disks 165

for virtual disks (XenVM) 165
DETACH-DEVICE 160, 161
device addressing, BS2000 140
device node 166
DHCPv4 39
DHCPv6 39
diagnostic data, generating 189, 201, 210
dialog 72,78

disk pool 55, 166
creating 165
deleting 165

displaying information 164

extending 165
disk, virtual 55
disks (BS2000/0SD)

managing 147
DNS entry

adding to SENET 217

DNS entry, adding
SENET 219
DNS server 32
domain, changing
MU 178
download server 25
DVD

taking over files (BS2000/0SD) 158

DVD burner 158

DVD drive
physical 170
virtual 170

E
EMFILEs 158
errors

while creating the XenVM
while installing the XenVM

external virtual switch

F
FC interfaces
HNC 194
MU 176
SU /390 174
filter 76
full virtualization 49

G
graphics card, changing

168

117

108
111
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H IPv6 autoconfiguration 31
hardware virtualization 49 IPv6log 39
high availability ISO image file 170
LAN connection 168
HNC 17, 263 K
Open Source licenses 17 keyboard language
HNC (basic software) 23 changing 117
host name, Changing KVP deVice, managing 150
MU 178
hotfix 24, 26 L
HVO 150 licenses for Open Source Software 17

Linux/Windows pool 51
| local library 121

icon 77 local system data for SNMP
import filter 76 changing 183
inactivity time 248 LOCLAN 35, 154
INIT 160, 161 LOCLAN (MU)
initial password 63 changing packet length 177
installation configuration file 170 logging in
installation information SE Manager 63
deleting 112 XenVM console 115
history 111 logical unit number 141
installation log login window 62
displaying content 112 logs
viewing 111 AIS Connect 192

installation medium

readingin 170 M
installation process M2000 _
aborting 111 Open Source licenses 17

M2000 (basic software) 22

monitoring 111
MAC address

installation source 56

adding 122 DANPR 221 .

assigning 121 Management Networks Private 230
managing 170 ‘MANPU 228

removing 122 main memory 52

switching 122 main window 66

maintenance window 59
Management Admin Network Public

internal virtual switch 168
inventory information

changing 241 (MANPU) 30

IP address, adding Management Control Network Local
MU 179 (MCNLO) 30

IP interfaces Management Control Network Private
HNC 194 (MCNPR) 30
MU 177
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management network
public 30

management networks 29

Management Optional Network Private
(MONPR) 30

Management Optional Network Public
(MONPU) 30

Management SVP Network Private (MSNPR) 30

Management Unit 19

MANLO 35

messages, displaying 234

metalanguage 16

MIB-II 182

minimum time 248

MN 140

MNEM 140

mnemonic 140

mnemonic name 140

MU redundancy 43

N
Net Unit 19
network connection
BS2000 35, 154
network connection, XenVM 37, 56
Network Interface Card
displaying 121
removing 121
network properties, changing
MU 179
network, adding
DANPR 225
notational conventions 16
NTP (Network Time Protocol)
NTP server 34

183

0]

online help 79

Open Source Software
licenses 17

operator 41, 245
role 40

P
packet length
changing for MU
parameter area 72
paravirtualization 49
password 63
PCl interfaces (MU)
changing packet length
physical volume 166
pool 0 50
port, removing
DANPR 221
Management Networks Private 231
MANPU 228
ports, adding
DANPR 221
Management Networks Private 231
MANPU 228
powering off
unit 173
powering on
unit 172
private networks 29
proxy configuration
displaying 190
entering/changing or deleting
public networks 29

177

177

192

R
rack view 237
RADVD / DNS / NTP server
activating (DANPR) 226
Readme file 15
rebooting
unit 173
redundancy
MU 43
SKP functionality 44
remaining runtime
BS2000 96, 101
XenVM 113
remote service 59
process 59
revision 23
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role 40, 245
administrator 40
operator 40
XenVM administrator 40

S
S server 17
SE Manager 21, 47
interface 66
logging in 63
SE server 19
architecture 21, 48
sealing off 50
security fix 23, 24
SENET
DNS entry, adding 219
senet 32
Server Unit 19
service (service role) 245
service access
changing 191
displaying 190
service pack 23, 24, 26
session 64
session ID 64
sessions
displaying 190
shadow terminal
AIS Connect 190
opening 191
Simple Network Management Protocol (see
SNMP) 182
SKP functionality
redundancy 44
SNMP 182
changing local system data 183
read accesses 183
testing traps 183
trap receiver 183
software update 25
standard account, password 63
Storage Manager 236
storage system (external asset) 190

Storman 236
SU /390 17
implementation of VM2000 45
SUx86 17
implementation of VM2000 46
switch
virtual 37, 56
switch, adding 233
switch, changing 233
switch, removing 233
system information
HNC 193
MU 176
SU /390 174
system initialization
automatic 114
system version 23

T
tab
Accounts 246
Configuration 117
CSR 188, 209
Diagnostics 189, 201, 210
Disk pools 163, 164
Installation sources 170
IP configuration (HNC) 195
IP configuration (MU) 178
IP configuration (SU /390) 174
IP networks 121
Net-Storage (HNC) 197
Net-Storage (SU x86) 206
Operation 115, 116
Remote Service 190
Routing & DNS 180, 181
Routing & DNS (HNC) 196
Routing & DNS (MU) 197
Routing & DNS (SU x86) 205, 206
SNMP 182, 189, 201, 210
Update (HNC) 200
Update (SU x86) 209
Virtual disks 166
Virtual switches 168
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VM administration 107

VM installation 111

VM options 114

VM resources 110
test

SNMP traps 183
trap receiver

SNMP 183

U
unit
powering off 173
poweringon 172
rebooting 173
unit ID 140
units
displaying 239
UNLOAD-TAPE 161

update 23
providing 59
responsibilities 60
tasks 60
update status 23, 25
Updates
displaying (HNC) 200
updates

displaying (SU x86) 209
user account see account
user management 245

Vv
validity 248
virtual disk 55
changing size 119
displaying disks of the XenVM 118
displaying XenVM assignment of all
disks 166
removing 120
updating data base 165
virtual DVD device 121
virtual DVD drive 170
virtual Network Interface Card 121

virtual switch
external 168
internal 168
removing from the configuration 169
VM type 50
VM2000 49
volume group 166
vSwitch 37, 56
external 37
internal 37

w

warning time 248

welcome page SE Manager 63
window type 66

wizard, Create new XenVM 108

X

X2000
Open Source licenses 17

X2000 (basic software) 22

Xen hypervisor 46

XenVM
configuring Network Interface Card 121
displaying configuration 117
displaying installation sources 122
displaying virtual disks 118
handling configuration errors 108
opening console 115
operating menu 115
powering off 116
remaining runtime 113
removing Network Interface Card 121
removing virtual disk 120
restarting 116
shutting down 116
starting 116
starting automatically 114
stopping 116
unpausing 116

XenVM administrator 42, 245
role 40

XenVM console
opening 115
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managing 118
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V4
ZASLAN 35, 154
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