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1 Preface

The DAB subsystem is the central BS2000/0SD cache handler for all CPU-adjacent cache
media. CPU-adjacent means that no input/output peripherals (e.g. channel or IOP) are
required for access to the cache medium. A cache is a buffer for frequently used data.
Accessing this buffer considerably speeds up disk I/Os. Unlike physical disk 1/Os, the buffer
is accessed in parallel, i.e. there is no need for disk-specific serialization by the
software/hardware.

DAB fulfils the following functions: configuring buffers (cache areas) in the cache media,
providing information services for status inquiries, and handling I/Os with the cache media.
After creating cache areas for files or disk areas, DAB is involved in all I/O operations for
these files or disk areas in order to perform the desired buffering (caching).

The following are the main operating parameters of the cache areas managed by DAB:

e selection of the data areas to be served

e cache medium in which the buffer is to be created

e size of the buffer

e caching mode (read cache, write cache, read/write cache)
e size of the cache segments to be filled when data is cached

e caching method (displacement according to LRU or no displacement, i.e. resident
buffering)

e with write caches, specification whether and when (i.e. at what cache occupancy level)
write data in the cache is to be saved to disk.

“AutoDAB” includes functions for automatic and intelligent caching which carry out or facil-
itate correct selection of the above parameters. This greatly simplifies the administration of
DAB cache areas while also improving cache memory utilization appreciably. If required,
the operating parameters of such cache areas can also be set manually by systems
support.

U2431-J-Z125-16-76 7



Objectives and target groups of this manual Preface

DAB functions can be controlled in two ways:

e using DAB commands (/START-DAB-CACHING, /MODIFY—-DAB—CACHING,
/MODIFY-DAB—PARAMETERS, /SHOW-DAB—CACHING und /STOP-DAB—CACHING)

e via the DMS interface (/MODIFY—-PUBSET-CACHE-ATTRIBUTES and user-specific file
attributes or additionally using /START- or STOP-FILE-CACHING)

Output in S variables is supported for the output of information relating to the configuration
of the cache areas.

The openSM2 software product can be used during DAB operation to monitor how
efficiently it is functioning and to initiate any tuning measures that may be required.

DAB V9.3 can run under BS2000/0OSD-BC V9.0 and higher on S servers (/390 architecture)
and on SQ servers (X86-64 architecture).

1.1 Objectives and target groups of this manual

This manual is intended for BS2000/0OSD systems support staff. It describes the function
and performance behavior of DAB as well as its user interfaces (commands).

8 U2431-J-Z125-16-76



Preface

Summary of contents

1.2 Summary of contents

The present manual is divided into the following chapters:

Chapter 1: Preface
contains a brief description of the product DAB, target groups, a summary of contents
and the changes made since the last version.

Chapter 2: DAB caching
provides information about automatic caching, on the function of DAB within the
HIPERFILE concept and about caching modes and methods.

Chapter 3: Cache media
describes the cache media main memory (Main-Memory, MM) and particularly global
storage (Global-Storage, GS), its structure and utilization concept.

Chapter 4: DAB functions
provides information about DAB caching techniques (particularly AutoDAB), DAB in
multiprocessor operation, creating and releasing cache areas for ADM-PFA and PFA
caching, dynamic reconfiguration changes during caching, and restoring DAB cache
areas in GS.

Chapter 5: Notes on DAB usage and performance behavior
provides general information on using DAB (efficient use, behavior when used in
conjunction with other products, performance behavior).

Chapter 6: Installing, starting and stopping DAB
deals with installing DAB and also describes how to start and stop DAB and what you
need to look out for in this context.

Chapter 7: Commands
contains an overview of the DAB commands, followed by detailed descriptions of the
individual commands.

Chapter 8: Error handling
provides information about how disk or cache errors are detected and handled.

A list of related publications and an index follow at the back of the manual.

Related publications are referred to in short form throughout the manual. The full title of
each appears in the list at the back of the manual.

U2431-J-Z125-16-76 9



Summary of contents Preface

Readme file

The functional changes to the current product version and revisions to this manual are
described in the product-specific Readme file.

Readme files are available to you online in addition to the product manuals under the
various products at http.//manuals.ts.fujitsu.com. You will also find the Readme files on the
Softbook DVD.

Information under BS2000/0SD

When a Readme file exists for a product version, you will find the following file on the
BS2000 system:

SYSRME.<product>.<version>.<lang>

This file contains brief information on the Readme file in English or German (<lang>=E/D).
You can view this information on screen using the /SHOW-FILE command or an editor.
The /SHOW-INSTALLATION-PATH INSTALLATION-UNIT=<product>command shows the
user ID under which the product’s files are stored.

Additional product information

Current information, version and hardware dependencies, and instructions for installing and
using a product version are contained in the associated Release Notice. These Release
Notices are available online at http://manuals.ts.fujitsu.com.

10
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Preface

Changes since the last edition of the manual

1.3 Changes since the last edition of the manual

The following major changes have been made to the manual:

/MODIFY-DAB—CACHING command,
new operand values AREA = *ADD-PUBSET(...) / *REMOVE-PUBSET(...) for adding a
pubset to or removing a pubset from an automatic cache area (AutoDAB).

/MODIFY-DAB—CACHING command,
new operand value CACHE-SIZE = *REDUCE(NEWSIZE=0) can be specified.

/START-DAB-CACHING command,
new operand value AREA = *FILE(FILE-AREA=*NO), no file specification).

/START-DAB-CACHING command,

new operand CACHE-MEDIUM = *MAIN-MEMORY (MEMORY=*STD / *ANY / *BELOW-MIN-MEM-
SIZE / *ABOVE-MIN-MEM-SIZE) for defining the location of the cache area and its
management data for systems in which dynamic main memory reconfiguration is
possible.

The /FORCE-DESTROY-CACHE and /SHOW-CACHE-CONFIGURATION commands are
described in the “Commands” manual [4].
Their descriptions are no longer included in this manual.

The “Messages” chapter is no longer included.

You can find the messages on our manual server (URL: http://manuals.ts.fujitsu.com) using
an HTML application and on the “BS2000/0SD SoftBooks” DVD instead of in the former
“System Messages” manual.

U2431-J-Z125-16-76 11
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Notational conventions

1.4 Notational conventions

For the sake of simplicity and clarity, frequently used names are abbreviated as follows:
e S servers for the S series Business Servers)

e SQ servers for the SQ series Business Servers

In the examples the strings <date> and <time> specify the current outputs for date and time
when the examples are otherwise independent of date and time.

The following typographical elements are used in this manual:

@ For notes on particularly important information

[1 References to other publications within the text are given in abbreviated form
followed by numbers; the full titles are listed in the “References” section at the
back of this manual.

input Inputs and system outputs in examples are shown in typewriter font

12 U2431-J-Z125-16-76



2.1

DAB caching

This chapter provides information about automatic caching (AutoDAB), the function of DAB
within the HIPERFILE concept (ADM-PFA caching and USER-PFA caching) and DAB
caching modes (read cache, write cache and read/write cache).

AutoDAB

The most important consideration when using DAB is to decide which applications can be
accelerated by DAB and which files or disks are to be cached with DAB. A good knowledge
of the overall system 1/O load and the 1/O access behavior of performance-critical applica-
tions is required for optimum selection of the database for DAB use.

To facilitate the above, DAB offers automatic, intelligent selection of the data in addition to
manual selection (through explicit specification of the files to be buffered). Automatic DAB
mode can be set for each cache area; the base function is called AutoDAB. In the simplest
case, the entire available cache memory is configured as a cache area by systems support
for all disks that affect performance, and file selection is left to AutoDAB, which ensures that
frequently used files are buffered with a good hit rate while files which react unfavorably to
caching are not cached.

AutoDAB provides the following functions:

— files suitable for caching are selected automatically from a set of volumes by means of
intelligent caching algorithms

— the prefetch factor is set to match the access profile of the selected files

— the cache utilization of the buffered files is monitored cyclically

— the AutoDAB functions are described in detail from page 34.

The automatic caching functions are available under both the ADM-PFA and the user PFA
interface (see next section). The cache areas are created with the

/START-DAB-CACHING AREA=*BY-SYSTEM command (ADM-PFA caching) or the
/MODIFY—-PUBSET-CACHE-ATTRIBUTES CACHED-FILES=*BY-SYSTEM command (user PFA
caching).

U2431-J-Z125-16-76 13



Function of DAB within the HIPERFILE concept DAB caching

2.2 Function of DAB within the HIPERFILE concept

The BS2000/0SD HIPERFILE (high-performance file access) concept offers caching in
various cache media both via the command interface of the subsystem involved (ADM-PFA
caching) and via a uniform command interface integrated in DMS (user PFA caching). The
following can be used as cache media: main memory (MM) and global storage (GS). ADM-
PFA caching and user PFA caching are explained in more detail on pages 15.

@ The global storage cache medium is available only on S servers.

The HIPERFILE concept is supported by the DAB subsystem. The DAB subsystem
supports software caching in the cache media main memory and global storage. DAB
performs the tasks of configuring and managing the cache areas.

No additional software is required to control hardware caching for external disk storage
systems. The cache is managed automatically by the external disk storage system in this

case.
Software caching (DAB) Hardware caching
] . ———— =multiple-CPU
Disk ' Server b
Server ] o SEEEEE

troller i |[ cache

DAB con-

| troller Disks

Cache media:

Cache medium: disk (cache) controller:
Cache | MM/ Gs

between Server and disk; disks attached to
cache.
Cache handler: cache controller

Cache handler: DAB

Figure 1: Comparison of software caching and hardware caching

14 U2431-J-Z125-16-76



DAB caching Function of DAB within the HIPERFILE concept

2.2.1 ADM-PFA caching

With administrator-controlled (ADM-PFA) caching, systems support defines cache usage
by means of DAB commands. Systems support decides which data media are to be
supported by automatic caching (DAB selects the files) or which manually selected files or
disks (entire or partial areas) would profit from caching. The data areas to be cached may
be located on shared disks (public volumes) or private disks.

Systems support can create new ADM-PFA cache areas using the /START-DAB-CACHING
command. ADM-PFA cache areas are independent cache units that are assigned, on the
one hand, data areas to be served, and on the other hand, specific areas of cache storage.
In addition, the following operating parameters are defined for each cache area:

— cache size, which implicitly defines the caching technique (displacement according to
LRU or resident buffering)

— caching mode (read, write or read/write cache)

— size of cache segments (4, 8, 16 or 32 KB)

— saving of data to disk (controlled via a threshold value or not) for write and read/write
caching

— location of the cache area and its management data
(resident below or non-resident above the minimum main memory size)

Files worth caching are selected automatically using AutoDAB. The cache segment size
does not have to be selected since with automatic caching, DAB carries out the prefetch
which matches the access profile of a file. With read/write caching, the data is also automat-
ically saved to the disk.

2.2.2 (User) PFA caching

User PFA caching is described in full in the “Introductory Guide to Systems Support” [2];
only its basic features are therefore explained here.
User PFA caching will from here onwards be referred to in this manual as PFA caching.

PFA caching enables authorized users themselves to select which files are to be buffered.
Alternatively, the files selected automatically by DAB or all files of a pubset can be buffered.
The cached data is saved to the disk automatically when the files are closed, thus
increasing security if cache errors occur.

The command interface for managing the pubset cache areas is integrated into DMS in the
user PFA concept and is uniform for all cache media. Cache areas are created in two steps:
cache area definition (/MODIFY-PUBSET-CACHE-ATTRIBUTES command) and its activation
either when the pubset is imported or with the /START-PUBSET-CACHING command.

U2431-J-Z125-16-76 15



Function of DAB within the HIPERFILE concept DAB caching

The definition of the PFA cache area for a pubset includes defining the cache medium and
cache size. The settable cache definition parameters for the cache media served by DAB
correspond on the whole to the settings for ADM-PFA caching which can be made with the
/START-DAB-CACHING command.

Such a PFA cache area is released either automatically when the pubset is exported or with
the /STOP-PUBSET-CACHING command.

PFA caching can be stopped explicitly for a file with the /STOP-FILE-CACHING command.
The cache data is, if required, saved in the cache area and invalidated.

If the files to be cached are to be selected by the user (cache area defined with the
command /MODIFY-PUBSET-CACHE-ATTRIBUTES CACHED-FILES=*BY-USER-SELECTED),
systems support must explicitly grant the user ID appropriate authorization. User-specific
caching attributes (PERFORMANCE, USAGE and DISK-WRITE) can then be set with
either the /CREATE-FILE or the /MODIFY-FILE-ATTRIBUTES command.

For files which were already open before the setting up of the PFA cache area,
BS2000/0SD V4.0 or higher allows PFA caching to be started later using the /START-FILE-
CACHING command. The caching attributes (PERFORMANCE and USAGE) are specified
directly in the command (in accordance with the user ID authorization).

As an alternative to the user assigning file cache attributes, systems support can also use
the operand CACHED-FILES=*ALL / *BY-SYSTEM of the /MODIFY-PUBSET-CACHE-ATTRIBUTES
command to define that all user files or the files of a pubset selected automatically by DAB
are to be buffered. In this case, the dependencies of the operand DISK-WRITE=*BY-CLOSE /
*IMMEDIATE (/MODIFY-FILE-ATTRIBUTES command) and CACHE-MEDIUM as well as for global
storage with suboperand VOLATILITY=*NO / *YES (/MODIFY-PUBSET-CACHE-ATTRIBUTES
command) must be noted, i.e. even with CACHED-FILES=*ALL/*BY-SYSTEM with the value
DISK-WRITE=*IMMEDIATE, only read caching is employed in a volatile cache medium
(VOLATILITY=*YES).

The home pubset cannot be buffered in any of the cache media managed by DAB with PFA
caching. If there is write data in the cache area at the time of caching in the GS, this data
cannot be reconstructed in the event of a system failure when the home pubset is imported,
since the DAB subsystem is not yet available at this time. An attempt to set up a PFA cache
for the home pubset is therefore rejected.

16
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DAB caching Function of DAB within the HIPERFILE concept

2.2.3

The two modes differ as shown below:

Characteristic ADM-PFA caching (User-)PFA caching
User interface DAB commands DMS commands, valid for all
cache media
Selection of data to be Defined automatically or by Defined automatically by autho-
buffered systems support rized user or all files in a pubset
Data for selecting the data | Pubsets, volume sets, private All files (with the exception of
to be buffered disks or files some system files)
or files of a pubset selected by the
user
Consistency points with Global consistency points, e.g. When a file is closed, in the event
write caching /STOP-DAB—-CACHING or of /STOP—FILE-CACHING for a
/EXPORT-PUBSET file, DMS support

Table 1: Difference between ADM-PFA caching and user PFA caching

HIPERBATCH

The following section describes a means of speeding up batch processes with file follow-up
processing steps, in order to combat continuously shrinking batch windows in the computer
center.

HIPERBATCH (high-performance batch processing) designates the use of a special
variant of PFA caching. Batch processing often comprises a sequence of processing steps
for single files. For example, a (temporary) file is created in one step and this is reread as
the input file and reused in a subsequent step. The file is generally closed and reopened
between two such processing steps.

The following occurs after a file buffered with PFA is closed (if not otherwise explicitly
specified):

— with a write cache, the data belonging to the file in the cache is saved to the disk (if
required)

— the cache management data for this file is released by the cache handler DAB and any
data belonging to the file which remains in the cache is invalidated.

This procedure increases data security in the event of a cache medium failure.

However, for subsequent access, the file must first be reread into the cache before the appli-
cation can profit from read hits, and the preceding write to disk is not mandatory during
batch processing from the data security viewpoint since the run can be repeated if errors
occur.

U2431-J-Z125-16-76 17



Function of DAB within the HIPERFILE concept DAB caching

This is where HIPERBATCH comes in. A CLOSE parameter can be set to specify that when
the file is closed, the data in the cache is not saved to the disk and particularly that the data
is not invalidated. A subsequent OPEN to the same file can then immediately use the data
in the cache. The effect is a noticeable speeding up of batch processes which include
follow-up file processing. The CLOSE parameter can be specified via the /ADD-FILE-LINK
command or the CLOSE program interface (see also “Commands” [4] and “Executive
Macros” [1]):

/ADD—FILE-LINK ...,CLOSE-MODE=*KEEP-DATA-IN—-CACHE
or
CLOSE <fcb>,KEEP-DATA-IN-CACHE

If the /STOP-FILE-CACHING command is specified for a file that was closed in this CLOSE
mode, the data in the cache is saved and invalidated (except in a pure read cache).

This procedure is generally used with ADM-PFA caching in order to achieve
optimum performance. No additional parameters need to be specified for
processing.

18
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DAB caching Caching modes

2.3 Caching modes

There are three basic caching modes: read cache, write cache and read/write cache. In the
diagrams below, read accesses are represented by arrows on the left and write accesses
by arrows on the right.

LT3

In the following section, a cache operated in the mode “read caching”, “write caching” or
“read/write caching” is also referred to as read cache, write cache or read/write cache.

The DAB functions are executed under the user task. A separate system task is only
created for asynchronous saving to disk.

Read caching
Requested data Read caching means that read data already in the
lti;ringrerred to cache (read hit) is read from the cache. Read data
address space > Memory ] not yet in the cache (read miss) is transferred from
(without disk to cache (including prefetching data). The
prefetching 4+ data requested by the user is subsequently trans-
data) Read hit Write ferred to memory (without prefetching data). The
hit prefetching data transferred to the cache remains
8 2 available for subsequent read accesses.
725 Cache < S Write accesses are always executed to disk (with-
3 £ out caching). However, if the data block to be
T = transferred is already in the cache, it is updated
Requested data there. This accelerates subsequent read access-
is read into the es.
cache together

with prefetching - <«
e T

Figure 2: 1/0 sequence with read caching
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Caching modes

DAB caching

Write caching

> Memory —
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Read hit é
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2 <
= Cache
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Q
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Q
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overflow). For write data with good locality, write or read/write caching reduces the number of write accesses to
disk, since the user-requested write accesses are collected in the cache and transferred to disk in larger blocks.

In the event of a read hit, accesses are executed directly
from the cache. In the event of a read miss, the data is
read from disk. In contrast to read or read/write caching,
it is, however, not entered in the cache.

Write accesses are always executed directly in the
cache; this applies both to data blocks already present in
the cache, which are overwritten, and data newly entered
in the cache. When the entire cache area is filled with
data, the data that has been accessed least recently and
has already been saved to disk is overwritten. For the
application, the write job is completed as soon as the
data has been entered in the cache.

DAB performs threshold-controlled save runs to ensure
that the data accessed least recently is saved to disk.
In the event of the entire cache being filled with data not
yet saved to disk due to abnormally frequent write
accesses, the next cache miss causes the write data to
be written directly to disk without caching (cache

Figure 3: 1/0 sequence with write caching

Read/write caching

Read jobs are handled with a read/write cache

Requested data
is transferred to

as with a read cache: in the event of a read hit,

the user —> Memory — the data is read from the cache, in the event of
address space a read miss, the data is entered in the cache
(without and transferred to memory.
g;‘i;e)t"h'“g Read-Hit £ | Write jobs are handled as with a write cache:
= | the data is directly entered in the cache and
@ < saved from cache to disk asynchronously.
= Cache For write data with good locality, write or
- read/write caching reduces the number of write
& @ | accesses to disk, since the user-requested
Requested data 2 | write accesses are collected in the cache and
Is read into the E transferred to disk in larger blocks.
cache together S
with prefetching - 2 %
data E ks

Figure 4: 1/0 sequence with read/write caching
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3 Cache media

This chapter provides information about the storage media supported by DAB:
e main memory (MM)

e (global storage (GS)

All these storage media have the following common features:
e fast access times

e no significant wait times between the start and end of a data transfer and consequently
no system loading from task changing in this phase

e no system loading from interrupt handling at the end of a data transfer

The administration data required by DAB in the main memory resides in resident data
spaces of the Enterprise System Architecture (ESA). The number of these data spaces is
limited to 1024 by a hardware restriction, but because of other users (components of the
operating system) fewer data spaces may be available. Depending on the cache medium,
this will determine the maximum number of DAB cache areas.
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3.1

Main memory (MM)
The DAB subsystem permits main memory areas of any BS2000/0SD system to be used
for caching.

Main memory is best suited as a read cache since it is a volatile cache medium and data
stored in it is no longer accessible after a system crash. If it is to be used as a write or
read/write cache, this type of use is recommended for the following:

— files requiring no higher failsafe level during processing
(temporary work files, SYSEAM)

— files whose write data is protected by an additional mechanism (e.g. logging)
— files that can be fully restored without excessive effort after a system crash.

Main memory cache areas can exceed 2 GB; their maximum size is currently only restricted
by the physical memory available.

DAB requires at least 2 data spaces (for cache administration data) per cache area in the
main memory, the maximum number of main memory cache areas is therefore 512 (if there
are no other users of resident data spaces in the system).

Information on performance is provided in section “CPU utilization with the various cache
media” on page 73.

22
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3.2 Global storage (GS)

Global storage, a semiconductor-based storage expansion, can be connected to S servers.
Global storage is not supported on SQ servers.

Global storage comprises a maximum of two mutually independent hardware units, the so-
called GS units. Each GS unit has its own memory controller and power supply. The
maximum size of the GS and the number of GS units depends on the type of server it is
connected to.

GS can be shared by several servers of the same type. In some cases the GS can also be
used by servers of different types (in accordance with the information in the "Introductory
Guide to System Support” [2]). A hardware network of this type is known as a parallel
HIPLEX. The maximum number of servers in a parallel HIPLEX is 4, depending on the type.

The particular advantages of caching in GS are as follows:

— Thedatain GSis available when a system is restarted after a crash, with the same data
state as before the crash

— In GS comprising two GS units, data can be stored using the dual recording method,
i.e. the same data is transferred simultaneously to both units with one transfer operation
(see also section “DAB and DRV” on page 67). This considerably increases data avail-
ability since the data can only be lost if errors occur simultaneously in the relevant
storage areas of both units.

— GS can optionally be equipped with a backup battery which can maintain the power
supply when emergencies occur.

GS therefore offers unrestricted write caching as well as the highest possible data avail-
ability.

Global storage is managed via the GSMAN subsystem (serving as controller and monitor).
GSMAN must be installed as a subsystem on all servers with GS access. Subject to this
condition, GSMAN is loaded automatically on all these servers at BS2000 initialization.
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3.2.1

Structure of global storage

Utilization of global storage is organized in various levels:
GS unit — partition — cache area.

While the GSMAN subsystem subdivides the GS into partitions (administrative units of GS),
the GS users (DAB with subdivision into cache areas, GSMAN, GSVOL etc.) subdivide the
partitions - see the “Introductory Guide to Systems Support” [2]). Partition names have to
comply with the naming conventions of the subsystems that use them.

GS

Partition

Cache area A

Cache area B

Figure 5: Levels of GS utilization

Partitions can be created as mono or dual partitions:

Mono partitions consist of a contiguous address space located on a single GS unit, while
dual partitions consist of two contiguous address spaces located on two different GS units.
All GS users can simultaneously use multiple mono partitions and/or dual partitions.
Systems support is responsible for subdividing the GS into partitions by means of specific
GS commands (see overview of commands on page 29). When planning GS utilization, it
is advisable to create dual partitions first, prior to creating mono partitions.

Mono 1 Mono 2
Two mono partitions
GS unit 1 GS unit 2
One dual partition
//
Dual Dual

Figure 6: Mono and dual partitions
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3.2.1.1

3.2.1.2

Physical storage organization

As mentioned above, global storage can consist of one or two mutually independent

GS units. Since each GS unit is an autonomous device, hardware faults will normally affect
one GS unit only.

Configuration options that offer optimum data security and storage utilization are made
possible by the fact that the user interfaces of GSMAN, DAB and PFA permit explicit speci-
fication of the GS units on which the user-defined logical storage units, partitions and cache
areas are to be located.

Logical storage organization

To create a DAB cache area in global storage, a DAB-GS partition must be available in
which the new cache area can be embedded. GS partitions are created and released using
GSMAN commands (/CREATE-GS—PARTITION and /DELETE-GS—PARTITION, in exceptional
cases /FORCE-DESTROY—-GS—PARTITION).

How many and which GS partitions have to be defined for caching with DAB depends on
the configuration of the actual GS and that of the database.

The identifier for a DAB-GS partition must always have the following structure:
PARTITION-ID=DAB<x><catid>
where

<X>: Locality ID/mode of the partition.
The following values are possible:
1: The partition to be used for mono recording is located on GS unit 1.
2: The partition to be used for mono recording is located on GS unit 2.
D: The partition is to be used for dual recording of cache data.

This part of the partition identifier corresponds to the GS-UNIT parameter in the
cache area definition, i.e. a new cache area can only be embedded in a

GS partition whose locality identifier is identical to that of the specification of the
GS unit attribute of the cache area concerned.

<catid>:  Catalog ID (Catid)
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Cache media

A new cache area is only created in a GS partition which corresponds to its pubset
reference. The table below shows how the pubset reference of a cache area is determined:

Caching method | Caching mode 0 Special database attributes Pubset reference
ADM-PFA Read cache X <home>
ADM-PFA Write cache Data on (several) SF pubsets or <home>
(several) private disks
ADM-PFA Write cache Data of an SM pubset <catid>
User PFA X Data of an exclusively imported <cat-id> / <home>
SF pubset
User PFA X Data of an SM pubset <catid>
User PFA X Data of a shared pubset <catid>
(SF or SM pubset)

Table 2: Pubset reference of a cache area

Notes on the table:

X: this attribute is irrelevant in this context or not defined
1) read/write cache is handled in the same way as a write cache
<home> pubset ID of the actual home pubset of the system

<catid>

pubset ID (only meaningful if the data of only one pubset is to be buffered)

As soon as the user defines a DAB GS partition, the GSMAN subsystem reserves one
contiguous GS area per GS unit for this partition.
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3.2.1.3 Local and global GS utilization
The availability of global storage for DAB depends on how GS is utilized by the server:

— Local GS utilization:
GS is used locally (i.e. exclusively) by a system if the GS hardware is only accessible
on this system or if GSUSAGE = LOCAL is specified in the GSMAN parameter file. In
such a configuration, GS is available to DAB as soon as the GSMAN subsystem has
been loaded, i.e. prior to “System Ready”.

— Global GS utilization in a parallel HIPLEX:
A system participates in global GS utilization in a parallel HIPLEX (i.e. shares the GS
with other systems) if GSUSAGE = GLOBAL is specified in the GSMAN parameter file
and itis part of an XCS network. In such a configuration, GS is not available to DAB until
the systems involved have been interconnected in the XCS network that is indis-
pensable for global storage utilization, i.e. only after “XCS Ready”.

The assignment of cache areas or the data areas served by them to GS partitions is irrel-
evant in a local GS configuration (no parallel HIPLEX).

However, the situation changes with a global GS configuration in which two or more
systems use the same GS. A separation of the GS slices for the individual users and
systems is required here; this is achieved by creating GS partitions. GS partitions can also
be shared by multiple systems (e.g. for PFA cache areas on shared pubsets).

A global GS configuration is also required in order to transfer cache areas to other servers
in the network in the event of a failure (e.g. system crash). In this case, it is not possible to
reassign individual cache areas from one system to another; the entire GS partition of the
cache areas has to be reassigned.

A GS partition forms a reattachment unit in the parallel HIPLEX. A partition should contain
cache areas whose entire data areas (disks) can be transferred to the same servers in the
parallel HIPLEX.

With PFA cache areas, the reattachment unit is restricted to exactly one pubset (exception:
a separate GS partition is not created for an exclusively imported pubset).

With ADM-PFA cache areas, the reattachment unit consists of all cached SF pubsets and
private disks.

@ — Inaparallel HIPLEX it should be possible to reassign all cached disks to all
servers in the HIPLEX in order to avoid complications in the event of possible
transfers of cache areas (and consequently of GS partitions).

— GS cache areas configured using a version of DAB other than that currently
installed cannot be reconstructed. Before changing the DAB version, all DAB
cache areas in global storage must be detached and the DAB GS partitions
released.
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3.2.1.4 GS utilization under VM2000

Three variants are possible when utilizing GS under VM2000 (see also the manual
“VYM2000" [8]):

The entire body of real GS is assigned to a VM that uses it exclusively.

The entire body of real GS is assigned to multiple VMs that share it.

The entire body of real GS is shared among multiple VMs as virtual GS. In this case,
the entire body of real GS is assigned to the monitor VM and multiple GS partitions with
reserved names are generated. Each of these GS partitions can be assigned to a VM
as virtual GS using VM2000 commands for either exclusive or shared utilization.

The GS utilization mode to be used depends on the backup concept and must be clarified
before GS is used (if necessary in conjunction with consultants from the Competence
Center).

Utilization of GS under VM2000 imposes constraints in terms of local or global utilization
(see the section “Local and global GS utilization” on page 27).

Global utilization is possible in the following cases:

GS is used on a server as virtual GS and the corresponding GS partition is assigned to
multiple VMs on this server for shared utilization.

GS is used on a server as real GS and is assigned to multiple VMs on this server for
shared utilization.

GS is used on a server as real GS and is exclusively assigned to a VM on this server.
This VM shares the GS with another server (or a VM running on it) in the GS network.

In contrast, local utilization is required in the following cases:

GS is used on a server as virtual GS and the corresponding GS partition is exclusively
assigned to a VM on this server.

GS is used on a server as real GS and is exclusively assigned to a VM on this server.
GS cannot be accessed by any other server.
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Global storage (GS)

3.2.2 Creating and releasing partitions

The GS partitions must be defined by systems support before DAB can use the global

storage.

GS partitions are created by means of the /CREATE-GS-PARTITION command and occupied
by DAB when the first cache area is created in this partition.The size of a partition can only
be modified by releasing and recreating a GS partition. All cache areas using a GS partition
must be released (by means of DAB or PFA commands) prior to releasing the partition. A
GS partition is released by DAB when its last cache area is released.

Refer to the “Introductory Guide to Systems Support” [2] for detailed information about
creating and releasing GS partitions.

Commands for GS operation

Command

Function

ATTACH-GS-UNIT

Re-enables a GS unit (only possible if preceded by a
/DETACH-GS-UNIT command).

CREATE-GS-PARTITION

Creates GS partitions, defines configuration data for a partition and
physically sets up the defined partition.

DELETE-GS-PARTITION

Deletes the configuration data for a partition.

DETACH-GS-UNIT

Disables a GS unit.

FORCE-DESTROY-GS-
PARTITION

Forcibly releases (destroys) a partition in GS.

SHOW-GS-STATUS

Retrieves the current GS configuration and the setting for the
GSUSAGE subsystem parameter.

Table 3: Overview of commands for GS operation

Example of a GS configuration

The GS partitions are created once GSMAN is loaded. These commands are best stored
in an ENTER file by systems support although reconfiguration will not be necessary unless
both GS units are erased, e.g. as a result of the SVP function RESET-SSU or after POWER-

OFF.

/CREATE-GS—PARTITION PARTITION-ID=DABDCAT1,SIZE=64,MODE=*DUAL ——— (1)
/CREATE-GS—PARTITION PARTITION-ID=DAB1CAT2,SIZE=64,MODE=*MONO(GS-UNIT=1) (2)
/CREATE-GS—PARTITION PARTITION-ID=DAB2CAT3,SIZE=32,MODE=*MONO(GS-UNIT=2) (3)

U2431-J-Z125-16-76
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3.2.3

DAB partitions must be created in GS to permit GS utilization with DAB (DAB partition
names must start with “DAB”):

(1) A DAB dual partition is created.
(2) A DAB mono partition is created on GS unit 1.
(3) A DAB mono partition is created on GS unit 2.

DAB2CAT3
DAB1CAT2
Two mono partitions
GS unit 1 GS unit 2
One dual partition
DABDCAT1 DABDCAT1

Figure 7: Example of a GS configuration

GS reconfiguration

GS reconfiguration refers to the attachment and detachment of GS units using the hardware
interfaces provided. GS units are detached explicitly using the /DETACH-GS-UNIT command
and implicitly in the event of a GS unit failure. GS units are attached explicitly using the
/ATTACH-GS-UNIT command and implicitly when the system starts.

Detaching a GS unit

GS units can be shut down using the /DETACH-GS-UNIT command for maintenance work on
the power supply, for example.

The /DETACH-GS-UNIT GS-UNIT=x command will only be accepted if there is no mono
partition in use on the GS unit in question, i.e. no cache area with GS-UNIT=1/2.
Additionally, no dual partition may be in use if the GS unit being detached is the last one.
If a GS unit fails when the system is active the system will detach the relevant GS unit
(message EGC2100), regardless of the current utilization modes.
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Dual partitions on the remaining GS unit can still be accessed once a GS unit has been
detached. Note, however, that the detached GS unit will contain obsolete data once the
remaining GS unit is accessed for writing.

From the point of view of DAB, both the explicit detachment of a GS unit and implicit
detachment in the event of the failure of a GS unit will result in access errors when writing
to GS. DAB performs error handling on the foot of these access errors. The type of error
handling performed will differ depending on whether the error is on a dual partition or a
mono partition. The procedure to be adopted for errors on a dual partition can be set via
parameters in the subsystem initialization file (see the parameters on page 82 and, above
all, the section “Detachment/failure of a GS unit with dual data storage” on page 148).

Attaching a GS unit

DAB permits the attachment of a second GS unit while the system is active, i.e. not all cache
areas with GS-UNIT="DUAL have to be detached before a GS unit can be attached. The
attachment of GS units in both local GS and global GS in the XCS network is supported.

The /ATTACH-GS-UNIT command automatically equalizes all dual partitions containing valid
data, i.e. the data on such partitions is copied from the remaining GS unit to the GS unit to
be attached. This command may therefore take several minutes to execute. During the
equalization process, DAB synchronizes write access operations on the GS units with the
equalization process. The dual partitions will be identical following the successful execution
of the command with valid data on both GS units.

If the first GS unit is reattached following the breakdown of the connection between GS and
the server (i.e. following the total failure of GS), DAB checks whether the GS unit contains
data that is still valid. If not, all GS access will continue to be suppressed (results in

IO errors) to prevent the production of inconsistent data.
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4 DAB functions

This chapter provides information about the following:

e setting the cache parameters (automatic caching, explicit setting, size of the cache
area, special features with file encryption)

e creation and release of (ADM-PFA and PFA) cache areas
e DAB caching techniques
e dynamic reconfiguration

e reconstruction of DAB cache areas in GS.

4.1 Setting the cache parameters

The cache hit rate, i.e. the ratio of read and write hits to the total number of accesses, is
decisive for system performance. Apart from the available cache size, the hit rate is
dependent on the probability of the data last accessed or adjacent data being processed
again, i.e. on the spatio-temporal locality of accesses. The cache hit rate depends not only
on the selection of the data (files) to be cached, but also on the setting selected for the
cache parameters.

DAB offers the following two options for deciding on which applications are to be expedited
by DAB and which files or volumes should profit from DAB caching:

e Automatic caching (AutoDAB)
Here DAB selects the files to be cached itself on the basis of its observation of the data
flow and cache hit behavior, and adjusts the settings dynamically. This ensures that only
files with a good cache hit rate are buffered.

e Manual caching
Here users select the files to be cached themselves on the basis of their detailed
knowledge of applications and their data access behavior, and also choose corre-
sponding cache parameters. They must handle dynamic adjustments themselves.
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4.1.1 Automatic caching (AutoDAB)

Automatic caching greatly relieves systems support of its previous cache administration
tasks while also providing optimum use of the available cache.

AutoDAB carries out the tasks described below.

Automatic selection of suitable files on a specified set of data media

Enters the files into the cache configuration when they are opened. Files already open when
a cache area is created are entered during the first I/O to the cache area.

Files added to or removed from the database with the /MODIFY-DAB-CACHING
command cannot be added to or removed from the current cached file configuration
by the file controller of AutoDAB.

File classification according to their access profile

The files are allocated to one of the following three classes according to their access profile:

— sequentially processed file
— non-sequentially (random) processed file with temporal locality
— non-sequentially (random) processed file without temporal locality

Caching according to analysis results

— Sequentially processed files are well suited for caching if a large prefetch is executed
during reading and saving to the disk is executed in large blocks. During reading with
AutoDAB, several small cache segments are therefore filled with one cache I/O (multi-
segment prefetch) and when saving with AutoDAB, several small segments are written
with adjacent data with a single cache I/O (multi-segment destage).

In addition, asynchronous caching is initiated with read accesses in case the data areas
of the next prefetch I/O required have not yet been written into the cache. This further
reduces the wait time for writing to the cache although in an ideal case the data is
already in the cache before it is accessed.

If the space allocated to the cache area is already fully occupied and the supported data
area exceeds the size defined in the subsystem initialization file, the system minimizes
the occupation of cache segments for caching files of this class. This allows a data
segment which is occupied for a data prefetch (from the disk) because of a read miss
to be released for further data caching once all PAM pages in the segment have been
referenced.
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— Non-sequentially (random) processed files with temporal locality are well suited for
caching if, as far as possible, only the referenced data (which will very probably be
rereferenced soon because of the temporal locality) is written to the cache to improve
utilization of the cache area. AutoDAB takes this into consideration when caching data
and executes a minimum prefetch (record level caching).

— Non-sequentially (random) processed files without temporal locality are hardly suitable
for caching since they cause continuous cache writes (or asynchronous saves) without
rereferencing the data. This displaces other files, which utilize the cache better, from the
cache. For this reason, AutoDAB excludes these files from caching once it detects this
access behavior (after a synchronization phase). This class of files is only buffered if
they fit completely into the cache without displacing other files.

Cyclic monitoring of the cache utilization of buffered files

The selected files (also those which are accessed non-sequentially, i.e. randomly) are
initially buffered for a while before a check is made as to whether it is a good idea (as a
whole) to cache the file. This means that checks are made at regular intervals to determine
whether the performance of the files supported for the cache area is (still) satisfactory. The
actual cache utilization rate is used as the criterion for this. The cache utilization rate deter-
mines the relationship between executed accesses and the segment allocations required
for them. A large cache utilization rate value also means good cache utilization.

If the performance is poor for the supported files, caching is stopped for files with poor
cache utilization.

Automatic FORCE-OUT correction

When a cache area is defined, systems support can use the command /START-DAB-
CACHING with the operand FORCE-OUT=. . . to specify the threshold as of which write data is
saved asynchronously from the cache to the relevant data storage media. This also defines
which part of a cache area is to be held free for read data or caching new data, as far as
possible. If this value is incorrectly set, it can have severe adverse effects on the perfor-
mance of a cache area in borderline cases. This setting is therefore checked during
automatic caching and corrected if necessary.

The possible values for FORCE-OUT=... are arranged in the following order:

1. *NO
2. *AT-HIGH-FILLING
3. *AT-LOW-FILLING

The value specified for an operand by the user is corrected if processing the allocation of a
new cache segment causes a cache overflow. The system then switches to the next lower
level if possible. If no further switching is possible and cache overflows occur during several
monitoring periods, systems support is informed via a console message that the cache area
is defined too small for the current load.
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4.1.2

Caching data areas on shared private disks or shared pubsets

Shared allocated disks are served by AutoDAB with read caching. In contrast to the
previous DAB ADM-PFA support, it is no longer necessary to ensure that disks are only
read. DAB guarantees the data consistency of read caching by only reading files used on
the local system (processed either without shared update or only with local shared update)
and invalidating the cache contents when the files are closed.

This ensures that the latest data is accessed after the files have been updated from other
systems. Files opened on shared pubsets in a HIPLEX in shared update mode and with
LOCK-ENVIRONMENT=*XCS, i.e. which are subject to a system-global shared update, are
not served by DAB in this case.

Manual assignment of files and caching parameters

The /START-DAB-CACHING command with the specification AREA=*FILE(...) enables the
ADM-PFA data areas to be selected manually at file level. Manual file selection is set for
user PFA by means of /MODIFY-PUBSET-CACHE-ATTRIBUTES with the specification CACHED-
FILES=*BY-USER. Empirical values for the hit rate should be taken into consideration when
selecting the files.

If you later wish to modifiy the data for a file-specific cache area, you can do this using the
/MODIFY-DAB-CACHING command with the specification AREA=*ADD-FILE(...) or
*REMOVE-FILEC(...)

(see the section “Changing the configuration parameters of the cache area” on page 47).
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4.2 DAB in multiprocessor operation

4.2.1

Shared pubsets and shared private disks can be supported by all cache media (main
memory and global storage) available in the HIPERFILE concept. The DAB caches are
managed by the DAB instances of the individual systems.

When it comes to the options available for DAB caching of data areas on shared disks, i.e.
to shared pubsets or shared private disks, the possible caching variants must be looked at
individually. The following table provides a basic summary of the executions:

ADM-PFA USER-PFA
(public and private disks) (pubsets)
Read caching AutoDAB: system monitoring Read caching is the default for
possible volatile cache media. Only locally

Manual DAB: within the responsi- | processed files profit here.
bility of systems support

(Read/)write caching not supported Read/write caching is the default
for non-volatile cache media. Only
locally processed files profit here.

Table 4: DAB caching of shared allocated disks

In the following sections, the options for DAB caching in multiprocessor operation for the
ADM-PFA concept and the function “Read/write caching for shared pubsets in the user PFA
concept” are described.

Caching for shared disks in the ADM-PFA concept

Read caching with ADM-PFA commands with AREA=*FILE (i.e. without automatic
caching)

Caching data areas of this type with DAB is critical unless all systems involved only read
the data. Otherwise, such data areas should not be served by DAB, not even in read
caching mode.

The SHARED-DISK-SUPPORT operand of the /START-DAB-CACHING command can be used
to define whether such shared data areas are to be buffered or not (*NO is the default).

When allocating a disk, DAB adjusts its current allocation state of the cache areas
(SHARED/EXCLUSIV) with the SHARED-DISK-SUPPORT attribute. Areas of a shared
volume are only served if the corresponding cache area was created with SHARED-DISK-
SUPPORT="YES. The F5 and F1 labels are never served.
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Read caching with ADM-PFA commands with AREA=*BY-SYSTEM

Data consistency when read caching shared volumes is guaranteed by DAB. Systems
support does not have to check to ensure that the served files are only read by all systems.

In this case, files that are only being used locally at the time of processing are cached. Data
consistency is ensured by DMS on the one hand since it prevents the files from being
opened by another computer during processing. On the other hand, DAB also ensures data
consistency with the following measures:

When a file is closed, all copies of it in the cache are invalidated so that any subsequent
(read) accesses to this file must always be to the disk. This ensures that the latest data is
always processed, even after an (intermediate) data update by another system.

The SHARED-DISK-SUPPORT operand is meaningless in this case and is ignored.

(Read/)write caching with ADM-PFA commands

In addition to the explicit setting of write or read/write caching, it is also possible to set
read/write caching using CACHING-MODE="BY-CACHE-MEDIUM, depending on the
cache medium and the data area specification.

Caching shared data areas in write or read/write mode is not possible and is prevented by
DAB. The SHARED-DISK-SUPPORT operand is not processed in this case and an appro-
priate message is output.

Data areas on shared private disks or shared pubsets are not served in these modes.

38

U2431-J-Z125-16-76



DAB functions DAB in multiprocessor operation

4.2.2 Caching for shared disks in the user PFA concept

DAB supports the caching of the data areas of a shared pubset for a “homogeneous”
CCS network (see the “HIPLEX MSCF” [3] manual). “Homogeneous” means that a
BS2000/0SD version as of V8.0 is running on all systems that have access to the shared
pubset.

The cache areas on the relevant pubset sharers may be located on a local medium (main
memory or local GS) or in a globally used GS (i.e. there is a parallel HIPLEX).

The cache areas are configured by means of the MRSCAT entry for the shared pubset (see
the /MODIFY-PUBSET-CACHE-ATTRIBUTES command). With SF pubsets, the cache param-
eters can be set separately for each pubset sharer; with SM pubsets the settings are valid
for all participants in the shared pubset network. These cache areas are created during
import to the relevant pubset sharer and are released again during export. The cache
medium used must be homogeneous in the shared pubset network, i.e. it is not possible to
cache with main memory on one pubset sharer and with (local) GS on another. This is
checked by the system during creation of the cache areas. Also valid are homogeneity
conditions concerning the BS2000/0OSD versions (as of V8.0) participating in the shared
pubset network, concerning the GS unit, and concerning GS utilization (local/global) for GS
cache areas.

1. File X is opened on system A.

Cache Cache 2. File X is processed (with

A B cache A).
3. File X is closed:
System A System B cache data is written and

‘ i invalidated.

4. File X is opened on system B

Pubset and processed with cache B.

Figure 8: Concept for supporting shared pubsets with DAB

The procedures for the individual media are described in more detail below:
e caching in main memory

e caching in global storage, with a distinction being made between
— caching in the local GS
— caching in the global GS
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Caching in main memory

LAN
M-M M-M
Cache Cache
ABCD ABCD
System 1 System 2

[ |

Pubset ABCD

Figure 9: Shared pubset network with main memory

The use of the main memory medium is suited mainly to read caching, as it does not
guarantee reliability in the event of a system crash. This mode is set by default for all
permanent files by DMS. Write caching only takes place for a temporary file or if the user
has explicitly assigned the attribute DISK-WRITE="BY-CLOSE to the file. The failure of a
system is handled the same way here as with exclusively imported pubsets. The cache data
of the failed system is lost. However, this does not matter since we are dealing with data
from temporary files that have not been closed and where the data would be deleted
automatically anyway.

If a shared pubset is to be buffered using DAB, the DAB subsystem must be loaded on all
the participating computer nodes.
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Caching in global storage

Global storage is (when using battery buffering, VOLATILITY=*NO) a non-volatile medium
and is therefore suitable for use with write caching. DAB supports both local and global GS
utilization, which must be clearly distinguished from one another:

Caching in the local GS

GS partition DABXABCD GS partition DABXABCD

GS|| Cache ABCD Cache ABCD GS
[ \

LAN

System 1 System 2
\ |

Pubset ABCD

Figure 10: Shared pubset network with caching in the local GS

A GS is available on at least one pubset sharer for the utilization of a local GS configuration.
A GS may also be available on multiple or on all pubset sharers. These global storage
media are used locally, i.e. each server has its own GS, the servers do not form a parallel
HIPLEX.

Systems support must set up a GS partition for a cache area on each server. The cache
area is created on the server during import of the shared pubset, or it can be created subse-
quently with the /START-PUBSET-CACHING command. The local system cache area is
released during export of the pubset or subsequently using the /STOP-PUBSET-CACHING
command.

Please note the following:

Utilization of a local GS configuration is subject to restrictions with regard to reconfiguration
in the event of a server crash or in the event of the connection between server and cached
disks failing.
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Since the GS can only be accessed from a server in a local GS configuration, the corre-
sponding cache area cannot be transferred to the pubset master if this server crashes. Any
files that were not closed properly at the time of the server crash and which used write
caching (open mode=OUTPUT/INOUT/OUTIN) remain locked, as they have cache data on
the crashed server. An attempt to open these files from a different pubset sharer is rejected
with the DMS return code OD1F, the status is displayed with the /SHOW-FILE-LOCKS
command. These file locks are only reset when the crashed server is restarted and the
pubset is reimported. During reimport, the GS cache area is reconnected to the pubset, the
cache data is written to the disks and the file locks are reset. The files can then be accessed
from all pubset sharers again.

Caching in the global GS (parallel HIPLEX)

GS partition DABXABCD

Cache ABCD (1) Cache ABCD (2)

LAN

System 1 System 2
| |

Pubset ABCD

Figure 11: XCS network with caching in the global GS (parallel HIPLEX)

In a global GS configuration, all pubset sharers are attached to the same GS and form a
parallel HIPLEX. Functions are made available which allow the GS to be managed centrally
and utilized as a shared medium.

A further homogeneity condition applies here since in a parallel HIPLEX all DAB instances
on the individual servers share access to a GS partition:

The same DAB version must be installed on all servers that wish to create a cache area in
GS for a shared pubset.

42
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Systems support must create a GS partition for use as a cache medium, with a size based
on the sum of the sizes of all of the pubset sharer cache areas to be included (+ 1 MB for
the DAB administration data). Cache areas are created in this GS partition on the relevant
pubset sharers. The GS partition is divided internally into segments for the pubset sharers,
corresponding to the cache size. The GS partition is thus shared so that all pubset sharers
have access to the same GS partition.

If a server crashes or the connection between server and cached disks fails, a cache area
of a pubset sharer can be reassigned to the pubset master in the case of a global GS config-
uration. In the event of a server crash (slave or master), this happens automatically within
the context of failure detection by MSCF. The data of the reassigned cache area is written
to the disks on the pubset master. The file locks, which until this time have prevented the
cached files from being opened by pubset slaves, are then removed (on the pubset master
the files can be opened after reassignment of the cache area, i.e. after reconfiguration of
the shared pubset network by MSCF). The files can then be accessed from all pubset
sharers again. For more information, see section “Reconfiguration in the computer network
(parallel HIPLEX)” on page 53.

The functionality described above for the failure of a server in the shared pubset
network is only available in a parallel HIPLEX, utilization of the GS as a shared
medium is recommended.

U2431-J-Z125-16-76 43



Creating and releasing cache areas DAB functions

4.3 Creating and releasing cache areas

4.3.1

With ADM-PFA caching, a cache area is created via the /START-DAB-CACHING command,
with PFA caching via the DMS interface (/IMPORT-PUBSET or /START-PUBSET—CACHING
command).

With ADM-PFA caching, a cache area is released using the command /STOP-DAB-CACHING
(or, in exceptional cases, /FORCE-STOP-DAB-CACHING). With PFA caching, the DMS interface
is used to release a cache area (/EXPORT-PUBSET or /STOP-PUBSET-CACHING command) or,
in exceptional cases, the /FORCE-DESTROY-CACHE command.

The option of simultaneous buffering of disk data via PFA and ADM-PFA is not available.
Otherwise, /START-DAB-CACHING commands for data areas located on or belonging to
pubsets buffered via PFA will be rejected. Similarly, any attempt to create a (USER-)PFA
cache area is rejected if all or some of the associated disks of the pubset are buffered using
ADM-PFA.

ADM-PFA caching

Creating

A new DAB cache area is created with the /START-DAB—CACHING command.

Releasing

The /STOP-DAB-CACHING command or, in exceptional cases, /FORCE-STOP-DAB—CACHING
causes a DAB cache area to be released, with the following main action being performed:

With write or read/write caching, any data of the cache area to be released that is still in the
cache is saved if necessary (unless the /FORCE-STOP-DAB-CACHING command has been
issued). As a result, it may take some time to release the cache area using
/STOP-DAB-CACHING.

44

U2431-J-Z125-16-76



DAB functions Creating and releasing cache areas

4.3.2 PFA caching

PFA cache areas are created and released via the DMS interfaces and cannot be controlled
via the DAB commands described in this manual. Refer to the “Commands” manual [4] for
a description of the commands used for controlling PFA cache areas.

Creating

A PFA cache area is created via the DMS interfaces. Systems support defines a cache for
a specific pubset (/MODIFY-PUBSET-CACHE-ATTRIBUTES command). The cache can then be
activated in two different ways:

— implicitly during pubset import (/ IMPORT-PUBSET command)
— during pubset operation (/START-PUBSET-CACHING command).

The GS partition for the pubset must be big enough to accommodate all required
local system cache areas.

Releasing

There are various ways to release a PFA cache area:

— implicitly during pubset export (/EXPORT-PUBSET command)

— during pubset operation (/STOP-PUBSET-CACHING command)

— in exceptional cases (defective disk or memory) by means of the /FORCE-DESTROY-
CACHE command (forced release).

Data held in the cache is saved to disk if necessary. Releasing with a /STOP-PUBSET—
CACHING command may therefore take some time. However, the data is not saved if a cache
area is released with a /FORCE-DESTROY-CACHE command and this can therefore result in
data inconsistencies on the disks concerned.
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4.3.3 Releasing cache areas during shutdown

When terminating the operating system (shutdown) DAB releases all existing cache areas,
unless this process is prevented by an appropriate setting in the DAB subsystem param-
eters.

Special features for the cache medium GS

ADM-PFA cache areas with the cache medium GS are not released at system shutdown if
the subsystem parameter KEEP-GS-CACHE-BUFFER-AFTER-SHUTDOWN = is set to
YES. However, at least the data from the write cache areas are written back to the
associated disk storage locations.

In combination with the subsystem parameter GS-READ-CACHE-BUFFER-RECOVERY =
ENABLED the read cache areas in GS are restored the next time the system is started, this
feature can be used to ensure that applications start up quicker.

The default setting for the subsystem parameter is KEEP-GS-CACHE-BUFFER-AFTER-
SHUTDOWN = NO which triggers the release of all cache areas. Write data in cache areas
in GS that cannot be written to disk during shutdown due to malfunctions will be retained.
The cache areas will be restored during recovery of the corresponding DAB GS partition
from the GS (see page 51). However, release of the cache areas by the systems support
staff is advisable to enable them to take any action that may be required in the event of an
error (e.g. disk failure).
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4.4 Dynamic reconfiguration

4.4.1 Changing the configuration parameters of the cache area

The configuration parameters of a cache area (ADM and user PFA) can be modified
dynamically using the /MODIFY-DAB-CACHING command. This means that it is no longer
necessary to release the cache area explicitly using the /STOP-DAB-CACHING or
/STOP-PUBSET-CACHING command and then recreate it using the /START-DAB-CACHING
(specifying new parameters) or /START-PUBSET-CACHING command (after modification of
the pubset cache attributes).

The following configuration parameters can be modified dynamically:

e Cache size (CACHE-SIZE):
The size of a cache area can be expanded or reduced. The cache is reduced without
affecting cache utilization for the segment of the cache area that remains.

e Cache segment size (CACHE-SEGMENT-SIZE):
Itis only useful to modify this configuration parameter for cache areas where there is no
automatic caching (AREA="FILE for ADM-PFA or CACHED-FILES=*ALL/*BY-USER for
user PFA). All of the value specifications permitted with the /START-DAB-CACHING
command are then possible. The cache size can only be modified quasi-dynamically
because of the reorganization of the cache that is required as a result, i.e. caching of
the data area is stopped, the cache is saved if necessary and an empty cache is added
after reorganization of the cache. The configuration of the database to be cached is
retained completely.

e Adapting the cached data area (AREA="ADD-FILE/"REMOVE-FILE/
*RESET-FILE/*ADD-PUBSET/*REMOVE-PUBSET):
The data area can only be changed for ADM-PFA cache areas.

AREA="ADD-PUBSET adds a pubset which has not yet been buffered to a cache area
using automatic caching. AREA="REMOVE-PUBSET removes a pubset which has so
far been buffered from a cache area using automatic caching.

AREA=*ADD-FILE adds files to a cache area and AREA=*"REMOVE-FILE removes
files from a cache area. A distincti