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Introduction [1]

S-2444-4003

This guide contains procedures for installation and configuration of the

Cray Linux Environment (CLE) 4.0 operating system release for Cray systemsand is
intended for system administrators who are familiar with operating systems derived
from UNIX.

CLE is a Linux-based operating system that runs on Cray systems. The CLE 4.0
release includes Cray's customized version of the SUSE Linux Enterprise Server
(SLES) 11 SP1 operating system. All software isinstalled by means of scripts and
RPM Package Manager (RPM) files.

Throughout this document, any reference to Cray systems includes Cray XES,
Cray XK6, Cray XE6m, Cray XES5, and Cray XE5m systems unless otherwise noted.

CLE software installations fall into one of the following categories:

Initial Aninitial software installation involves installing and configuring
the entire system and is generally performed for new hardware. 1f
an initial installation is performed on an existing system set, the
previous configuration is lost.

Update An update installation involves applying an update package for
arelease that is already running on your system. For example,
installing CLE 4.0.UP03 on a system that is aready running an
earlier version of CLE 4.0 is considered an update installation.

Upgrade An upgrade installation involves moving to the next release. For
example, installing CLE 4.0 on a system that isrunning CLE 3.1 is
considered an upgrade.

This guide describes procedures for the following types of installations.
* Initial or new software installations. Follow Part |, New System Installations.

* Upgradeingallations. Follow Part Il, Update and Upgrade Installations to
upgrade an existing system running CLE 3.0 to run the CLE 4.0 release.

« Updateinstallations. Follow Part |1, Update and Upgrade Installations to apply a
CLE 4.0 update package (for example, CLE 4.0.UPO3) to a system that is aready
running the 4.0 release level of CLE.

The procedures in this document require that you have aready installed the
appropriate System Management Workstation (SMW) software release on the SMW.
See Before You Start the CLE Software Installation on page 15.
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Installing and Configuring Cray Linux Environment™ (CLE) Software

An Adobe PDF version of this guide is available on the CrayDoc CD or on the
CrayPort website at http://crayport.cray.com.

1.1 Other Related Publications

The following documents contain additional information that may be helpful:

Cray Linux Environment (CLE) Software Release Overview (S-2425)

Cray Linux Environment (CLE) Software Release Overview Supplement (S-2497)
Installing Cray System Management Workstation (SMW) Software (S-2480)
Managing System Software for Cray XE and Cray XK Systems (S-2393)
Managing Lustre for the Cray Linux Environment (CLE) (S-0010)

Network Resiliency for Cray XE and Cray XK Systems (S-0032)

Introduction to Cray Data Virtualization Service (S-0005)

Repurposing Compute Nodes as Service Nodes on Cray XE and Cray XT Systems
(S-0029)

Using Cray Management Services (CMS) (S-2484)
Using and Configuring System Environment Data Collections (SEDC) (S-2491)

Cray Application Developer's Environment I nstallation Guide (S-2465)

1.2 Distribution Media

The CLE 4.0 release distribution media includes two DV Ds required to install the
CLE 4.0 release on aCray XE system. Thefirstislabeled Cray CLE 4. 0. UPnn
Sof t war e and contains software specificto Cray systems. The second is labeled
Cr ay- CLEbasel1- yyyymmdd and contains the CLE 4.0 base operating system
which is based on SLES 11 SP1. All softwareisinstalled by means of scripts and
RPM Package Manager (RPM) files.

12
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Preparing to Install a New System [2]

Follow these procedures to perform an initial software installation of the
Cray Linux Environment (CLE) 4.0 software release for anew Cray XE or Cray XK
system.

Note: In the following chapters, some examples are |eft-justified to better fit the
page. Left justification has no special significance.

2.1 Before You Start the CLE Software Installation
Perform the following tasks before you install the CLE 4.0 software release.

* Review release package documentation. Read the CLE 4.0 Release Errata,
Limitations for CLE 4.0 and README documents provided with the release for
any installation-related requirements and corrections to this installation guide.

Additional installation information may also be included in Cray Linux
Environment (CLE) Software Release Overview and Cray Linux Environment
(CLE) Software Release Overview Supplement.

» Confirmthe SMW softwarerelease level. You must install the SMW 6.0.UPO3
release or later on your SMW before installing the CLE 4.0.UPO3 release. If a
specific SMW update package is required for your installation, that information is
documented in the README file provided with the CLE 4.0.UPO3 release. The
procedures in this guide assume that the SMW software has been successfully
installed and the SMW is operational; type the following command to determine
the HSS/SMW version:

crayadm@mwv. ~> cat /opt/cray/ hss/default/etc/smwrel ease
6. 0. UPO3

2.2 Passwords

The following default account names and passwords are used throughout the
CLE software installation process. Cray recommends that you change all default
passwords; see Changing the Default System Passwords on page 71.

S-2444-4003 15



Installing and Configuring Cray Linux Environment™ (CLE) Software

Table 1. Default System Passwords

Account Name Passwor d
r oot initialO
crayadm crayadm

For procedures on handling SMW and RAID accounts and passwords, see Installing
Cray System Management Workstation (SMW) Software.

Access to MySQL databases requires a user name and password. The MySQL
accounts and privileges are shown in Table 2.

Table 2. MySQL Database Accounts and Privileges

Account Default Password ~ Privilege
root None; you must All available privileges.
create a password.

basic basic Read access to most tables;, most
applications use this account.

sys_ngnt sys_nmgnt Most privileged non-root account; all
privileges required to manipulate CLE
tables.

nmazana nmazana Create, delete, update, and insert

permissions on mazama and mz*
databases. Used by CM S/Mazama.
For more information, see Using Cray
Management Services (CMS) (S-2484).

For steps to change MySQL account passwords, see Procedure 23 on page 84.

16 S—-2444-4003



Configuring the Boot RAID [3]

This chapter describes how to configure, format, zone, and partition the boot RAID
(redundant array of independent disks) system.

Note: Cray ships systems with much of this configuration completed. You may not
have to perform al of the steps described in this chapter unless you are making
changes to the configuration.

Cray provides support for system boot RAID from two different vendors, Data Direct
Networks (DDN) and NetApp Corporation. You may also have a QLogic SANbox
Fibre Channel switch from QL ogic Corporation.

Installing Cray System Management Workstation (SMW) Software (S-2480) contains
device specificinstructions for configuring boot RAID LUNSs (Logica Units) and
volume groups.

Note: The DDN RAID uses LUNS; the NetApp, Inc. Engenio RAID uses volumes.

If you use NetApp, Inc. Engenio devices for your boot RAID, you must have installed
SANtricity Storage Manager software from NetApp, Inc. Corporation. For more
information about third party software applications required to configure your boot
RAID, see Installing Cray System Management Workstation (SMW) Software.

After Configuring the Boot RAID LUNSs or Volume Groups on page 18, follow the
procedures for Partitioning the LUNSs on page 20.

3.1 Prerequisites and Assumptions for Configuring the

Boot RAID

S-2444-4003

In typical system installations, the RAID provides the storage for both the boot node
root file systems and the shared root file system. Although these file systems are
managed from the boot node during normal operation, you must use the SMW to
perform an initia installation of the Cray Linux Environment (CLE) base operating
system, based on SUSE Linux Enterprise Server (SLES) 11 SP1, and Cray CLE
software packages onto the boot RAID disks.

Intypical system installations, RAID units provide user and scratch space and can
be configured to support a variety of file systems. Different RAID controller models
support Fibre Channel (FC), Serial ATA (SATA), and Serial Attached SCSI (SAYS)
disk options.
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The following assumptions are rel evant throughout this chapter:

* The SMW has an Ethernet connection to the Hardware Supervisory System (HSS)
network.

» The boot node(s) have Ethernet connections to the SMW.
*  The SMW has aswitched FC or SAS connection to the boot RAID.
* Theboot node(s) have a switched FC or SAS connection to the boot RAID.

* The service database (SDB) node(s) have a switched FC or SAS connection to the
boot RAID.

« |f adedicated sysl og nodeis configured, it has a switched FC or SAS
connection to the boot RAID.

3.2 Configuring the Boot RAID LUNs or Volume Groups

18

Follow the proceduresin Installing Cray System Management Workstation (SMW)
Software to configure your boot RAID. You must configure the boot RAID with

at least six LUNSs to support the various system management file systems. The
recommended configuration listed in Table 3 describes nine LUNS. You can specify
units as GB or MB.

If you have DDN devices, follow the boot RAID configuration procedures in
Installing Cray System Management Workstation (SMW) Softwaretot el net tothe
RAID controller and usethel un add and| un del et e commands to configure
LUNSs following the recommendations in Table 3.

If you have NetApp, Inc. Engenio devices, follow the boot RAID configuration
proceduresin Installing Cray System Management Workstation (SMW) Software to
use the SANTtricity Storage Manager software to create the boot RAID volume group
and configure the volumes following the recommendations in Table 3.

Table 3. Recommended Boot RAID LUN Values

Capacity No. of Block

LUN Labe Group? inMB  Tiers Tier ID Size Format?

0 bootroot0  n 40000 1 1 4096 y

1 bootrootl  n 40000 1 2 4096 y

2 shrootO n 280000 1 3 4096 y

3 sdb0 n 80000 1 2 4096 y

4 syslog n 80000 1 1 4096 y

5 shrootl n 280000 1 4 4096 y
S-2444-4003



Configuring the Boot RAID [3]

Capacity No. of Block
LUN Labe Group? inMB Tiers Tier ID Size Format?
6 bootroot2  n 40000 1 3 4096 y
7 shroot2 n 280000 1 1 4096 y
8 sdbl n 80000 1 4 4096 y

3.3 Zoning the LUNs

After you configure and format the LUNS, you must grant host access to the LUNSs by
using a process called zoning. Zoning maps a host port on the RAID controller to the
LUNSs that the host accesses. If you have a QLogic switch, zoning maps the host ports
on the switch. Although it is possible to enable al hosts to have accessto all LUNS,
Cray recommends that each host be granted access only to the LUNS it requires.

Note: If aLUN isto be shared between failover host pairs, each host must be given
access to the LUN. The SMW host port should be given access to all LUNS.

3.3.1 Zoning the LUNs for DDN Devices
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If you have DDN devices, follow the procedure to zone LUNs for DDN in Installing
Cray System Management Workstation (SMW) Software. Use the zoni ng command
to edit each port number and map the LUNS; follow the recommendationsin Table 4.

Table 4. Recommended DDN Zoning

Port External LUN, Internal LUN

1 000,000 001,001 002,002
2 003,003 004,004 005,005
3 006,006 007,007 008,008
4

If you have created or modified your LUN configuration, you must reboot the SMW
to enable it to recognize the new LUN configuration and zoning information. Verify
that all of your changes have been recognized by invoking thel sscsi command.
Procedure 1 on page 22 provides example output for the | sscsi command. For
more information, seethe | sscsi (8) man page on the SMW.

Warning: Failure to reboot the SMW at this point might produce unexpected
results. If your SMW does not properly recognize the boot RAID configuration, the
system installation procedures could overwrite existing data.
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After you finish creating, formatting, and zoning the Volume Groups and LUNs on
the boot RAID, you must partition them. On the SMW, follow Partitioning the LUNs
on page 20.

3.3.2 Zoning the QLogic FC Switch

If you have a QLogic Fibre Channel Switch, follow the procedures described in
Installing Cray System Management Wor kstation (SMW) Software to zone the LUNSs
on your QLogic SANBox switch. Use the QuickTools utility to create a Zone Set
and define the ports in the zone; follow the recommendationsin Table 5. These
recommendations presuppose that the disk device has four host ports connected to
ports 0-3 for the QLogic SANbox switch.

Note: QuickToolsis an application, embedded in your QLogic switch, which is
accessible from the SMW by using a web browser.

Zoning for a QL ogic switch isimplemented by creating a zoneset, adding one or more
zones to the zone set, and selecting the ports to use in the zone.

Follow this procedure after the SANBoX is configured and on the HSS network.

Table 5. Recommended QLogic Zoning

Zone Port SANBox Connection
Boot 0 Boot RAID

Boot 4 Boot Node

Boot 5 SDB Node

Boot 10 SMW

Boot 6 Syslog node (if dedicated)

If you have created or modified your LUN configuration, you must reboot the SMW
to enable it to recognize the new LUN configuration and zoning information. Verify
that all of your changes have been recognized by invoking thel sscsi command.
Procedure 1 on page 22 provides example output for the | sscsi command. For
more information, seethe |l sscsi (8) man page on the SMW.

Warning: Failure to reboot the SMW at this point might produce unexpected
results. If your SMW does not properly recognize the boot RAID configuration, the
system installation procedures could overwrite existing data.

3.4 Partitioning the LUNSs

20

After you finish creating, formatting, and zoning the LUNs on the boot RAID, you
must partition them by invoking the f di sk command on the SMW.
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Table 6 contains an example of a partition layout. The SMW Device names in column
4 are consistent with SMW hardware that is Restriction of Hazardous Substances
(RoHS) compliant, with three external disk drives.

Table 6. Example of Boot LUN Partitions (for an SMW with three disks)

Part Part SMW
LUN Num Type Device Size Type Description
0 1 Primary  sdcl 30GB Linux Boot node O root file system
0 2 Primary  sdc2 10GB Swap Boot node 0 swap
1 1 Primary sddl  30GB Linux Boot node 1 root file system
1 2 Primary  sdd2 10GB Swap Boot node 1 swap
2 1 Extended sdel ALL Primary Partition
2 5 Logica sde5 30GB Linux Reserved for future use
2 6 Logica sde6 180GB Linux NFS Shared Root
2 7 Logica sde7 10GB Linux RAW Partition for Boot Image #0
2 8 Logica sde8 10GB Linux RAW Partition for Boot Image #1
2 9 Logica sde9 50GB Linux Reserved for future use (optiona persistent / var)
3 1 Primary  sdfl 40GB Linux Service Database (SDB)
3 2 Primary  sdf2 40GB Linux UFS
4 1 Primary  sdgl  40GB Linux Syslog
4 2 Primary  sdg2  40GB Linux Reserved for future use
5 1 Extended sdhl  ALL Linux Alternative primary Partition
5 5 Logica sdh5  30GB Linux Reserved for future use
5 6 Logica sdh6 180GB Linux Backup NFS Shared Root
5 7 Logica sdh7 10GB Linux Alternative RAW partition for boot image
5 8 Logica sdh8 10GB Linux Alternative RAW Partition for boot image
5 9 Logica sdh9  50GB Linux Reserved for future use
6 1 Primary  sdil 30GB Linux Extraboot node 2 root file system
6 2 Primary  sdi2 10GB Swap Extraboot node 2 swap
7 1 Primary  sdjl 180GB Linux Reserved for future use
8 1 Primary  sdkl  40GB Linux Backup SDB
8 2 Primary  sdk2  40GB Linux Backup UFS

S-2444-4003
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Procedure 1. Partitioning the LUNs

1. Log ontothe SMW asr oot .

crayadm@nw. ~> su -

root

2. Usethel sscsi command to verify that the LUNSs were recognized. Your first
SMW device is the first non-ATA device listed. On an SMW with two internal
SATA drives, the output should resembl e the following example. Note that two of
the disks are ATA, not DDN or NetApp, Inc. (formerly LSI) Engenio disks.

smwv. ~ # | sscs

[O:
[2:
[ 4:
[ 6:
[6:
[ 6:
[ 6:
[6:
[ 6:
[ 6:
[ 6:
[ 6:

e
e R A R

0]
0]
0]
0]
1]
2]
3]
4]
5]
6]
7]
8]

cd/ dvd
di sk
di sk
di sk
di sk
di sk
di sk
di sk
di sk
di sk
di sk
di sk

LI TE-ON DVDRW SHW 160P6S PSOA

ATA
ATA
LSI
LS
LSI
LSI
LS
LSI
LSI
LS
LSI

ST3320620AS
ST3320620AS
I NF-01-
I NF- 01-
I NF-01-
I NF-01-
I NF- 01-
I NF-01-
I NF-01-
I NF- 01-
I NF-01-

00
00
00
00
00
00
00
00
00

3. AA
3. AA
0736
0736
0736
0736
0736
0736
0736
0736
0736

Note: Thecd/ dvd entry may be different on your system.

/dev/sr0
/ dev/ sda
/ dev/ sdb
/ dev/ sdc
/ dev/ sdd
/ dev/ sde
/ dev/ sdf
/ dev/ sdg
/ dev/ sdh
/ dev/ sdi
/ dev/ sdj
/ dev/ sdk

3. Create the partitions shown in Table 6 by using the f di sk command. If you are
not familiar with f di sk, see Appendix E, Configuring Primary and Extended

File Partitions on page 167 and the f di sk(8) man page.

smwv, ~# fdi sk /dev/sdc

Repeat this command for / dev/ sdd through / dev/ sdk; use the valuesin

Table 6 for each f di sk session.

Note: Changes you make to the partition table are not effective until you type
w to write and exit.
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4. Invoke the f di sk command with the - | option to verify that the LUNs
(volumes) are configured according to Table 6. Your LUN sizes may be dightly
different; for example, 43G instead of 40G, as listed in the table.

Note: The following output represents the example; your output is specific to

your actual LUN configuration.

smv. ~ # fdisk -1

Di sk /dev/sda: 320.0 GB, 320072933376 bytes

255 heads, 63 sectors/track, 38913 cylinders
Units = cylinders of 16065 * 512 = 8225280 bytes

Devi ce Boot Start End Bl ocks Id
/ dev/ sdal 1 523 4200966 82
/ dev/ sda2 * 524 38913 308367675 83

Di sk /dev/sdb: 320.0 GB, 320072933376 bytes
255 heads, 63 sectors/track, 38913 cylinders
Units = cylinders of 16065 * 512 = 8225280 bhytes

Devi ce Boot Start End Bl ocks Id
/ dev/ sdb1l 1 523 4200966 82
/ dev/ sdb2 * 524 38913 308367675 83

Di sk /dev/sdc: 41.9 GB, 41943040000 bytes
64 heads, 32 sectors/track, 40000 cylinders
Units = cylinders of 2048 * 512 = 1048576 bytes

Di sk /dev/sdc doesn't contain a valid partition table

Di sk /dev/sdd: 41.9 GB, 41943040000 bytes
64 heads, 32 sectors/track, 40000 cylinders
Units = cylinders of 2048 * 512 = 1048576 bytes

Di sk /dev/sdd doesn't contain a valid partition table

Di sk /dev/sde: 293.6 GB, 293601280000 bytes
255 heads, 63 sectors/track, 35694 cylinders
Units = cylinders of 16065 * 512 = 8225280 hytes

Di sk /dev/sde doesn't contain a valid partition table

Di sk /dev/sdf: 83.8 GB, 83886080000 bytes
255 heads, 63 sectors/track, 10198 cylinders
Units = cylinders of 16065 * 512 = 8225280 hytes

Di sk /dev/sdf doesn't contain a valid partition table
Di sk /dev/sdg: 83.8 GB, 83886080000 bytes

255 heads, 63 sectors/track, 10198 cylinders

Units = cylinders of 16065 * 512 = 8225280 hytes

Di sk /dev/sdg doesn't contain a valid partition table
Di sk /dev/sdh: 293.6 GB, 293601280000 bytes

255 heads, 63 sectors/track, 35694 cylinders
Units = cylinders of 16065 * 512 = 8225280 hytes
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System
Li nux swap / Sol aris
Li nux

System
Li nux swap / Solaris
Li nux
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Di sk /dev/sdh doesn't contain a valid partition table

Di sk /dev/sdi: 41.9 GB, 41943040000 bytes

64 heads, 32 sectors/track, 40000 cylinders

Units = cylinders of 2048 * 512 = 1048576 bytes

Di sk /dev/sdi doesn't contain a valid partition table

Di sk /dev/sdj: 293.6 GB, 293601280000 bytes

255 heads, 63 sectors/track, 35694 cylinders

Units = cylinders of 16065 * 512 = 8225280 hytes

Di sk /dev/sdj doesn't contain a valid partition table
Di sk /dev/sdk: 83.8 GB, 8388276080000 bytes

255 heads, 63 sectors/track, 10198 cylinders

Units = cylinders of 16065 * 512 = 8225280 bhytes

Di sk /dev/sdk doesn't contain a valid partition table

24
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This chapter contains essential information about parameters that you must set before
you install the Cray Linux Environment (CLE) software on a Cray system. Review
this information before installing CLE and again for every CLE software update or
upgrade installation.

The CLE software installation process uses an installation script called

CLEi nstal | . TheCLEi nst al | program, in turn, references two configuration
filesto determine site-specific configuration parameters used during installation.
These configuration filesare CLEi nst al | . conf and/ et c/ sysset . conf.
Prior to invoking the CLEi nst al | installation program, you must carefully examine
these two configuration files and make site-specific changes.

Caution: Improper configuration of the CLEi nst al | . conf and
/ et c/ sysset . conf filescanresult in afailed installation.

CLEi nst al | . conf : Based on the settings you definein CLEi nst al | . conf,
the CLEi nst al | program updates other configuration files, thus eliminating
many manual configuration steps. The CLEi nst al | . conf fileis created during
the installation process by copying the CLEi nst al | . conf template from the
distribution media. This chapter groups the CLEi nst al | . conf settings into
three categories: parameters that must be defined for your specific configuration,
parameters with default or standard settings that do not need to be changed in most
cases, and additional parameters that are required to configure optional functionality
or subsystems.

sysset . conf: Youcaninstal boot r oot and shar edr oot to an aternative
location while your Cray system is running. This enables you to do the configuration
stepsin the aternative root location and then move over to the aternative location
after it is configured, thus reducing the need for dedicated system time for installation
and configuration. Usethe/ et ¢/ sysset . conf fileto identify sets of disk
partitions on the boot RAID as alternative system sets. Each system set provides
acomplete collection of all file systems and boot images, thus making it possible to
switch easily between two or more versions of the system software. For example, by
using system sets, it is possible to keep a stable "production” system available for
your users while simultaneously having a "test" system available for new software
installation, configuration, and testing.

Note: If you have existing CLEi nstal | . conf and/ et ¢/ sysset . conf
files, save copies before you make any changes.
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4.1 About CLEI nstal | . conf Parameters that Must Be Defined

26

A template CLEi nst al | . conf isdelivered onthe Cray CLE 4. 0. UPnn
Sof t war e DVD. Use this sample file to prepare your installation configuration
settings before you begin the installation. Carefully examine each installation
parameter and the associated comments in the file to determine the changes that are
required for your planned configuration.

In Procedure 4 on page 55, you are directed to edit your CLEi nst al | . conf file.
Make site-specific changes at that point in the installation process.

These parameters must be changed or verified for your configuration. For
more information, see the commentsin the CLEi nst al | . conf fileor the
CLEi nst al | . conf (5) man page.

Mount points on the SMW

Set boot root _di r and shar edr oot _di r to choose the boot
root and shared root file system mount points on the SMW.

Hostname settings

Set xt host name and node_cl ass_I ogi n_host nane to the
hostname for your Cray system.

Node settings

Set node_* parameters to identify which nodes are the sdb, ufs,
sydog, login and boot node(s).

Node class settings

Set node_cl ass* parameters to assign nodes to a node class for
/etc/opt/cray/ sdb/ node_cl asses.

Note: You must keep the node_cl ass* parameters current
with the system configuration. Refer to Maintaining Node Class
Settings and Hostname Aliases on page 27 for more information.

SSH on boot node settings

Set ssh_* parameters to configure boot node root secure shell
(ssh) keys.
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ALPS settings

Set al ps_* parameters for various Application Level Placement
Scheduler (ALPS) configuration options.

GPU Settings

Set GPU=yes only if your machine has Cray XK 6 blades with GPUs
installed. Setting this parameter to yes will install the required
RPMs and code for GPU systems. If your machine has Cray XK6
blades without GPUs, or it does not have Cray XK6 blades installed,
Set this parameter to no.

Note: For Cray XK6 systems with GPUs, you must configure and
enable the aternative compute node root run time environment
for dynamic shared objects and libraries (DSL). Cray XK6 blades
require access to shared libraries to support GPUs.

4.1.1 Maintaining Node Class Settings and Hostname Aliases
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For an initial CLE software installation, the CLEi nst al | program creates

the/ et ¢/ opt/ cray/ sdb/ node_cl asses fileand adds Cray system
hostname and alias entries to the / et ¢/ host s file. Additionally, each time

you update or upgrade your CLE software, CLEi nst al | verifiesthe content of
/etc/opt/cray/sdb/ node_cl asses and modifies/ et ¢/ host s to match
the configuration specifiedin your CLEi nst al | . conf file.

Unless you confirm that your hardware changed, the CLEi nst al | program

failsif / et c/ opt/ cray/ sdb/ node_cl asses does not agree with

node_cl ass[idx] parametersin CLEi nst al | . conf . Therefore, you must keep
the following parameters current with your Cray system configuration:

node_cl ass_| ogi n=login
Specifiesthe node class label for the login nodes.
node_cl ass_def aul t =service

Specifiesthe default node class label for service nodes. A service
node can only be in one class; typical classes might be ser vi ce,

| ogi n, net wor k, sdb, ost , nds, or | ust r e. Classes can have
any name provided the names are used consistently by using the

xt spec command. Node IDs that are not designated as part of a
classdefault tonode_cl ass_defaul t.
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node_cl ass|[ idx] =class NID [NID] ...

Specifies the name of the class for index idx and the integer
node 1Ds (NIDs) that belong to the class. CLEi nst al |

uses node_cl ass[idx] parameters along with other
parametersin CLEi nst al | . conf to create, update or verify
/etc/opt/cray/sdb/ node_cl asses and/ et c/ host s
files.

You must configureal ogi n classwith at least one NID. A NID can
be a member of only onenode_cl ass.

Example 1. Setting the node_cl ass[ idx] parameters

node_cl ass[0] =l ogin 8 30

node_cl ass[ 1] =network 9 13 27 143
node_cl ass[ 2] =sdb 5

node_cl ass[ 3] =l ustre 12 18 26

For each class defined, host name dliasesin/ et ¢/ host s are
assigned based on the class name and order of NIDs specified for
this parameter.

Example 2. Host alias assignments based on the
node_cl ass[idx] parameters

If you definethe following node_cl ass classentry:

node_cl ass[ 1] =network 9 13 27 143 19

Host name aliases for the network class are assigned as follows:

ni d00009 - networkl
ni d00013 - network?2
ni d00027 - network3
ni d00143 - networ k4
ni d00019 - networ k5

CLEi nst al | usestheinformation you specify for these parameters to update the
/ et c/ host s fileasfollows:

e A copy of theoriginal fileissaved as/ et ¢/ host s. $3. prei nstal | .

* The Cray system entries (IP address, node ID, and physical name) are moved to
the end of the file.

e Any Cray hostname aliases specifiedin CLEi nst al | . conf are added for the
appropriate nodes.

* A copy of themodifiedfileissaved as/ et c/ host s. $$. posti nstal | .
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4.2 About CLEI nstal | . conf Parameters with Standard

Settings

The standard or default values for settings in the following categories are appropriate
in most cases. Verify that these default values are acceptable for your site. For
more information, see the comments in the CLEi nst al | . conf fileor the

CLEi nst al | . conf (5) man page.

» Shared root setting

* Boot node network settings

e Persistent var settings

e UFS (home directory) for login nodes
e sysl og settings

e Partition setting

» SDB database settings

*  Writeable/ t np for CNL setting

* Node Health Check (NHC) on boot

Additional parameters that you should review are described in greater detail in the
following sections.

4.2.1 Changing the Default High-speed Network (HSN) Settings
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By default, the HSN IP addressis 10. 128. 0. O for Cray XE systems with Gemini
based system interconnection network. You can modify these parameters to configure
another valid address; for example 10. 33. 0. 0. In most cases, the default value

is acceptable.

HSN_byt el=
HSN_byt e2= Specifiesthe HSN IP address. The default on Cray XE systemsis
HSN_byt e1=10, HSN_byt e2=128.

If you change HSN_byt el and HSN_ byt e2 from the default,
CLEi nst al | implements this change by modifying the following
files:

/ et c/ sysconfi g/ xt on the boot root and shared root
/ et ¢/ host s on the boot root and shared root
/ et c/ sysconfi g/ al ps on the boot root and shared root

/ etc/opt/cray/rcal/fond. conf on theboot root and shared
root
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/etc/opt/cray/ hosts/service_alias.conf ontheboot
root and shared root

[ opt/ xt-imges/tenpl at es/ def aul t/ etc/ hosts for
CNL and SNL images

/ opt/ xt-inmages/tenpl at es/ def aul t/ etc/ krsip. conf
for CNL images with RSIP

In addition, the CNL parameters fileand the SNL parametersfilein
the bootimage are updated to include boot nodei p, sdbnodei p,
i ppobl andi ppob2.

Caution: Dueto site-specificlocal modifications, you may need
A to update additional fileswhen you change your HSN |IP address;

for example, / et ¢/ host s. al | ow, / et ¢/ host s. deny,

/ etc/exportsor/etc/security/access. conf.

Note: Cray recommends that you select values for HSN byt el
and HSN_byt e2 that do not overlap subnets listed as default 1P
addresses in Installing Cray System Management Wor kstation
(SMW) Software.

boot i mage_boot i f net mask

This netmask must be consistent with the modified HSN_byt el and
HSN_byt e2 parameters.

per si st ent _var _| Paddr

hone_di rectory_server _| Paddr
boot node_fail over | Paddr
boot i mage_boot nodei p

al ps_directory_server_| Paddr

The HSN byt el and HSN byt e2 parameters and the netmask
must be consistent with the first two bytes of these | P addresses that
aredefinedin CLEi nstal | . conf.

Change hone_di rect ory_server _I| Paddr

only if hone_di r ect ory_uf s=no; change

al ps_directory_server_| Paddr only if

al ps_directory_server_host nane isnot the uf s
node hostname.
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4.2.2 Changing Parameters to Tune Virtual Memory or NFS
You may choose to modify these parameters based on your system configuration.
sysctl _conf _vm nmi n_free_kbytes

Specifiesthevm mi n_free_kbyt es parameter of the Linux
kernel. Linux virtual memory must keep a minimum number of
kilobytes free. The virtual memory uses this number to compute a
pages_m n valuefor each | ownemzone in the system. Based on
this value, each | owremzoneis allocated a number of reserved free
pages, in proportion to its size.

The default value of vm_m n_free_kbyt es in the

/ etc/sysctl.conf fileis 102,400 KB of free memory. For
some configurations, the default value may be too low, and memory
exhaustion may occur even though free memory is available. If this
happens, adjust thevm mni n_f r ee_kbyt es parameter to increase
the value to 5% or 6% of total memory.

nfs _rmountd_num t hr eads

Controls an NFS nount d tuning parameter that is

added to / et ¢/ sysconfi g/ nfs and used by

/etc/init.d/ nfsserver toconfigurethe number of

nount d threads on the boot node. By default, NFS nount d
behavior is unchanged (a single thread). For systems with more than
50 service 1/0O nodes, Cray recommends that you configure multiple
threads by setting this parameter to 4. If you have alarger Cray
system (greater than 50 service 1/0O nodes), contact your Cray service
representative for assistance changing the default setting.

use_kernel _nfsd_nunber

Specifiesthe number of NFSD threads. By default, this variablein
[ etc/sysconfig/nfsissetto16.

A large site may wish to change both
nfs_nountd_num t hreads and

use_kernel _nfsd_numnber. Contact your Cray service
representative for assistance changing the default setting.
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4.2.3 Changing the Default boot i mage Settings

You can change several parameters related to the boot image configuration. In most
cases, the default values are acceptable. For information about additional bootimage
parameters, seethe CLEI nst al | . conf (5) man page.

boot i mage_t enp_di r ect or y=/home/crayadnvboot

Specifiesthe parent directory on the SMW for temporary directories
used to extract a boot image and adjust the boot image parameters
file.

boot i mage_boot nodei p=10.131.255.254

Specifiesthe virtual |P address for the boot node. The default
is10. 131. 255. 254 for Cray XE systems with Gemini
network interconnect. In most cases, the default value is
acceptable. If you change the default, you must aso modify
default value for boot node_f ai | over _I Paddr and

per si st ent _var _| Paddr to match the address specified by
boot i mage_boot nodei p.

boot i mage_boot i f net mask=255.252.0.0

Specifies the network mask for the boot node virtual |P address.
The default is 255. 252. 0. 0 for Cray XE systems with Gemini
network interconnect. In most cases, the default value is acceptable.

boot i mage_xtrel

Set this parameter to yes to add xt r el =$XTr el ease to the boot
image SNL parametersfile. This option is used for release switching;
for more information see the xt r el swi t ch(8) command. The
default valueisno.

4.2.4 Node Health on Boot

32

Node Health Checker (NHC) automatically checks the health of compute nodes on
boot using the Node Health Checker. The NHC _on_boot variable controls this
feature and is set to NHC _on_boot =yes by default.

The NHC_on_boot variable affects the NHC configuration filein the compute node
image and is used only when NHC is run on boot. Every NHC invocation after the
compute node boot, either by ALPS or manually, uses the configuration file on the
shared root.
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If your site does not have a site customized filein:

[ opt/xt-i mages/tenpl at es/ def aul t/ et c/ opt/cray/ nodeheal t h/ nodeheal t h. conf

for node health on boot, then the a sample one is copied into place there. You should
modify the filein the template directory for your site.

4.3 About CLEI nstal | . conf Parameters for Additional
Features and Subsystems

You must modify additional settings if you configure optional functionality or
subsystems. To configure and enable a particular functionality, follow the referenced
section:

Lustre File System Support and Tuning on page 34
Configuring Boot-node Failover on page 35

Configuring SDB Node Failover on page 37

Including DV S in the Compute Node Boot Image on page 39

Configuring Dynamic Shared Objects and Libraries (DSL) and the Compute Node
Root Runtime Environment (CNRTE) on page 39

Configuring Realm-Specific IP Addressing (RSIP) on page 41

Configuring Cluster Compatibility Mode (CCM) on page 42

Configuring Graphics Processing Units on page 45

Configuring nt pcl i ent for Clock Synchronization on page 45

Including Security Auditing in the Compute Node Boot Image on page 45
Configuring Checkpoint/Restart (CPR) on page 46

Configuring Comprehensive System Accounting (CSA) on page 47

Configuring the Parallel Command (pcnd) Tool for Unprivileged Users on page 48

If you want to partition a Cray XE system into logical machines, see Appendix G,
Creating Partitions on a Cray XE System on page 175

For more information, see the commentsin the CLEi nst al | . conf fileor the
CLEi nst al | . conf (5) man page.
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4.3.1 Lustre File System Support and Tuning

Optional: The Lustre file system is optional; however, applications that run on
CNL compute nodes require either Lustre file systems or DVSin order to perform

I/O operations.

Several CLEI nst al | . conf parameters are available to configure your system for
Lustre file systems and set up basic Lustre file system tuning. In most cases, the
default values are acceptable. In addition to setting these parameters, refer to Chapter
6, Configuring Lustre File Systems on page 119, as you complete the installation

or upgrade process.

| ustre=yes If you areusing Lustre file systems, set this parameter to yes to add
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Lustre-specific options to nodpr obe. conf kernel configuration
files.

The shared root default view of / et ¢/ nodpr obe. conf . | ocal
is updated for service nodes as follows, where <* > is replaced

by avalue that is defined by | ust r e_* parametersin

CLEi nstall.conf.

options | net networks=gni

opti ons max_nodes=<*> credits=<*> \
peer _hash_t abl e_si ze=<*> \

options ost oss_numthreads=<*>
options libcfs Iibcfs_panic_on_| bug=1

/ opt/ xt-i mages/ t enpl at es/ def aul t/ et ¢/ nodpr obe. conf iS
updated for compute nodes as follows:
options | net networks=gni

opti ons max_nodes=<*> \
options libcfs |ibcfs_panic_on_| bug=1

The CLEi nst al | program sets the networks option to gni for
Cray XE systems with the Gemini network interconnect.

Thel i bcfs_pani c_on_| bug option is not configured in
CLEi nst al I . conf . For more information, see Managing Lustre
for the Cray Linux Environment (CLE).

| ustre_el evat or =noop

Specifiesavauefor el evat or inthe SNL boot image parameters
file; sets the default scheduler for a Lustre object storage server
(OSS). Currently, the noop scheduler is recommended for Lustre on
high-performance storage.
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lustre_clients=

Specifies a value for max_nodes in

/ et ¢/ nodpr obe. conf . | ocal for service nodes; used to
calculate buffer allocation for connection to Lustre clients. Cray
recommends that you set this parameter to the total number of
compute nodes and login nodes configured on your Cray system,
rounded up to the nearest 100.

| ustre_servers=

Specifies a value for max_nodes in

[ opt/ xt-inmages/tenpl at es/ def aul t/ et c/ nodpr obe. conf
for compute nodes; used to calculate buffer allocation for connection

to Lustre servers. Cray recommends that you set this parameter to the
total number of Lustre servers configured on your Cray system,

rounded up to the nearest 100.

| ustre_credits=2048

Specifies a value for credits in

/ et ¢/ nodpr obe. conf . | ocal for service nodes; definesthe
number of outstanding transactions allowed for a Lustre server. Cray
recommends that you set this parameter to 2048.

| ustre_peer_hash_t abl e_si ze=509

Specifies a value for peer _hash_t abl e_si ze in

/ et ¢/ nodpr obe. conf . | ocal for service nodes; definesthe
size of the hash table for the client peers and enables| net to search
large numbers of peers more efficiently. Cray recommends that you
set this parameter to 509.

| ustre_oss_numt hreads=256

Specifiesavalue for | ustre_oss_num t hreads in

/ et ¢/ nodpr obe. conf . | ocal for service nodes; definesthe
number of threads a Lustre OSS uses. Cray recommends that you
set this parameter to 256 threads.

4.3.2 Configuring Boot-node Failover
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Optional: Boot-node Failover is an optional CLE feature.

You can configure your system to automatically failover to a backup (alternate) boot
node when the primary boot node fails.

Set these parameters to configure CLEiI nst al | to automatically complete several
configuration steps for boot-node failover.
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In addition, you must specify the primary and backup nodes in the boot configuration
and configure the STONITH capability on the blade or module of the primary boot
node. You are directed to complete these steps after Creating Boot Images on page 62
for new system installations, or after Creating Boot Images on page 144 for update
package installations.

Thefollowing CLEI nst al | . conf parameters configure boot-node failover.
node_boot _al ternate=

Specifiesthe backup or alternate boot node. The alternate boot node
requires an Ethernet connection to the SMW and a QL ogic Host
Bus Adapter (HBA) card to communicate with the boot RAID. The
aternate boot node must not reside on the same blade as the primary
boot node.

boot node_fai |l over =yes

Set this parameter to yes to configure boot-node failover.

Caution: The STONITH capability is required to implement

A boot-node failover. Because STONITH is a per blade setting and
not a per node setting, you must ensure that your primary boot
node is not assigned to a blade that hosts services with conflicting
STONITH requirements, such as Lustre.

boot node_fail over | Paddr =10.131.255.254
boot i mage_boot nodei p=10.131.255.254
per si st ent _var _| Paddr =10.131.255.254

Specifiesthe virtual |P address for boot-node failover. These
must al match. The defaultis10. 131. 255. 254 for Cray XE
systems with Gemini network interconnect. In most cases, the
default value is acceptable. You must modify default value

for the other two parameters to match the address specified by
boot node_fail over | Paddr.

boot node_fai | over _net mask=255.252.0.0

Specifiesthe network mask for the boot-node failover virtual |P
address. The default is255. 252. 0. 0 for Cray XE systems with
Gemini network interconnect. In most cases, the default value is
acceptable.
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boot node_fai | over _i nt er f ace=ipogif0:1

Specifiesthe virtual network interface for boot-node failover. The
default valueisi pogi f 0: 1 for Cray XE systems with Gemini
network interconnect. In most cases, the default value is acceptable.

For additional information, including manual boot node failover configuration steps,
see Managing System Software for Cray XE and Cray XK Systems.

4.3.3 Configuring SDB Node Failover
Optional: SDB Node Failover is an optional CLE feature.

You can configureyour system to automatically failover to a backup (alternate) SDB
node when the primary SDB node fails.

Use the parameters described in this section to configure CLEI nst al | to
automatically complete several configuration steps for SDB node failover.

In addition, you must configure STONITH for the primary SDB node, specify

the primary and backup nodes in the boot configuration, and optionally create
asite-specificsdbf ai | over. conf filefor the backup SDB node. You are
directed to complete these steps after Creating Boot Images on page 62 for new
system installations, or after Creating Boot Images on page 144 for update package
installations.

After booting and testing your system, follow Procedure 42 on page 116 to configure
your system to start SDB services automatically on the backup SDB node in the event
of a SDB node failover.

Thefollowing CLEI nst al | . conf parameters configure SDB node failover.
node_sdb_al ternat e=

Specifiesthe backup or aternate SDB node. The aternate SDB node
requires a QLogic Host Bus Adapter (HBA) card to communicate
with the RAID. This nodeis dedicated and cannot be used for other
service I/O functions. The alternate SDB node must reside on a
separate blade from the primary SDB node.
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sdbnode_f ai |l over =yes

Set this parameter to yes to configure SDB node failover.

Caution: The STONITH capability is required to implement

A SDB node failover. Because STONITH is a per blade setting and
not a per node setting, you must ensure that your primary SDB
node is not assigned to a blade that hosts services with conflicting
STONITH requirements, such as Lustre.

sdbnode_f ai |l over _| Paddr =10.131.255.253

Specifiesthe virtual |P address for SDB node failover. The default
iIs10. 131. 255. 253 for Cray XE systems with Gemini network
interconnect. In most cases, the default value is acceptable.

sdbnode_f ai | over _net mask=255.252.0.0

Specifiesthe network mask for the SDB node failover virtua 1P
address. The default is 255. 252. 0. 0 for Cray XE systems with
Gemini network interconnect. |n most cases, the default value is
acceptable.

sdbnode_f ai | over _i nt er f ace=ipogif0:1

Specifiesthe virtual network interface for SDB node failover. This
parameter must be defined even if you are not configuring SDB node
failover. The default valueisi pogi f 0: 1 for Cray XE systemswith
Gemini network interconnect. In most cases, the default value is
acceptable.

When these parameters are used to configure SDB node failover, the CLEI nst al |
program will verify and turn on chkconf i g services and associated configuration
filesfor sdbf ai | over .

Note: The backup SDB node usesthe/ et c filesthat are class or node specialized
for the primary SDB node and not for the backup node itself; the/ et ¢ filesfor the
backup node are identical to those that existed on the primary SDB node.

For additional information about SDB node failover, see Managing System Software
for Cray XE and Cray XK Systens.
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4.3.4 Including DVS in the Compute Node Boot Image
Optional: Cray DVSisan optional CLE feature.

Thefollowing CLEi nst al | . conf parameter configuresCLEi nst al | toinclude
the DVS RPM in the compute node boot image. In addition to setting this parameter,
refer to Configuring Cray DV S on page 100, as you complete the installation or
upgrade process.

CNL_dvs=yes

Set this parameter to yes to include the DVS RPM in the compute
node boot image.

Optionally, you can edit the
/var/opt/cray/install/shell _booti mage LABEL. sh
script and specify CNL_DVS=y before you update the CNL boot
image.

For additional information about DV'S, see Introduction to Cray Data Virtualization
Service.

4.3.5 Configuring Dynamic Shared Objects and Libraries (DSL) and the
Compute Node Root Runtime Environment (CNRTE)

Optional: Dynamic shared objects and libraries (DSL) and the compute node root
runtime environment (CNRTE) are optional.

When the CLE compute node root runtime environment (CNRTE) is configured,
users can link and load dynamic shared objects in their applications. To configure and
install the compute node root runtime environment, you must configure the shared
root as a DV S-projected file system.

To configure DSL and the compute node root runtime environment for your Cray
system, follow these steps as you complete your CLE installation or upgrade.

1. Select the service or compute nodes to configure as compute node root servers.
Any compute nodes used for CNRTE will no longer be part of the compute node
pool. Do not use the same nodes configured as L ustre server nodes.

2. When you edit CLEi nst al | . conf Procedure 4 on page 55), modify
DSL -specific parameters according to your configuration.
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3. If you are configuring compute nodes as compute node root servers, Cray
recommends that you configure the nodes as repurposed compute nodes. Before
you run CLEi nst al | , follow Repurposing Compute Nodes as Service Nodes
on page 56.

Optionally, you can configure DSL with compute nodes that are not repurposed
nodes. After you boot the service nodes, manually boot any compute nodes
configured as a compute node root server as described in Booting Compute Node
Root Servers on page 89 and when you refer to Configuring a Boot Automation
File on page 114, follow additional steps to start the compute node root servers.

Note: This capability is deprecated and may not be supported in future
releases. To configure compute nodes for CNRTE, Cray recommends that you
repurpose the nodes as service nodes.

When you set the following parametersin the CLEi nst al | . conf file, the
CLEi nst al | program automatically configuresyour system for the compute node
root runtime environment.

DSL=yes Set this parameter to yes to enable dynamic shared objects and
libraries and the compute node root runtime environment (CNRTE).
The default is no.

Note: Setting thisoption to yes will automatically enable DVS.

DSL_nodes= Specifiesthe nodes that will act as DV S compute node root servers.
These nodes can be a combination of service or compute nodes. Set
to integer node IDs (NIDs) separated by a space.

DSL_nount poi nt =/dd

Specifiesthe mount point on the DV S servers for the compute nodes;
it is the projection of the shared root file system. The compute
nodes will mount this path as/ . In most cases, the default valueis
acceptable.

DSL_attrcache_ti meout =14400

Specifiesthe attribute cache time out for compute node root servers,
it is the number of seconds before DV S attributes are considered
invalid and are retrieved from the server again. I|n most cases, the
default value is acceptable.

The CLEI nst al | program creates a default cnos specialization class. This class
alows an administrator to specialize files specifically for compute nodes; it is used
with dynamic shared objects and libraries (DSL). If the cnos specialization class
existsand DSL is enabled, those specialized / et ¢ filesare automatically mounted on
the compute node roots.
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For additional information about DSL, see Managing System Software for Cray XE
and Cray XK Systems. For additional information about DV'S, see Introduction to
Cray Data Mrtualization Service.

4.3.6 Configuring Realm-Specific IP Addressing (RSIP)
Optional: Realm-Specific IP Addressing (RSIP) is an optional CLE feature.

Realm-Specific IP Addressing (RSIP) allows CLE compute and service nodes to
share IP addresses configured on the external Gigabit and 10 Gigabit Ethernet
interfaces of network nodes. By sharing the external addresses, you may rely on your
system's use of private address space and avoid the need to configure compute nodes
with addresses within your site's |P address space. The external hosts see only the
external |P addresses of the Cray system.

Note: RSIP on Cray systems supports |Pv4 TCP and UDP transport protocols
but not IP Security and IPv6 protocols.

Select the nodes to configure as RSIP servers. RSIP servers must run on service
nodes that have alocal external IP interface such as a 10GbE network interface card
(NIC). Cray requires that you configure RSIP servers as dedicated network nodes.

Warning: Do not run RSIP servers on service nodes that provide Lustre services,
login services, or batch services.

Thefollowing CLEi nst al | . conf parameters configure RSIP.
rsi p_nodes=

Specifiesthe RSIP servers. Populate with space separated integer
NIDs of the nodes you have identified as RSIP servers.

rsip_interfaces=

Specifiesthe IP interface for each RSIP server node. Populate
with a space separated list of interfaces that correlate with the
rsi p_nodes parameter.
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rsi p_servicenode_clients=

Set this parameter to a space separated integer list of service nodes
you would like to use for RSIP clients.

Warning: Do not configure service nodes with external network

e connections as RSIP clients. Configuring a network node as an
RSIP client will disrupt network functionality. Service nodes with
external network connections will route all non-local trafficinto
the RSIP tunnel and IP may not function as desired.

CNL_r si p=yes

Set this parameter to yes to include the RSIP RPM in the compute
node boot image.

Optionally, you can edit the
/var/opt/cray/install/shell _booti mage LABEL. sh
script and specify CNL__RSI P=y before you update the CNL boot
image.

For example, to configureni d00016 and ni d00020 as RSIP servers both using
an external interface named et h0; ni d00064 as an RSIP server using an external
interface named et h1; and ni dO000O0 as a service node RSIP client, set the
following parameters.

rsi p_nodes=16 20 64

rsip_interfaces=ethO ethO ethl

rsip_servi cenode_clients=0
CNL_r si p=yes

For additional information, see ther si pd(8), xt r si pcf g(8), and

r si pd. conf (5) man pages and Managing System Software for Cray XE and

Cray XK Systems. Enhancements to the default RSIP configuration require a detailed
analysis of site-specific configuration requirements. Contact your Cray representative
for assistance in changing the default RSIP configuration.

4.3.7 Configuring Cluster Compatibility Mode (CCM)

42

Optional: Cluster Compatibility Mode (CCM) is an optional CLE feature.

Cluster Compatibility Mode (CCM) provides the services needed to run most
cluster-based independent software vendor (ISV) applications out-of-the-box,
however some configuration changes may be appropriate based on program
specifications. CCM is built on top of the compute node root runtime environment
(CNRTE), the infrastructure used to provide dynamic library support in Cray systems.

CCM istightly coupled to the batch workload management system; it uses the batch
system to logically designate part of the Cray system as an emulated cluster for the
duration of ajob. Users can execute cluster applications alongsi de workl oad-managed
jobs running in atraditional batch or interactive queue.
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Specific third-party batch system software releases are required for CCM support. For
more information, access the 3rd Party Batch SW link on the CrayPort website at
http://crayport.cray.com. For more information about CCM, including steps required
to create CCM batch queues on Cray systems, see Managing System Software for
Cray XE and Cray XK Systems.

Requirements:

e CNRTE must be installed; see Configuring Dynamic Shared Objects and Libraries
(DSL) and the Compute Node Root Runtime Environment (CNRTE) on page 39.

e (Optional) RSIP must be installed if you have applications that need accessto a
license server; see Configuring Realm-Specific IP Addressing (RSIP) on page 41.

To configure CCM for your Cray system, follow these steps as you compl ete your
CLE installation or upgrade.

1. When you edit CLEi nst al | . conf (Procedure 4 on page 55), modify
CCM-specific parameters according to your configuration.

2. After you boot the service nodes during your installation or upgrade, follow
the steps in Completing CCM Configuration on page 103 to mount user home
directories on the compute nodes and modifying CCM and platform-MPI
configuration files.

3. After your CLE system installation is complete, install athird-party batch system
software (for example, PBS or TORQUE) at alevel that supports CCM; see
Installing a Batch System on page 155.

4. Configure CCM batch queues on your Cray system; see Managing System
Software for Cray XE and Cray XK Systems.

When you set the following parametersin the CLEi nst al | . conf file,
CLEi nst al | automatically installs CCM.

CCMeyes Set this parameter to yes to enable Cluster Compatibility Mode
(CCM) and install the appropriate RPMs.

CCM_ENABLERSH=yes

Set this parameter to yes to enable services or daemons that
most ISV applications need to run. Examples of these services
are xi netd, portmap, rsh,andrl ogi n. If you set
CCM_ENABLERSH to no some ISV applications will not work. |If
you do not specify this parameter, r sh is enabled by default.
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CCM_QUEUES=ccm_gueuel, ccm_queue?

Specifies one or more batch queues used in the workload
management system. List queue names, separated by commas. The

default valueisccm _queue.

Note: After your batch system software isinstalled, you must
manually create the queues you specify here. For steps required
to create CCM batch queues, see Managing System Software for

Cray XE and Cray XK Systems.
CCM_ENABLENI S=no

Set this parameter to yes to start ypser vi ces on the compute
node. If Network Information Service (NIS) is not properly
configured, network calls may time out, significantly slowing down

CCM startup. The default isto disable NIS.
CCM_ W.M=pbs

Specifies the batch processing system; valid values are pbs,

torque,and| sf.

Note: If CCM WLM=I st is specified and any non-null values
are set for CRAY_QSTAT_PATH and CRAY_BATCH_VAR,
amessage is displayed by CLEi nst al | sating that the
settings of CRAY_QSTAT_PATH and CRAY_BATCH_VAR

will be ignored and the variables will be set to

/etcl/opt/cray/ccm ccm conf onthe shared root.

CRAY_QSTAT_PATH=/opt/pbs/default/bin

Specifiesthe path to the batch system software gst at command.
The default value is the path for PBS Professional; the path for Moab
and TORQUE isincluded as acomment in the configuration file.

Thisvariableisignored if CCM WL M| sf .
CRAY_BATCH_VAR=/var/spool/PBS

Specifiesthe path to the batch system software/ var directory.

Thisvariableisignored if CCM WL M| sf .
You may aso set these parameters after installation by editing

/etcl/opt/cray/ccm ccm conf. Thisfileaso contains exclusively

post-install options.
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4.3.8 Configuring Graphics Processing Units

GPU=yes Set thisvalue to yes only if your machine has Cray XK6 blades
with GPUs installed. Setting this parameter to yes will install the
required RPMs and code for GPU systems. If your machine has
Cray XK6 blades without GPUSs, or it does not have Cray XK6
blades installed, set this parameter to no.

Note: For Cray XK6 systems with GPUs, you must configure and
enable the aternative compute node root run time environment
for dynamic shared objects and libraries (DSL). Cray XK6 blades
require access to shared libraries to support GPUSs.

4.3.9 Including Security Auditing in the Compute Node Boot Image
Optional: Cray Audit isan optional CLE feature.

Cray Audit is an optional set of Cray specific extensionsto Linux security auditing.
Cray specific utilities simplify the administration of auditing across many nodes. For
more information, see Managing System Software for Cray XE and Cray XK Systems.

Use the following CLEi nst al | . conf parameter to include security auditing
RPMs in the compute node boot image. In addition to setting this parameter, refer to
Completing Cray Audit Configuration on page 105, as you complete the installation
or upgrade process.

CNL_audi t =yes

Set this parameter to yes to include the security auditing RPM in the
compute node boot image.

Optionally, you can edit the
/var/opt/cray/install/shell _booti mage LABEL. sh
script and specify CNL_AUDI T=y before you update the CNL

boot image.

4.3.10 Configuring nt pcl i ent for Clock Synchronization
Optional: Thent pcl i ent isan optional CLE feature.

A network time protocol (NTP) client, nt pcl i ent , isavailable to install on
compute nodes; it synchronizes the time of day on the compute node clock with the
clock on the boot node.
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Without this feature, compute node clocks drift apart over time. When nt pcl i ent
isinstalled, the clocks drift apart during a four hour calibration period and then
converge on the time reported by the boot node. Note that the standard CLE
configuration includes an NTP daemon (nt pd) on the boot node to synchronize with
the clock on the SMW, and the service nodes run nt pd to synchronize with the boot
node.

Usethefollowing CLEI nst al | . conf parameter to enable nt pcl i ent onthe
compute nodes.

CNL_nt pcl i ent =yes

Set this parameter to yes to include the nt pcl i ent RPMsin the
compute node boot image.

Optionally, you can edit the
/var/opt/cray/install/shell _booti mage LABEL. sh
script and specify CNL__NTPCLI ENT=y before you update the
CNL boot image.

4.3.11 Configuring Checkpoint/Restart (CPR)

46

Optional: Checkpoint/Restart (CPR) is an optional CLE feature.

CPR provides away to suspend and snapshot the state of arunning application. This
snapshot can be used to restart the application at alater time. The CPR feature for
CLE isbuilt on the Berkeley Lab Checkpoint/Restart (BLCR) for Linux.

When you use the following CLEi nst al | . conf parametersto configure CPR, the
CLEi nst al | program handles most of the details for installing the software that is
required to support checkpoint/restart.

cpr=yes Set this parameter to yes to configure CPR.
CNL_cpr =yes

Set this parameter to yes to include the RPM for the CPR client in
the compute node boot image.

Optionally, you can edit the
/var/opt/cray/install/shell _booti mage_LABEL. sh
script and specify CNL_ CPR=y before you update the CNL boot
image.

Because of the known file-per-node 1/0 access of checkpoint/restart, the checkpoint
directory's file system setting should be optimized for this access pattern. For Lustre,
it is optimal to set the stripe count to one. Perform this step later in the installation
process when Configuring Striping on Lustre File Systems on page 129.

| fs setstripe checkpoint_dir -s 0 -i -1 -c 1
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In addition to the software automatically installed by CLEi nst al | , specific
third-party batch system software rel eases are required for checkpoint/restart support.
For more information, access the 3rd Party Batch SW link on the CrayPort website
at http://crayport.cray.com.

For more information about CPR, including additional batch software configuration
steps required to support checkpoint/restart on Cray systems, see Managing System
Software for Cray XE and Cray XK Systems.

4.3.12 Configuring Comprehensive System Accounting (CSA)
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Optional: Comprehensive System Accounting (CSA) is an optional software
package. The CSA package depends on the job software package, which is
mandatory. The job package must be enabled using the chkconf i g command
whilein the xt opvi ew utility.

The CSA software package includes accounting utilities to perform standard types of
system accounting processing on CSA generated accounting files. Create jobs on the
system by using either a batch job entry system (when such a system is used to launch
jobs) or by using the pam_j ob module for interactive sessions.

CSA software includesthe csa, pr oj db, j ob, and account RPMs. CSA is
turned off by default because you must make CSA configuration files system specific
before you can use CSA accounting.

Thecsa(8) and i nt r o_csa(8) man pages describe al of the features and
capabilities of CSA.

Specific third-party software releases are required for batch system compatibility with
CSA on Cray systems. For more information, access the 3rd Party Batch SW link
on the CrayPort website at http://crayport.cray.com.

Usethefollowing CLEi nst al | . conf parameter to configure CLEi nst al | to
install the CSA RPM s and associated man pages. In addition to setting this parameter,
see Managing System Software for Cray XE and Cray XK Systems for information
about completing the installation and configuration of CSA on a Cray system.

CNL_csa=yes

Set this parameter to yes to include the CSA RPMs in the compute
node boot image.

Optionally, you can edit the
/var/opt/cray/install/shell _booti mage LABEL. sh
script and specify CNL_ CSA=y before you update the CNL boot
image.
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4.3.13 Configuring the Parallel Command (pcnd) Tool for Unprivileged
Users

Optional: Configuring the Parallel Command Tool for unprivileged usersis an
optional CLE feature. Sites that are uncomfortable having aset ui d r oot
program on their system may keep pcd aroot-only tool.

Parallel Command (pcnd) is a securetool that runs commands on the compute nodes
as the user who launched the command. A user may specify which nodes to run the
command on. For more information, see the pcnd(1) man page.

By default, pcd will beinstalled as aroot only tool. In order for non-root users
to be able to run the tool, pcnd should beinstalled asaset ui d r oot program;
this can be done at installation time by specifying NHC_pcnd_sui d=yes in
CLEi nstal | . conf.

4.4 About System Set Configurationin/ et c/ sysset. conf

The/ et c/ sysset . conf configuration file definessystem sets. Each system set is
defined by the following information for each device or boot RAID disk partition in
the set: function, SMWdevice, host, hostdevice, mountpoint, and a shared flag. Each
system set definition also contains a LABEL and a DESCRI PTI ON. The information
regarding the disk partition is based on the zoning of the LUNs on the boot RAID.

Using thisfile, the system administrator can configure a group of disk devices and
disk partitions on the boot RAID into a system set that can be used as a complete
bootable system. By configuring system sets, a system administrator can easily
switch between different software releases or configurations. For example, you can
use (or create) separate production and test system sets to manage updates and
upgrades of the CLE operating system.

In Creating Configuration Files on page 55, you are directed to create a

/ et c/ sysset. conf filespecificaly for your system configuration. A sample or
templatefilefor / et c/ sysset . conf isdeliveredontheCray CLE 4. 0. UPnn
Sof t war e DVD. The template contains two example system sets (BLUE and
GREEN). Modify these examples to match your system configuration. You must
createthe/ et c/ sysset . conf filebefore you invoke the installation program, at
which time you specify the system set to install, upgrade, or update.
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Follow these requirements, restrictions, and tips when you create a site-specific
sysset . conf file. For moreinformation, seethe sysset . conf (5) man page.

The/ et c/ sysset. conf fileincludes two sets of device names for the
boot RAID; SMWdevice is the pathname to the disk partition on the SMW and
hostdevice is the pathname on the Cray system (host).

You must configure persistent device names for the boot RAID disk devices.
Cray recommends that you use the / dev/ di sk/ by-i d/ persistent device
names. For more information, see About Persistent Boot RAID Device Names on

page 50.

Some partitions may be shared between two or more sets, such as/ sysl og.

Some partitions must exist in only one set; for example, a matched triplet of boot
root, shared root, and boot image.

SMWdevice may be a path name to a device or adash (- ).
hostdevice may be a path name to adevice or adash (- ).

Set SMWdevice and hostdevice to dash (- ) for BOOT _| MAGEN if the boot image
isafileand not araw device.

hostdevice may be a dash (- ) with areal SMWdevice only when the function is
RESERVED.

BOOT_| MAGEN may be araw disk device that has SMWdevice and hostdevice as
path names to real devices. Specify mountpoint as alink to that device.

BOOT_| MAGEN may be an archive (cpi o) filein adirectory. The directory
must exist on both the SMW and the boot root, with the same name. Specify
mountpoint as the path name to this type of boot image file.

mountpoint may be adash (- ) if it isaLustre device ( LUSTREMDSO or
LUSTREGCSTO).

The RESERVED function can be used to indicate that a partition has a site-defined
function and should not be overwritten by CLEi nst al | or xt hot backup.

Some partitions may be marked RESERVED and yet belong to a system set.

The RESERVED system set LABEL contains all orphaned disk partitions that
are not in any other system set.

If the SMW does not have access to the SDB and SYSLOG disk devices on the
boot RAID, specify SMWdevice for these entries as adash (- ). Ensure hostdevice
is set to the node that has access to these disk partitions. In this case, the

CLEi nst al | program generates scripts to create these file systems and suggests
when to run the scripts.
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In Procedure 4 on page 55, you are directed to create and edit your
/ etc/ sysset. conf file. Make all site-specific changes at that point in the
installation process.

4.4.1 About Device Partitions in/ et c/ sysset . conf

Check the boot RAID configuration and QL ogic switch zoning (for QL ogic Fibre
Channel switch or DDN device) or SANshare configuration (for NetApp, Inc. disks).
These can be configured to allow all hoststo see all LUNSs or to allow some hosts

to see only afew LUNS.

Usethef di sk command on the SMW to confirm that your partitions are identified.
Invokef di sk -1 todisplay alist of all detected partitions on the boot RAID disk
devices. Compare the output to the list of SM\Wdevice partitions included in your

/ et c/ sysset . conf file; identify any partitions without an assigned function
and confirm that they are unused. You may include these remaining partitions in the
system set labeled RESERVED in/ et ¢/ sysset . conf.

4.4.2 About Persistent Boot RAID Device Names

The/ et c/ sysset. conf fileincludes two sets of device names for the boot
RAID; SMWdevice and hostdevice. Because SCSI device names (/ dev/ sd*) are not
guaranteed to be numbered the same from boot to boot, you must configure persistent
device names for these boot RAID disk devices. Cray recommends that you use the
by-i d persistent device names.

f Caution: You must use / dev/ di sk/ by-i d when specifying
the root file system. There is no support inthei ni t ranfs for
cray-scsi dev-enul ati on or custom udev rules.

To configure persistent by- i d device names, modify the SMAdevi ce and
host devi ce columnsto match the/ dev/ di sk/ by-i d/ SCSI device names on
your system.
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LABEL:

DESCRI PTI ON:
function
BOOTNODE_ROOT
BOOTNODE_SWAP
SHAREDROOT
BOOT_| MAGEO
BOOT_| MAGEL
BOOT_| MAGE2
BOOT_| MAGE3
SDB

SYSLOG

UFS

PERSI STENT_VAR
LUSTREMDSO
LUSTREOCSTO

o oH H H H H H H HHHH R

crayadm@mw. ~>

Example 3. System set format from the sysset . conf template

SMAMdevi ce host host devi ce nount poi nt shar ed
/ dev/ di sk/by-id/|Da-partl boot / dev/ di sk/by-id/|Da-partl / no
/ dev/ di sk/ by-id/|Da-part2 boot / dev/ di sk/ by-id/|Da-part2 swap no
/ dev/ di sk/by-id/ I Dc-part6 boot / dev/di sk/by-id/IDc-part6 /rr no
/ dev/ di sk/by-id/ I Dc-part7 boot / dev/ di sk/by-id/IDc-part7 /rawd no
- boot - / booti magedir/xt.tstl no
boot - / bootimagedir/xt.tst2 no
- boot - / booti magedi r/ xt.tst3 no
/ dev/ di sk/ by-id/IDd-partl sdb / dev/ di sk/ by-id/IDd-partl /var/lib/nysql no
/ dev/ di sk/ by-id/ I De-partl syslog / dev/ di sk/by-id/IDe-partl /syslog no
/ dev/ di sk/ by-id/|IDd-part2 ufs / dev/ di sk/ by-id/IDd-part2 /ufs no
/ dev/ di sk/by-id/IDc-part9 boot / dev/ di sk/by-id/IDc-part9 /snv no
/ dev/ di sk/by-id/ I Dc-part5 nid00008 /dev/disk/by-id/IDc-part5 - no
/ dev/ di sk/ by-id/IDh-partl nid00011 /dev/disk/by-id/|IDh-partl - no

Example 4. Modifying / et ¢/ sysset . conf for persistent by-id device names

When you create a site-specific/ et ¢/ sysset . conf file(Procedure 4 on page 55),
modify each device path to use the persistent device namesin/ dev/ di sk/ by-i d.

For each partition identified in About Device Partitionsin/ et ¢/ sysset . conf on
page 50, determine the by- i d persistent device name. For example, if you defined
the boot node root and swap to be devices sdc1 and sdc2, invoke the following
commands and note the volume identifier portion of the names.

I's -1 /dev/disk/by-id/* | grep sdc

I rwxrwxrwx 1 root root 9 2010-02-23 14: 35 /dev/disk/by-id/scsi-3600a0b800026el
400000192a4b66eb21 -> ../../sdc

I rwxrwxrwx 1 root root 10 2010-02-23 14: 35 /dev/di sk/by-id/scsi-3600a0b800026el
400000192a4b66eb21-partl -> ../../sdcl

I rwxrwxrwx 1 root root 10 2010-02-23 14: 35 /dev/di sk/by-id/scsi-3600a0b800026el
400000192a4b66eb21-part2 -> ../../sdc2

crayadm@mw. ~>

Replace | Da- part * for both SMAdevi ce and host devi ce with the volume
identifier and partition number. For example, change:

# BOOTNODE_ROOT /dev/disk/by-id/lDa-partl boot / dev/ di sk/ by-id/|Da-partl / no
# BOOTNODE_SWAP /dev/ di sk/by-id/|Da-part2 boot / dev/ di sk/ by-id/ | Da-part2 swap no
To

BOOTNODE_ROOT

/ dev/ di sk/ by-id/ scsi - 3600a0b800026€1400000192a4b66eb21-partl boot \

/ dev/ di sk/ by-id/ scsi-3600a0b800026e1400000192a4b66eb21-partl / no

BOOTNODE_SWAP

/ dev/ di sk/ by-id/ scsi - 3600a0b800026€1400000192a4b66eb21-part2 boot \

/ dev/ di sk/ by-id/scsi-3600a0b800026e1400000192a4b66eb21- part2 swap no
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Note: Ensure that each entry ison asingle line. For formatting purposes, the
example splits each entry into two lines.
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LABEL: MYCRAYPRD
DESCRI PTI ON:  nycray production system set

# function
BOOTNODE_ROOT
BOOTNODE_SWAP
SHAREDROCT
BOOT_| MAGEO

BOOT_| MAGEL

PERSI STENT_VAR

SDB

UFS

SYSLOG

52

SMAMdevi

Example 5. Modified system set with persistent device names

ce

host devi ce

/ dev/ d
/ dev/d
/ dev/ d
/ dev/d
/ dev/ d
/ dev/d
/ dev/ d
/ dev/d
/ dev/ d
/ dev/d
/ dev/ d
/ dev/d
/ dev/ d
/ dev/d
/ dev/ d
/ dev/d
/ dev/ d
/ dev/d

sk/ by-i d/ scsi - 3600a0b800026e1400000192a4b66eb21- part 1
sk/ by-i d/ scsi - 3600a0b800026e1400000192a4b66eb21- part 1
sk/ by-i d/ scsi - 3600a0b800026e1400000192a4b66eb21- part 2
sk/ by-i d/ scsi - 3600a0b800026e1400000192a4b66eb21- part 2
sk/ by-i d/ scsi - 3600a0b800026e1400000192¢c4b66eb70- part 1
sk/ by-i d/ scsi - 3600a0b800026e1400000192¢c4b66eb70- part 1
sk/ by-i d/ scsi - 3600a0b800026e1400000192¢c4b66eb70- part 2
sk/ by-i d/ scsi - 3600a0b800026e1400000192¢c4b66eb70- part 2
sk/ by-i d/ scsi - 3600a0b800026€1400000192¢c4b66eb70- part 3
sk/ by-i d/ scsi - 3600a0b800026e1400000192¢c4b66eb70- part 3
sk/ by-i d/ scsi - 3600a0b800026€1400000192c4b66eb70- part 4
sk/ by-i d/ scsi - 3600a0b800026e1400000192¢c4b66eb70- part 4
sk/ by-i d/ scsi - 3600a0b800026€1400000192e4b66eb97- part 1
sk/ by-i d/ scsi - 3600a0b800026e1400000192e4b66eb97- part 1
sk/ by-i d/ scsi - 3600a0b800026e1400000192e4b66ehb97- part 2
sk/ by-i d/ scsi - 3600a0b800026e1400000192e4b66eb97- part 2
sk/ by-i d/ scsi - 3600a0b800026e140000019304b66ebbb- part 1
sk/ by-i d/ scsi - 3600a0b800026e140000019304b66ebbb- part 1

host \

nmount poi nt
boot \

/
boot \

swap
boot \

/rr
boot \

/ raw0
boot \

[ rawl
boot \

/ snv
sdb \

shared

no

no

no

no

no

no

/var/lib/nysgl no

ufs \
/ufs
syslog \
/ sysl og

no

no

Note: Ensure that each entry ison asingle line. For formatting purposes, the

example splits each entry into two lines.
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This chapter contains the information and procedures that are required to perform
an initial installation of the Cray Linux Environment (CLE) base operating system
(based on SLES 11 SP1) and Cray CLE software packages on a new Cray system.

After you have configured, formatted, zoned, and partitioned the RAID, follow the
steps in this chapter to install the system software on the boot RAID partitions.
Perform this work on the SMW.

Warning: The proceduresin this chapter re-install the operating system software
on your Cray system. You will overwrite existing CLE system software on the
SMW and on the designated system partitions. If you are running CLE 3.1 or CLE
4.0 software, see Part |1, Update and Upgrade Installations.

Note: Some examples are left-aligned to fit better on the page. Left alignment has
no specia significance.

5.1 Installing CLE Software on the SMW

S-2444-4003

Two DVDs are required to install the CLE 4.0 release on a Cray system. The
firstislabeled Cray CLE 4. 0. UPnn Sof t war e and contains software
specific to Cray systems. Optionally, you may have an SO image called

xe-sl esllspl- 4.0.46e04. i so, where n.n.nn indicates the CLE release build
level, and avv indicates the installer version.

The second DVD islabeled Cr ay- CLEbasel1lspl- yyyymmdd and contains the
CLE 4.0 base operating system which is based on SLES 11 SP1.

Procedure 2. Copying the software to the SMW

1. If the Cray system is booted, use your site-specific procedures to shut down the
system. For example, to shutdown using an automation file:

crayadm@mv. ~> xtbootsys -s |ast -a auto.xtshutdown

For more information about using automation files, see the xt boot sys(8) man
page.

Although not the preferred method, alternatively execute these commands as
r oot from the boot node to shutdown your system.

boot: ~ # xtshutdown -y
boot: ~ # shutdown -h now exit
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smv. ~# nount

54

2. Log ontothe SMW asr oot .

crayadm@nw. ~> su - root

. InserttheCray CLE 4. 0. UPnn Sof t war e DVD into the SMW DVD drive

and mount it.

smwv. ~# nmount /dev/cdrom / nmedi a/ cdrom
Or

To mount the release media using the 1SO image, execute the following
command, wherexe- sl es11spl- 4.0.46e04. i so isthe path nameto the ISO
image file.

smw. ~# nmount -o | oop,ro xe-slesllspl-4.0.46e04.iso /nedia/cdrom

. Copy dll filesto adirectory onthe SMW in/ hone/ cr ayadni i nstal | . xtrel,

where xt r el isasite-determined name specific to the release being installed.

smw. ~# nkdi r /hone/crayadniinstall. 4.0.46
smw. ~# cp -pr /nedial/cdromi* /hone/crayadniinstall. 4.0.46

. Unmountthe Cray CLE 4. 0. UPnn Sof t war e DVD and gect it.

smwv, ~# unount /nmedi a/ cdrom
smw. ~# ej ect

. Insert the Cr ay- CLEbasellspl DVD into the SMW DVD drive and mount it.

smwv. ~# nmount /dev/cdrom / medi a/ cdrom
Or

To mount the base operating system media using the 1SO image, execute the
following command, where Cr ay- CLEbasel1lspl- yyyymmdd. i so isthe
path name to the 1SO imagefile.

-0 loop,ro Cray-CLEbasellspl-yyyymdd.iso /medi a/cdrom
Procedure 3. Running CRAYCLEi nstal | . sh

1. Asr oot , execute the installation script to install the Cray CLE software on the

SMW.
smw. ~# [/ home/ crayadm i nstal | . 4.0.46/ CRAYCLEi nstall.sh \
-m/hone/crayadniinstall.4.046 -v -i -w

2. Attheprompt'Do you wi sh to continue?',typey and pressEnt er .

The output of the installation script displays on the console.

Note: If this script fails, you can restart it with the same options. However,
rerunning this script may generate numerous error messages as it attempts to
install already-installed RPMs. You may safely ignore these messages.
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5.2 Creating Configuration Files

AN

AN

smv. ~# cp -p /hone/c
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Caution: Chapter 4, About Installation Configuration Files on page 25 contains
essential information about specific parameters that you must set before you install
CLE software on a Cray system. Read it carefully before continuing. Improper
configuration of the CLEi nst al | . conf and/ et ¢/ sysset . conf filescan
result in a failed installation.

Asnoted in About System Set Configurationin/ et ¢/ sysset . conf on page 48,
you can install the CLE 4.0 release software to a system that has never had the CLE
4.0 releaseinstalled on it, or you can install the release to an alternative root location.

If thisisthe first installation, you must create the CLEiI nst al | . conf and

/ et c/ sysset. conf configurationfiles. After you complete the first installation,
any installations to the alternative root location can usethe/ et ¢/ sysset . conf
filethat was created during the first installation.

Based on the settings you choose in the CLEi nst al | . conf file,

the CLEi nst al | program updates other configuration files. The

/ et c/ sysset. conf filedescribes the assignment of devices and disk partitions
on the boot RAID and their file systems or functions. For a description of the contents
of these files, see Chapter 4, About Installation Configuration Files on page 25 or the
sysset . conf (5) and CLEi nst al | . conf (5) man pages.

Note: You need to log out and back in again to access man pages that were
installed in Procedure 3 on page 54.

Procedure 4. Creating the installation configuration files

1. Edit the/ hone/ crayadm i nstal | . xtrel/ CLEi nst al | . conf
configurationfile. Carefully follow Chapter 4, About Installation Configuration
Files on page 25 and make modificationsfor your specific configuration.

smw. ~# chnod 644 /hone/ crayadniinstall. 4.0.46/ CLE nstal | . conf
smw. ~# vi [/ hone/ crayadniinstall. 4.0.46/ CLEi nstal |l . conf

Tip: Usethertr --syst em map command to transate between node IDs
(NIDs) and physical ID names.

2. Copy the/ home/ crayadni i nstal | . xtrel/ sysset . conf system set
template fileto/ et ¢/ sysset . conf.

Caution: If you aready havean/ et c/ sysset . conf filefrom aprevious
installation or upgrade, skip this step and do not overwrite it.

rayadm i nstal | . 40.46/ sysset. conf /etc/sysset. conf
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3. Editthe/ et c/ sysset. conf filesothat it describesthe disk devices and disk
partitions that have been previously created on the boot RAID; designate the
function or file system for each disk device and disk partition.

smw. ~# chnod 644 /etc/sysset. conf
smw. ~# vi [etc/sysset.conf

Caution: You must ensure that SMWdevice and hostdevice are configured
with persistent device names, based on your configuration. For more
information, see About Persistent Boot RAID Device Names on page 50 and
thesysset . conf (5) man page.

a. For each function, determine the persistent by- i d device names for your
system by using the following command. For a complete example, see About
Persistent Boot RAID Device Names on page 50, Example 4.

crayadm@mv. ~> |'s -1 /dev/disk/by-id/* | grep sdc

b. Modify the SMAdevi ce and host devi ce columns to match the
/ dev/ di sk/ by-i d/ SCSI device names on your system.

4. Make all site-specific changes; for example, configure separate production and
test system sets. Save the file. For more information, see About System Set
Configurationin/ et c/ sysset . conf on page 48.

5.3 Repurposing Compute Nodes as Service Nodes

56

Optional: If you intend to use compute nodes for a service node role, for example
DSL_nodes, you can repurpose the nodes as service nodes.

CLE and SMW software include functionality to change the role of a compute node
and boot the hardware with service node images. By using this functionality, you can
add additional service nodes for services that do not require external connectivity.
When a compute node is configured with a service node role, that node is referred to
as arepurposed compute node.

The Cray system hardware state data is maintained in an HSS database where
each node is marked with a compute or service node role. By using the xt cl i
mar k_node command, you can mark anode in a compute blade to have a role of
servi ce.

Because they are marked as service nodes within the HSS, repurposed compute
nodes areinitialized as service nodes by the CLEi nst al | program and are booted
automatically when all service nodes are booted.

For additional information, see Repurposing Compute Nodes as Service Nodes on
Cray XE and Cray XT Systems.
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Procedure 5. Marking repurposed compute nodes as service nodes in the HSS

Repeat the following steps for each NID you want to repurpose, for example,
compute nodes as DSL_nodes.

1. Mark the repurposed compute node as a service node by using the xt cl i
mar k_node command. For example:

crayadm@mv. ~> xtcli mark_node service c0-0c0s7n0

2. Verify that the node is a service node by using thext cl i st at us command.
For example:

crayadm@mw. ~> xtcli status c0-0cOs7n0
Net wor k t opol ogy: class O
Net wor k type: Gemi ni
Nodei d: Service Core Arch| Conp state [ Fl ags]

c0-0c0s7n0: service M24 OoP| on [ nof I ags| ]

crayadma@mv. ~>

5.4 Running the CLEi nst al | Installation Program

The CLEi nst al | installation program installs and performs basic configuration
of the CLE software for your configuration by using information in the
CLEi nstal | . conf andsysset. conf configurationfiles.

The CLEI nst al | program accepts the following options:
- -1 abel =system set_label

This option isrequired. Specify the label of the system set to be used
for thisinstallation. The specified label must exist in the system set
configurationfilethat is specified with the - - sysset fi | e option.
This|abel is case-sensitive.

--install |--upgrade |--booti mage-only

This option isrequired. For full installations, usethe - - i nst al |
option. For upgrade or update installations, use the - - upgr ade
option. The - - upgr ade option requires that you specify the release
with - - XTr el ease=release_number and Cray recommends that
you aso use the - - CLEnmedi a option to specify a rel ease-specific
directory for the CLE software media. The - - boot i mage- only
option recreatestheshel | _boot i nage_LABEL. sh script and
performs no other installation or upgrade related tasks.

[--syssetfil e=system set _configuration_filg]

Specify the system set configuration file. The default is
/ etcl/ sysset. conf.
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[--confi gfil e=CLEinstall_configuration file]

Specify the installation configuration file. The default is
./ CLEi nstall.conf.

[- - nodebug] Turn off debugging output to a debug file.
By default, debugging output is written to
/var/adm cray/ | ogs/ CLEi nstall.debug. pid.

[- - Basenedi a=directory]

Specify which directory the CLE base operating system mediais
mounted on. The default is/ medi a/ cdr om

[- - CLEnedi a=directory]

Specify the directory where the software media has been
placed. The default is/ home/ crayadm i nstal | . The

- - CLEnedi a option is required if the mediais not in the
default location. Documented installation procedures place the
software media in a release-specific directory; for example,

/ hone/ crayadni i nst al | . release_number, therefore, Cray
recommends that you always use this option.

[- - XTr el ease=release_number]

Specify the CLE release and build level. release_number isastring
in the form x.y.level, where level is the unique build identifier; for
example, 4.0.46.

Note: The - - XTr el ease option is required with the
- - upgr ade option and isnot valid with the- - i nst al | option.

[- - xt hwi nvxnl fi | e=XT_hardware_inventory XML fil€]

Specify the hardware inventory XML fileto use in place of the output
from the xt hwi nv command with the - x option.

By default, CLEi nst al | invokesthe xt hwi nv - x command on
the SMW to retrieve hardware component information and creates
afile,/ etc/opt/cray/sdb/attr. xt hwi nv. xm ,

on the boot root file system. When this option is

specified, hardware _inventory XML _file is copied
to/etc/opt/cray/sdb/attr.xthw nv. xni

and the xt hwi nv - x command is not invoked. The
/etc/opt/cray/sdb/attr.xthw nv.xm fileisusedin
conjunction with the/ et ¢/ opt/ cray/ sdb/ attr. defaul ts
fileto populate the node attributes table of the Service Database
(SDB).
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Use this option when the Cray system hardware is unavailable,
or when you configure a back-up SMW that is not connected to
the Hardware Supervisory System (HSS) network, or when you
configure an unavailable partition on a partitioned system.

The hardware_inventory XML _file must contain output from the
xt hwi nv - x command.

[- - boot par anet er s=fil€]

Specify the service node boot parameters file to be used when
making the service node boot image. The CLEi nst al | program
modifiesthis file as needed to include parameters that are defined in
the CLEi nstal | . conf orsysset. conf configurationfiles. If
this option is not specified for a new system installation, the default
parametersfileis used. If thisoption is not specified for an upgrade
installation, the parameters file within an existing boot image is used.

[- - CNLboot par amet er s=fil€]

Specify the CNL compute node boot parameters fileto be used
when making the CNL boot image. The CLEi nst al | program
modifiesthis file as needed to include parameters that are defined in
the CLEi nstal | . conf orsysset. conf configurationfiles. If
this option is not specified for a new system installation, the default
parametersfileis used. If thisoption is not specified for an upgrade
installation, the parameters filewithin an existing boot image is used.

[- - Lustr ever si on=version_number]

Specify the version of Lustreto be installed. For example, 1. 8. 6.
If this option is not specified, CLEi nst al | will use the default
version of Lustre.

[- - nof or cef sckK]

Prevent CLEI nst al | from forcing afile system check. If this
option is specified, CLEi nst al | invokes the f sck command
without the - f option. This option is not recommended for
normal use; however, you may specify this option when you restart
CLEi nst al | after resolving an error.

[- - versi on] Display the version of the CLEi nst al | program.
[- - hel p] Display help message.

Thisinformation is also available in the CLEi nst al | (8) man page.
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Procedure 6. Running CLEi nstal |

1. Invokethe CLEi nst al | program onthe SMW. CLEi nst al | islocated in the
directory you created in Procedure 2 on page 53.
smv. ~# [/ hone/ crayadnfinstall.4.046/ CLEi nstall --install --Iabel =system_set_label \

--configfile=/hone/crayadminstall.4.046/ CLE nstall.conf \
- - CLEmedi a=/ hone/ crayadni i nstal | . 4.0.46

2. Examinetheinitial messages and note the process ID (PID) of the CLEi nst al |
process. Log filesare created in/ var / adm cr ay/ | ogs and named by using
this PID. For example:

09:20:21 Installation output will be captured in /var/adm cray/l ogs/\
CLEi nstal | .stdout. 27670

09:20: 21 Installation errors (stderr) will be captured in /var/adnicray/l ogs/\
CLEi nstal |l .stderr. 27670
09: 20: 21 Installation debuggi ng messages will be captured in /var/adm cray/l ogs/\

CLEi nstal | . debug. 27670

3. CLEi nstal | validatessysset . conf and CLEi nstal | . conf
configuration settings and then confirmsthe expected status of your boot node
and file systems.

Confirm that the installation is proceeding as expected, respond to warnings and
prompts, and resolve any issues. For example:

* If you areinstalling to a system set that is not running, and you did not shut
down your Cray system, respond to the following warning and prompt:
WARNI NG At | east one blade of p0 seens to be boot ed.

Pl ease confirmthat the system set you are intending

to update is not booted.
Do you wish to proceed?[n]:

Warning: If the boot node has a file system mounted and CLEi nst al |
e on the SMW creates a new file system on that disk partition, the running
system will be corrupted.

» |If you have configured file systems that are shared between two system sets,
respond to the following prompt to confirm creation of new file systems:

09: 21: 24 INFO The PERSI STENT_VAR di sk function for the LABEL system set is marked shared.
09:21:24 INFO The /dev/sdrl disk partition will be nounted on the SMNfor PERSI STENT_VAR
di sk function. Confirmthat it is not mounted on any nodes in a running XT

system bef ore conti nui ng.

Do you wish to proceed?[n]:y

60 S—-2444-4003



Installing CLE on a New System [5]

If thenode_cl ass[idx] parameters do not match the existing
/etc/opt/cray/sdb/ node_cl asses file, CLEi nst al |

will abort and require you to correct the node class configuration in

CLEi nstal | . conf and/or thenode_cl asses fileon the boot r oot
and/or shar edr oot . Correct the file, unmount the file systems and re-run
CLEi nstal I :

09: 21: 41 WARNING valid service node 56 of class server_dvs from\

/ boot root 0/ et c/ opt/ cray/ sdb/ node_cl asses \

is not in CLEinstall.conf and is not the default class service.

09:21: 41 INFO There is one WARNI NG about a discrepancy between CLEi nstall.conf \

and /bootroot 0/ etc/opt/cray/ sdb/ node_cl asses.

09: 21: 41 FATAL: Correct the node_class settings discrepancy between CLEi nstall.conf \
and /bootroot O/ etc/opt/cray/sdb/ node_cl asses and restart CLEi nstall

AN

CLEi nst al I may resolve some issues after you indicate that you want to
proceed; for example, disk devices are already mounted, boot image fileor links
already exist, HSS daemons are stopped on the SMW.

Caution: Some problems can be resolved only through manual intervention
viaanother terminal window or by rebooting the SMW; for example, a process
isusing a mounted disk partition, preventing CLEi nst al | from unmounting
the partition.

4. After you have resolved al issues, complete these steps.

a.  Monitor the debug output. Create another terminal window and invoke the

tai | command by using the path and PID value displayed in step 2 (after
CLEi nst al | was invoked).

smw~: # tail -f /var/adnicray/logs/CLEi nstall.debug. pid

Inthe CLEi nst al | console window, locate the following warning and
prompt and typey.

*** Preparing to | NSTALL software on system set | abel system set |abel.
This will DESTROY any existing data on disk partitions in this system set.
Do you wish to proceed? [n]
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5. The CLEi nst al | program now installs the release software. This process takes

alongtime; CLEI nst al | runsfrom 30 minutes to 1Y hours, depending on
your specific system configuration.

Monitor the output to ensure that your installation is proceeding without error.

Note: Several error messages from the t ar command are displayed as the
persistent / var is updated for each service node. You may safely ignore
these messages.
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6. Confirmthat the CLEi nst al | program has completed successfully.

On completion, the CLEi nst al | program generates a list of suggested
commands to be run as the next steps in the upgrade process. These commands
are customized, based on the variablesin the CLEi nstal | . conf and
sysset . conf files, and include runtime variables such as PID numbersin
filenames.

Complete the installation and configuration of your Cray system by using both the
commands that the CLEiI nst al | program provides and the information in the
remaining sections of this chapter and in Chapter 6, Configuring Lustre File Systems
on page 119.

As you complete these procedures, you can cut and paste the suggested
commands from the output window or from the window created in step 4, which
tailed the debug file. The log filescreated in/ var / adnt cr ay/ | ogs for
CLEi nstal | . stdout. pidand CLEi nstal | . debug. pid aso contain the
suggested commands.

5.5 Creating Boot Images

The Cray CNL compute nodes and Cray service nodes use RAM disks

for booting. Service nodes and CNL compute nodes use the same

i ni tranfs format and workspace environment. This space is created in

/ opt / xt - i mages/ machine-xtrelease-partition/nodetype, where machineis the
Cray hostname, xtrelease is the build level for the CLE release, partition describes
either the full machine or a system partition, and nodetype is either conput e or
servi ce.

Caution: Existing filesin/ opt/ xt -i mages/t enpl at es/ defaul t are
A copied into the new bootimage work space. In most cases, you can use the older
version of the fileswith your upgraded system. However, some file content may
have changed with the new release; you must verify that site-specific modifications
are compatible. For example, you can use existing copies of / et ¢/ host s,
/ et c/ passwd and/ et ¢/ nodpr obe. conf, but if youchanged/ i ni t for
the template, the site-modified version that is copied and used for CLE 4.0 may
cause a boot failure.

Follow the procedures in this section to prepare the work space in
/ opt/ xt -i mages. For more information about configuring boot images for
service and compute nodes, see the xt cl one(8) and xt package(8) man pages.
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Procedure 7. Modifying boot image parameters for service nodes

The CLEi nst al | program modifiesapar anet er s filefor service nodes located
intheboot i mage_tenp_directory.

Example 6. par anet er s files for service nodes

If the CLEI nst al | pidis21822 and booti mage_tenp_directory is
/ hone/ cr ayadni boot , the modified par anet er s fileis:

/ hone/ cr ayadn? boot / boot i mage. def aul t. 21822/ SNLO/ par aneter s

The default par anet er s fileis:

/ hone/ cr ayadm boot / boot i mage. def aul t . 21822/ SNLO/ par anet er s- sn

If you had one, your old parametersfileis:
/ hone/ cr ayadm boot / boot i mage. 24107/ SNLO/ par aneters

Example 7. Sample par anet er s file

Thisfilecontains asingle line, but has been formatted here for readability.

earl yprintk=ttyS0, 115200
| oad_randi sk=1
randi sk_si ze=80000

consol e=ttyS0, 115200n8
boot nodei p=10. 131. 255. 254
boot pr ot o=i pog

boot pat h=/rr/current

root f s=nf s-shar ed

r oot =/ dev/ di sk/ by-i d/ scsi - 3600a0b800051215e000003a84b4ad820- part 1
pci =l ast bus=3

oops=pani c

booti f net mask=255. 252. 0. 0
el evat or =noop

i ppob1=10

i ppob2=128

i omu=of f

pci =noacp

bad_page=pani c
sdbnodei p=10. 131. 255. 253

1. Inspect the modified parameters file. In most cases, you do not need to change
thisfile.

smv. ~# cat /hone/ crayadni boot/ booti mage. def aul t. 21822/ SNLO/ par anet er s

2. If you need to change one or more of the variables that are not set from
CLEi nstal | . conf orsysset. conf, edit the parametersfile.

smw. ~# vi /[ hone/ crayadni boot/ boot i mage. def aul t . 21822/ SNLO/ par anet er s
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Procedure 8. Preparing compute and service node boot images

Invoketheshel | _boot i mage_LABEL. sh script to prepare boot images for the
system set with the specified LABEL. This script uses xt ¢l one and xt package to
prepare the work spacein/ opt / xt - i mages.

shel | _booti mage_ LABEL. sh acceptsthe following options:

-V

-7

- b bootimage

Run in verbose mode.

Do not update the def aul t template link.

Display help message.

Create and set the boot image for the next boot. The default isto
display xt boot i ng and xt cl i commands that will generate
the boot image. Use the - ¢ option to invoke these commands
automatically.

Specify bootimage as the boot image disk device or filename. The
default bootimage is determined by using values for the system set
LABEL when CLEi nst al | wasrun. Usethis option to override the
default and manage multiple boot images.

- Ccoldstart_dir

Specify coldstart_dir as the path to the HSS

coldstart applets directory. The default is

/ opt/ hss-col dstart +geni ni / def aul t/ xt for Cray XE
systems. Use this option to override the default. For more
information, see the xt bounce(8) man page.

Optionally, this script includes CNL_* parameters that you can use to modify the
CNL boot image configuration you definedin CLEi nst al | . conf . Edit the script
and set the associated parameter to y to load an optional RPM or changethe/ t nmp

configuration.

1. Runshel |l booti nage LABEL. sh, where LABEL is the system set label
specifiedin/ et ¢/ sysset . conf for thisboot image. For example, if the
system set label is BLUE, log on to the SMW asr oot and type:

smw. ~# /var/opt/cray/install/shell_booti nage_BLUE. sh

On completion, the script displaysthe xt boot i ng and xt ¢l i commands that
are required to build and set the boot image for the next boot. If you specified the
- ¢ option, the script invokes these commands automatically and you should skip
the remaining steps in this procedure.
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2. Create a unified boot image for compute and service nodes by using the

xt boot i ng command suggested by theshel | _boot i mage_ LABEL. sh
Sscript.

In the following example, replace bootimage with the mountpoint for

BOOT_| MAGEO in the system set that isdefinedin/ et c/ sysset . conf . Set
bootimage to either araw device; for example/ r aw0 or afilename; for example
/ boot i magedi r/ boot i nage. new.

Caution: If bootimage is afile, verify that the file exists in the same path on
both the SMW and the boot root.

Type this command:

smw. ~# xtbooting \

-L /opt/xt-images/ xthosthame- XT_version/ conput e/ CNLO. | oad \
-L /opt/xt-images/ xthostname- XT_version/ ser vi ce/ SNLO. | oad \
-C /opt/hss-col dstart+gem ni /defaul t/xt \

- ¢ bootimage

a Attheprompt'Do you want to overwite', typey tooverwritethe
existing boot image file.

b. If bootimageis afile, copy the boot image file from the SMW to the same
directory on the boot root. If bootimage is araw device, skip this step. For
example, if the bootimage fileis/ boot i nagedi r/ boot i mage. newand
boot r oot _di r issetto/ boot r oot 0, type the following command:

smw. ~# cp -p /booti nmagedi r/ booti mage. new / boot r oot 0/ boot i nagedi r/ boot i nage. new
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3. Set the boot image for the next system boot by using the suggested xt cl i

command.

Theshel | _booti nage_ LABEL. sh program suggests an xt cl i command
to set the boot image based on the value of BOOT _| MAGEO for the system set
that you areusing. The - i bootimage option specifiesthe path to the boot image
and is either araw device; for example, / r aw0 or / r awl, or afilesuch as

/ boot i magedi r/ boot i mage. new.

Caution: The next boot, anywhere on the system, uses the boot image you
set here.

a. Display the currently active boot image. Record the output of this command.

If the partition variablein CLEi nst al | . conf issO, type:

smw. ~# xtcli boot_cfg show
Or

If the partition variable in CLEi nst al | . conf isapartition value such
aspO0, p1, and so on, type:

smw. ~# xtcli part_cfg show pN

65



Installing and Configuring Cray Linux Environment™ (CLE) Software

b. Invokext cl i withtheupdat e option to set the default boot configuration
used by the boot manager.

If the partition variablein CLEi nst al | . conf issO, typethe following
command to select the boot image to be used for the entire system.

smw. ~# xtcli boot_cfg update -i bootimage
Or

If the partition variablein CLEi nst al | . conf isapartition value such as
p0, pl, and so on, type the following command to select the boot image to
be used for the designated partition.

smw. ~# xtcli part_cfg update pN -i bootimage
Procedure 9. Enabling boot-node failover
Optional: Boot-node failover isan optional CLE feature.

If you have configured boot-node failover for the first time, follow these steps. If you
did not configure boot-node failover, skip this procedure.

To enable boot-node failover, you must set boot node_f ai | over parametersin
the CLEi nst al | . conf filebeforeyou runthe CLEi nst al | program. For more
information, see Configuring Boot-node Failover on page 35.

In this example, the primary boot node is c0-0cOsOnl
(node_boot _pri mar y=1) and the backup or alternate boot node is c0-Oclslnl
(node_boot _al t er nat e=61).

Tip: Usethertr --system map command to translate between NIDs and
physical 1D names.

1. Ascr ayadmon the SMW, halt the primary and alternate boot nodes.

Warning: Verify that your system is shut down before you invoke the xt cl i
e hal t command.

crayadma@mv. ~> xtcli halt c0-0c0s0n1,c0-Oclslnl
2. Specify the primary and backup boot nodes in the boot configuration.

If the partition variable in CLEi nst al | . conf iss0, type the following
command to select the boot node for the entire system.

crayadm@mv. ~> xtcli boot _cfg update -b c0-0c0sOn1,cO-Oclsinl
Or

If the partition variable in CLEi nst al | . conf isa partition value such as
pO, p1, and so on, type the following command to select the boot node for the
designated partition.

crayadm@mv. ~> xtcli part_cfg update pN -b c0-0c0sOnl,c0-Oclslnl
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3. To use boot-node failover, you must enable the STONITH capability on the blade
or module of the primary boot node. Use the xt daenonconf i g command to
determine the current STONITH setting.
crayadm@mv. ~> xt daenmonconfig c0-0c0sO | grep stonith

c0-0c0s0: stonith=fal se
crayadmamw. ~>

Note: If you have a partitioned system, invoke xt daenonconf i g with the
--partition pnoption.

é Caution: STONITH is a per blade setting, not a per node setting. You must
ensure that your primary boot node is not assigned to a blade that hosts
services with conflicting STONITH requirements, such as Lustre.

4. To enable STONITH on your primary boot node blade, type the following
command:
crayadm@mv. ~> xt daemonconfi g c0-0c0s0 stonith=true
c0-0c0s0: stonith=true
crayadm@mv. ~> xtcli halt c0-0c0sOnl, cO-0clsinl

crayadm@mv. ~> xtcli boot _cfg update -b c0-0c0sOnl, c0-0clslnl
crayadmamw. ~>

Note: If you have a partitioned system, invoke xt daenonconf i g with the
--partition pnoption.

Procedure 10. Enabling SDB node failover
Optional: SDB node failover is an optional CLE feature.

If you have configured SDB node failover for the first time, follow these steps. If you
did not configure SDB node failover, skip this procedure.

Note: In addition to this procedure, refer to Procedure 42 on page 116 after you
have completed the remaining configuration steps and have booted and tested
your system.

To enable SDB node failover, you must set sdbnode_f ai | over parametersin the
CLEi nstal | . conf filebefore you run the CLEi nst al | program. For more
information, see Configuring SDB Node Failover on page 37.

In this example, the primary SDB node is c0-0c0s2nl
(node_sdb_pri mar y=5) and the backup or aternate SDB node is c0-0Ocls3nl
(node_sdb_al t er nat e=57).

Tip: Usethertr --system map command to translate between NIDs and
physical ID names.
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1. Invoke xt daenonconf i g to determine the current STONITH setting on the
blade or module of the primary SDB node. For example:

crayadm@mv. ~> xt daenmonconfig c0-0c0sO | grep stonith
c0-0c0s0: stonith=fal se
crayadma@mw. ~>

Note: If you have a partitioned system, invoke xt daenonconf i g with the
--partition pnoption.

é Caution: STONITH is a per blade setting, not a per node setting. You must
ensure that your primary SDB node is not assigned to a blade that hosts
services with conflicting STONITH requirements, such as Lustre.

2. Enable STONITH on your primary SDB node. For example:

crayadm@mv. ~> xt daenonconfi g c0-0c0s2 stonith=true
c0-0c0s2: stonith=true

The expected response was received.

crayadmamw. ~>

Note: If you have a partitioned system, invoke xt daenonconf i g with the
--partition pnoption.

3. Specify the primary and backup SDB nodes in the boot configuration.

For example, if the partition variable in CLEi nst al | . conf issO0, typethe
following command to select the primary and backup SDB nodes.

crayadm@mv. ~> xtcli halt c¢0-0c0s2n1,c0-0cls3nl
crayadm@mwv. ~> xtcli boot _cfg update -d c0-0cOs2n1,cO-Ocls3nl

Or

If the partition variablein CLEi nst al | . conf isapartition value such as pO0,
p1, and so on, type the following command:

crayadm@mv. ~> xtcli part_cfg update pN -d c0-0c0s2nl,c0-Ocls3nl
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Procedure 11. Running post-CLEi nst al | commands

1. Unmount and gject the rel ease software DVD from the SMW DVD drive if it
is still loaded.

smw. ~# unount /nedi a/ cdrom
smw. ~# ej ect

2. Runtheshel | _post _i nstal | . sh script on the SMW to unmount the boot
root and shared root file systems and perform other cleanup as needed.

smv. ~# /var/opt/cray/install/shell _post_install.sh /bootrootO /sharedrootO

Warning: Exercise care when you mount and unmount file systems. If you
mount a file system on the SMW and boot node simultaneously, you may
corrupt the file system.

3. Confirmthat theshel | _post _i nstal | . sh script successfully unmounted
the boot root and shared root file systems.

If afilesystem does not unmount successfully, the script displays information
about open files and associated processes (by using the |l sof and f user
commands). Attempt to terminate processes with open filesand if necessary,
reboot the SMW to resolve the problem.

5.6 Booting and Logging on to the Boot Node
At this point, you are ready to boot and log on to the boot node on the Cray system.

Note: The remaining procedures require dedicated Cray system time.

Warning: Before you start this procedure, verify that the boot root and shared root
file systems are no longer mounted on the SMW. If you mount the file systems on
the SMW and boot node simultaneously, you may corrupt the file systems.

Procedure 12. Booting and logging on to the boot node
1. Logontothe SMW ascrayadm

2. Inashel window, use the xt boot sys command to boot the boot node.

crayadm@mw. ~> xt boot sys

3. Thext boot sys command prompts you with a series of questions. Cray
recommends that you answer yes by typing Y to each question.
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The session pauses at:

0) boot
1) boot
2) boot
3) boot
4) boot
5) boot
10) boot
11) boot
12) boot
13) boot
14) boot
15) boot
17) boot
18) turn
19) turn

boot node ...
sdb ...
conmpute ...
service ..
all (not supported) ...
all _conp (not supported by cpio archive)
boot node and wait

sdb and wait

conpute and wait

service and wait

all and wait (not supported)

all _conp and wait (not supported by cpio archive)
using a loadfile ...

consol e flood control off

console flood control on ..

20) spawn off the network |ink recovery daenon (xtnlrd)...

gq) quit.
Enter yo

ur boot choice:

Choose option 10 to boot the boot node and wait.

To confirm your selection, pressthe Ent er key or type Y to each question.

Do you want to boot the boot node ? [Yn] Y
Do you want to send the ec_boot

70

event ('no' nmeans to only load nenmory) ? [Yn] Y

4. When the boot node has finished booting you are prompted to Ent er your
boot choi ce again. Do not close the xt boot sys terminal session and do
not respond to the prompt at this point in the installation process.

You will use this window later to boot the SDB, service, and compute nodes. If
you lose the window, restart xt boot sys by using the - s option. For more
information, see the xt boot sys(8) man page.
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5. Open another shell window on the SMW and use the ssh command to log on
to the boot node.

smw. ~# ssh r oot @oot
boot: ~ #

Note: Thefirsttimethat ther oot and cr ayadmaccounts on the SMW use
the ssh command to log on to the boot node, the host key for the boot node
is cached. For an initial installation of the boot root on an SMW that has had
prior use, it is possible to get the following error message. If this situation

is not corrected for the cr ayadmaccount, an attempt to boot by using

xt boot sys and aboot automation filemay result in apartial failure.

IT IS PCSSI BLE THAT SOVEONE | S DO NG SOVETHI NG NASTY!

Soneone coul d be eavesdroppi ng on you right now (nan-in-the-mddl e attack)!
It is also possible that the RSA host key has just been changed.

The fingerprint for the RSA key sent by the renote host is

87:65: 39: 4e: 76: de: 43: f0: 47: f1:d3: 12: ac: b7: b0: 92.

Pl ease contact your system admi nistrator.

Add correct host key in /root/.ssh/known_hosts to get rid of this nmessage.
O fending key in /root/.ssh/known_hosts: 4

RSA host key for boot has changed and you have requested strict checking.
Host key verification fail ed.

If the preceding warning appears when you use the ssh command

to log on to the boot node, edit / r oot/ . ssh/ known_host s and

/ hone/ crayadni . ssh/ known_host s to remove the previous SSH
host key for "boot." The hostname and the | P address are first on the line for
the SSH host keysin the known_host s file. The warning lists the line
that contains the ssh mismatched host key. In the previous example, the
known_host s filehas an error in line 4.

5.7 Changing the Default System Passwords

For security, you should change ther oot and cr ayadmpasswords at thistime.
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Procedure 13. Changing passwords on boot and service nodes

1. To change the passwords on the boot node, type the following commands. You
are prompted to enter and confirm new root and administrative passwords.

boot: ~ # passwd root
boot: ~ # passwd crayadm

2. To change the passwords on the service nodes, type the following commands.
Again, you are prompted to enter and confirm new root and administrative
passwords.

Note: Because the SDB has not been started, use the - x
/ etc/opt/cray/ sdb/ node_cl asses option with xt opvi ewto
specify node/class relationships.

boot: ~ # xtopview -x /etc/opt/cray/sdb/ node_cl asses

default/:/ # passwd root

default/:/ # passwd crayadm
default/:/ # exit

Note: You are prompted to type ¢ and enter a brief comment describing the
changes you made. To complete your comment, type Ct r | - d or a period
on aline by itself. Do this each time you exit xt opvi ewto log arecord of
revisionsinto an RCS system.

Procedure 14. Changing the r oot password on compute nodes
Update the root password in the shadow password file on the SMW.

Note: To make these changes for a system partition, rather than for
the entire system, replace / opt / xt - i mages/ t enpl at es with
[ opt/ xt-i mages/tenpl at es- pN, where N is the partition number.

1. Copy the master shadow password fileto the template directory.

smw. ~# cp /opt/xt-images/ nmaster/defaul t/etc/shadow \
/opt/xt-images/tenpl at es/ def aul t/ et ¢/ shadow

2. Edit the shadowfileto include a new encrypted password for root.

smw. ~# vi /opt/xt-images/tenpl ates/default/etc/shadow

Note: To use the root password you created in Procedure 13 on page 72, copy
the second field of the root entry inthe/ et ¢/ shadowfile on the boot node.

3. Update the boot image to include these changes; follow the steps in Procedure
8 on page 64.

Note: Severa proceduresin this chapter include a similar step. You can defer
this step and update the boot image once before you Finish Booting the System
on page 109.
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5.8 Modifying SSH Keys for Compute Nodes

Optional: The stepsin this section are not required for installation of CLE
software.

Thedr opbear RPM is provided with the CLE release. Using dr opbear SSH
software, you can supply and generate site-specific SSH keys for compute nodes
in place of the keys provided by Cray.

Procedure 15. Using dr opbear to generate site-specific SSH keys

Follow these steps to replace the RSA and DSA/DSS keys provided by the
CLEi nstal | program.

1. Load thedr opbear module.

crayadm@mv. ~> nodul e | oad dr opbear

2. Create adirectory for the new keys on the SMW.

crayadm@mv. ~> nkdir dropbear_ssh_keys
crayadm@mv. ~> cd dropbear _ssh_keys

3. To generate adr opbear compatible RSA key, type:

crayadm@mw. ~/ dr opbear _ssh_keys> dropbearkey -t rsa -f ssh_host_rsa_key. db

W1l output 1024 bit rsa secret key to 'ssh_host_rsa_key. db'

CGenerating key, this may take a while...

Public key portion is:

ssh-rsa AAAAB3NzaClyc2EAAAADAQABAAAAgWCPohUgsr r BwsG\k 7w2H5RcaBGaj mUv8XN6f xg/ Ygr sL4t 5
Cl kNgh! 3DQDxoi uC/ ZVI JCt dwZLQJe708ei Zee/ t g5y2g8J1 b3st g+ol / 9BLPDLMeX24FBhCweUpf GCO6Jf md
Xg4wj KJI G cnt DJAYOCRj Oh9l r dDXXj pS7el 4MBXYZ

Fi ngerprint: md5 00: 9f: 8e: 65: 43: 6d: 7c: ¢3:f9: 16: 48: 7d: dO: dd: 40: b7

crayadm@nmw. ~/ dr opbear _ssh_keys>

To generate adr opbear compatible DSS key, type:

crayadm@mw. ~/ dr opbear _ssh_keys> dropbearkey -t dss -f ssh_host_dss_key. db

W Il output 1024 bit dss secret key to 'ssh_host_dss_key. db'

Cenerating key, this may take a while...

Public key portion is:

ssh-dss AAAAB3NzaClkc3MAAACBAMEKThI E9NBi czLpf gOwlt uPt Pcpl s7Y4KbG3W)1T4CAEXDnf MCKSy uCy
21TVAVVGECY Yd80z Pt LO4ycleUt DSRqEKy0h8j SBsOhuEvhalGHx9FzKf GhW 1ZOVX5v G3R+UCOXGH71wZp3LU
yCcv/ U+Ghhal TWHUDaRUS1MPRLW r nAAAAFQCEqNgWs1bouSORQG2d+MRi wp27MNvAAAI EAho69y Af G Nz X El /
kj yDE5I axj Jpl BF262N9Us x| eTX6F650 NoL84f cKgl SL6NV5XJI50Q00SKgTuVZj pXC913q9SEhkcl 0ZyOvR@8
H5x30sZZ+Bg20Qof +Ct WIqCoVWA2xvneONt ET41 g81qCt / KGRglt Y6WG+a0lyr vunz Quaf QAAACASXvs8h8AA
EK+3TED 57r BRV4pz5JgWsl UaZSt S@2wJ 30y 1pl J1 hKf qGWt v/ nSoWhr 8YbQovHOk 1Bsy QU8sCc51 Jy CFu7+
Exomlyr xq/ oi r f eSgg6xC2r odcs+j H K8EKoVt Tak3/ j HQeZW j Rok4xDxwHdZ7e3l 2HgYbZLmA5Y=

Fi ngerprint: md5 cd: a0: Ob: 41: 40: 79: f 9: 4a: dd: f9: 9b: 71: 3f: 59: 54: 8b

crayadm@nmw. ~/ dr opbear _ssh_keys>

4. Asr oot , copy the SSH keys to the boot image templ ate.

Note: To make these changes for a system partition, rather than for
the entire system, replace / opt / xt - i mages/ t enpl at es with
/ opt/ xt-i mages/t enpl at es- pN, where N is the partition number.

crayadm@mv. ~/ dr opbear _ssh_keys> su root
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For the RSA key:

smv. / home/ cr ayadm dr opbear _ssh_keys # cp -p ssh_host _rsa_key. db \
[ opt/xt-images/tenpl at es/ def aul t/ et c/ssh/ssh_host _rsa_key

For the DSA/DSS key:

smv: / homre/ cr ayadm dr opbear _ssh_keys # cp -p ssh_host_dss_key. db \
[ opt/xt-inmages/tenpl at es/ def aul t/ et c/ssh/ssh_host _dss_key

5. Update the boot image to include these changes; follow the steps in Procedure
8 on page 64.

5.9 Modifying / et c/ hosts

Optional: The stepsin this section are not required for installation of CLE
software.

You may require site-specifc changesto the/ et ¢/ host s to meet your networking
requirements. Follow this procedure to edit the hosts file for the boot node, service
nodes, and CNL compute hodes.

Procedure 16. Modifying the / et c/ host s file

Important: CLEi nst al | modifies Cray system entriesin/ et ¢/ host s each
time you update or upgrade your CLE software. For additional information, see
Maintaining Node Class Settings and Hostname Aliases on page 27.

1. Editthe/ et c/ host s fileon the boot node and make site-specific changes.

boot:~ # vi /etc/hosts
2. Copy the edited fileto the shared root by using xt opvi ewin the default view.

Note: Because the SDB has not been started, use the - x
/ etc/opt/cray/ sdb/ node_cl asses option with xt opvi ewto
specify node/class relationships.

boot:~ # cp -p /etc/hosts /rr/current/software

boot: ~ # xtopview -x /etc/opt/cray/sdb/ node_cl asses

default/:/ # cp -p /software/ hosts /etc/hosts
default/:/ # exit
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3. Make your site-specific changes to the
[ opt/ xt-images/tenpl at es/ def aul t/ et c/ host s fileon the SMW.

Note: To make these changes for a system partition, rather than for
the entire system, replace / opt / xt - i mages/ t enpl at es with
/ opt/ xt-i mages/tenpl at es- pN, where N is the partition number.

smw. ~# vi /opt/xt-images/tenpl ates/default/etc/hosts

a. Update the boot image to include these changes; follow the steps in
Procedure 8 on page 64.

Note: You can defer this step and update the boot image once before you
Finish Booting the System on page 109.

5.10 Configuring Login Nodes and Other Network Nodes
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Follow these procedures to configure network access and other login class specific
information for the login nodes. These procedures also apply to other service nodes,
such as network nodes or nodes acting as RSIP servers, which use the shared root and
have Ethernet interfaces.

Caution: Login nodes and other service nodes do not have swap space. If users
consume too many resources, service nodes can run out of memory. When an out
of memory condition occurs, the node can become unstable or may crash. System
administrators should take steps to manage system resources on service nodes. For
example, resource limits can be configured by using the pam | i mi t s module
andthe/etc/security/limts.conf file. For more information, see the
i mts. conf (5) man page.

Procedure 17. Configuring network settings for all login and network nodes

The login and network nodes are the portals between the customer's network and the
Cray system. Configure basic network information for each login and network node.

1. Usext opvi ewto access each node by either integer node ID or physical ID. For
example, to access hode 8, type the following:

boot: ~ # xtopview -x /etc/opt/cray/sdb/ node_cl asses \
-m "network settings' -n 8

Note: Because the SDB has not been started, use the - x
/ etc/opt/cray/sdb/ node_cl asses option to specify
node/class relationships.

Tip: Optionally specify the - moption with a brief site-specific comment
describing the changes you are making. If this option is specified, xt opvi ew
does not prompt for comments. This option is suggested when multiple files
are changed within asingle xt opvi ew session.
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2. Create and specidizethe/ et ¢/ sysconfi g/ networ k/ i f cf g- et hO file
for the node.

node/ 8:/ # touch /etc/sysconfig/ network/ifcfg-ethO
node/ 8:/ # xtspec -n 8 /etc/sysconfig/ network/ifcfg-ethO

For a description of specialization, seethe shar ed_r oot (5) man page.

3. Edit/ etc/ sysconfi g/ network/ifcfg-ethO for the node to include site
dependent information. For example, if the site uses static |1P addresses, the file
might contain the following:

BOOTPROTO=" st ati c'
STARTMODE=" aut o'
| PADDR=" 172.30.12.71/24'

Where"/ 24" on the | PADDR line is the PREFI XLEN, or number of bits that
form the network address; alternatively, you may specify PREFI XLEN on its own
ling, although any value appended to | PADDR takes precedence. Previous CLE
release'si f cf g configuration filesalso may contain the parameter DEVI CE.
Refer tothei f cf g(5) man page for more information. Repeat step 1 through
step 3 for each login and network node you have configured.

4. (Optional) Specializeand edit/ et ¢/ host s. al | owand/ et ¢/ host s. deny
to configure host access control. The information in these filesis site dependent.
For information about the contents of these filesseethehost s_access(5)
man page. For example, to specialize these filesfor asingle login node, type the
following commands.
node/ 8:/ # xtspec -n 8 /etc/hosts. allow
node/ 8:/ # vi /etc/hosts.allow

node/ 8:/ # xtspec -n 8 /etc/hosts. deny
node/ 8:/ # vi /etc/hosts. deny

5. (Optional) Specialize and edit / et c/ HOSTNAME. Thisfileis given avalue from
thenode_cl ass_| ogi n_host nane variablein CLEi nst al | . conf , but
may be modified for site-specific considerations.

node/ 8:/ # xtspec -n 8 /etc/HOSTNAVE
node/ 8:/ # vi /etc/ HOSTNAME

6. Exit from xt opvi ew.

node/ 8:/ # exit
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Procedure 18. Configuring class-specific login and network node information

After you have configured the basic network information, follow this procedure
to configure class-specific information for login or network nodes. The following
examples configurethe | ogi n class. Repesat the steps in this procedure for each
site-defined class that contains network or RSIP server nodes.

1. Usethext opvi ewcommand to access login nodes by class.

Note: Because the SDB has not been started, use the - x
/ et c/ opt/cray/ sdb/ node_cl asses option with xt opvi ewto
specify node/class relationships.

boot: ~ # xtopview -x /etc/opt/cray/sdb/ node_cl asses \
-m "login class settings' -c | ogin

2. Specialize and modify the network configuration file using information from the
SMW. Make changes consistent with your network.

class/login:/ # xtspec -c login /etc/sysconfig/network/config
class/login:/ # vi /etc/sysconfig/network/config

Modify the following variables:

NETCONFI G_DNS_STATI C_SEARCHLI ST=""
NETCONFI G_DNS_STATI C_SERVERS=""
NETCONFI G_DNS_FORWARDER=""

3. Create and specialize the network routes filefor the login class. Use information
from the SMW to make changes consistent with your network.

class/login:/ # touch /etc/sysconfig/ network/routes
class/login:/ # xtspec -c login /etc/sysconfig/network/routes
class/login:/ # vi /etc/sysconfig/network/routes

4. Create and specializethe/ et ¢/ resol v. conf filefor thelogin class. Invoke
the net conf i g command to populate the file.

class/login:/ # touch /etc/resolv.conf
class/login:/ # xtspec -c login /etc/resolv. conf
class/login:/ # netconfig update -f

5. Specialize and edit / et ¢/ pam d/ sshd for thelogin class. To configure
PAM to prevent users with key-based authentication from logging in when
/ et c/ nol ogi n exists, add the following line from the example below:

Important: This must be thefirst linein thefile.

class/login:/ # xtspec -c login /etc/pam d/sshd
class/login:/ # vi /etc/pam d/sshd
account required pam_nol ogin. so
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6. (Optional) The following services are turned off by default. Depending on your

site policies and requirements, you may need to turn them on by using the
chkconf i g command.

cr on (see Configuring cr on Services on page 96)
boot . | ocal net

flexlm

postfix

Note: If post fi x isconfigured and run on a service node, change the
following settingin/ et ¢/ sysconfi g/ mai | from:

MAl L_CREATE_CONFI G="yes"
to

MAI L_CREATE_CONFI G=" no"

Doing so preventsthe mast er . ¢f and nai n. cf post fi x configuration
filesfrom being recreated during software updates or fixes.

7. Exit xt opvi ew.

class/login:/ # exit

5.11 Configuring OpenFabrics InfiniBand

InfiniBand is an efficient, low-cost transport between Cray's internal High-speed
Network (HSN) and external 1/0O devices. It can replace or complement Gigabit
Ethernet (GigE). OFED/IB driver support isincluded in the CLE release; OFED and
InfiniBand RPMs are installed by default.
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You must have the appropriate Host Channel Adapter (HCA) installed for OFED/IB
to function correctly. Configure OFED/IB for the particular functionality that you
desire. InfiniBand can be configured as follows:

IB connects service hodes on a Cray system, acting as Lustre servers, to external
storage devices. These nodes are commonly referred to as LNET servers. Follow
Procedure 19 on page 79.

IB can provide I P connectivity between devices on the fabric. To configurelP
over InfiniBand (1PolB), follow Procedure 20 on page 80.

If you are using devices that require the SCSI RDMA Pratocol (SRP), follow
Procedure 21 on page 81.

Important: Direct-attached InfiniBand file systems require SRP; Lustre file
systems external to the Cray system do not require SRP.

For additional information, see Managing System Software for Cray XE and Cray XK
Systems.
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Procedure 19. Configuring InfiniBand on service nodes

InfiniBand includes the core OpenFabrics stack and a number of upper layer
protocols (ULPs) that use this stack. Configure InfiniBand by modifying
/ et c/ sysconfig/infiniband for each IB service node.

1. Usethext opvi ewcommand to access service nodes with IB HCAs.

For example, if the service nodes with IB HCAs are part of anode class called
| net , type the following command:

boot: ~ # xtopview -x /etc/opt/cray/sdb/ node_cl asses -c | net
Or

Access each |B service node by specifying either anode ID or physical ID. For
example, access node 27 by typing the following:

boot: ~ # xtopview -x /etc/opt/cray/sdb/ node_cl asses -n 27

2. Specidlizethe/ et ¢/ sysconfi g/ i nfi ni band file

node/ 27:/ # xtspec -n 27 /[etc/sysconfig/infiniband

3. Add IB servicesto the service nodes by using standard Linux mechanisms, such
as executing the chkconf i g command while in the xt opvi ew utility or
executing/ etc/init.d/ openibd start | stop | restart (which
starts or stops the InfiniBand services immediately). Usethe chkconfi g
command to ensure that IB services are started at system boot.

node/ 27:/ # chkconfig --force openi bd on

4. Whileinthext opvi ewsession, edit/ et ¢/ sysconfi g/ i nfi ni band and
make these changes.

node/ 27:/ # vi [etc/sysconfig/infiniband

a. By default, IB services do not start at system boot. Change the ONBOOT
parameter to yes to enable IB services at boot.

ONBOOT=yes

b. By default at boot time, the Internet Protocol over InfiniBand (IPolB) driver
loads on all nodes where IB services are configured. Verify that the value for
| PO B _LOADIsset to yes to enable |PolB services.

| PO B_LOAD=yes

Important: LNET routers use IPolB to select the paths that data will
travel via RDMA.
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c. The SCSI RDMA Protocol (SRP) driver loads by default on all nodes where
IB services are configured to load at boot time. If your Cray system needs
SRP services, verify that the value for SRP_LOAD is set to yes to enable
SRP.

SRP_LQAD=yes

Important: Direct-attached InfiniBand file systems require SRP; Lustre
file systems externa to the Cray system do not require SRP.

5. Exit xt opvi ew.

node/ 27:/ # exit
boot: ~ #

Note: You are prompted to type ¢ and enter a brief comment describing the
changes you made. To complete your comment, type Ct r | - d or a period
onaline by itself. Do this each time you exit xt opvi ewto log arecord of
revisionsinto an RCS system.

6. Proper |PolB operation requires additional configuration. See Procedure 20 on

page 80.

Procedure 20. Configuring IP Over InfiniBand (IPoIB) on Cray systems

1. Usext opvi ewto access each service node with an IB HCA by specifying either

anode ID or physical ID. For example, to access node 27, type the following:

boot: ~ # xtopview -x /etc/opt/cray/sdb/ node_cl asses -n 27

. Specializethe/ et c/ sysconfi g/ networ k/ifcfg-i b0 file.

node/ 27:/ # xtspec -n 27 /etc/sysconfig/network/ifcfg-ib0

. Modify the site-specific/ et ¢/ sysconfi g/ net wor k/i f cf g-i b0 fileon

each service node with an IB HCA.

node/ 27:/ # vi [etc/sysconfig/network/ifcfg-ib0

For example, to use static | P address, 172.16.0.1, change the BOOTPROTOlinein
the file.

BOOTPROTO=' st ati ¢!

Add the following lines to thefile.

| PADDR=' 172. 16. 0. 1"
NETMASK=' 255. 128. 0. 0'

To configurethe interface at system boot, change the STARTMCDE line in thefile.
STARTMODE=" onboot "
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4.

(Optiond) If you would like to configure IPolB on both

ports of a two port IB HCA, repeat step 2 and step 3 for

/ etc/sysconfig/network/ifcfg-ibl. UseauniquelP
address from separate networks for each port.

Procedure 21. Configuring and enabling SRP on Cray Systems

1

Use the xt opvi ewcommand to access service nodes with IB HCAs.

For example, if the service nodes with IB HCAs are part of anode class called
i b, type the following command:

boot: ~ # xtopview -x /etc/opt/cray/sdb/node_classes -c ib

Edit/ et ¢/ sysconfi g/ i nfini band

ib/:/ # vi [etc/sysconfig/infiniband

and change the value of SRP_DAEMON ENABLE to yes:

SRP_DAEMON_ENABLE=yes

Edit sr p_daenon. conf to increase the maximum sector size for SRP.
ib/:/ # vi [etc/srp_daenon. conf

a max_sect =8192

Edit / et ¢/ nodpr obe. conf . | ocal toincrease the maximum number of
gather-scatter entries per SRP |/O transaction.

ib/:/ # vi [etc/nodprobe.conf.local
options ib_srp srp_sg_tabl esi ze=255
Exit from xt opvi ew.

ibl:/ # exit
boot : ~ #
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5.12 Completing Configuration of the SDB

This procedure proceeds uninterrupted from the previous procedure. At thistime,
you have three shell sessions open: one running at ai | command, one running
an xt boot sys session, and one logged on to the boot node asr oot . The

Xt boot sys session should be paused at the following prompt:

0)
1)
2)
3)
4)
5)
10)
11)
12)
13)
14)
15)
17)
18)
19)
20)
Q)

boot
boot
boot
boot
boot
boot
boot
boot
boot
boot
boot
boot
boot
turn
turn

boot node ...
sdb ...

conpute ...
service ...

all (not supported)

all _conp (not supported by cpio archive) ..
boot node and wai t

sdb and wai t

conpute and wait

service and wait

all and wait (not supported)

all _conp and wait (not supported by cpio archive) ..
using a loadfile ...

consol e flood control off ...

console flood control on ..

spawn of f the network |ink recovery daemon (xtnlrd)..

quit.

Enter your boot choice:

Procedure 22. Booting and configuring the SDB node

Continue in the terminal session for xt boot sys that you started in Procedure 12 on
page 69.

1. Select option 11 to boot the SDB and wait.

To confirm your selection, pressthe Ent er key or type Y to each question.

Do you want to boot the sdb node ? [Yn] Y
Do you want to send the ec_boot event ('no' means to only load nenory) ? [Yn] Y

82

Note: Until you start the SDB MySQL database in step 5, a number of error
messages similar to "cpadb_nysql _connect: sdb connection
fail ure" may display in your consolelog file. You may safely ignore these

messages.
2. When the SDB node has finished booting, you are prompted to Ent er your

boot
use it

choi ce again. Do not closethe xt boot sys terminal session. You will
later to boot the remaining service nodes.
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3. Inancther terminal session, runtheshel | _boot node_fi rst. sh script on
the boot node. This script creates ssh keys for root on the boot node and copies
theshel | _sdbnode_fi rst. sh script to the SDB.

boot:~ # /var/opt/cray/install/shell_bootnode first.sh

If ssh_generate_root _sshkeys=yes issetintheCLEi nstal | . conf
file, this step generates ssh DSA and RSA keys for the root account on the boot
node.

The shel | _boot node_first. sh script copies the
shel | _sdbnode_first. sh script to the SDB node for the next

step.

You are prompted to choose the passphrase for the ssh keys of the root account
on the boot node. Use the default file name and specify a null passphrase. A null
passphrase s required to allow passwordless pdsh access from the boot node
to the other service nodes. This functionality is required by several CLE system
utilities, for example xt shut down and Lustre startup.

Pressthe Ent er key to choose the defaults and a null passphrase.
For the DSA key:

Generating public/private dsa key pair.

Enter file in which to save the key (/root/.ssh/id_dsa):
Created directory '/root/.ssh'.

Ent er passphrase (enpty for no passphrase):

Enter sane passphrase again:

Your identification has been saved in /root/.ssh/id_dsa.
Your public key has been saved in /root/.ssh/id_dsa. pub.

For the RSA key:

Generating public/private rsa key pair.

Enter file in which to save the key (/root/.ssh/id_rsa):
Enter passphrase (enpty for no passphrase):

Ent er sane passphrase again:

Your identification has been saved in /root/.ssh/id rsa.
Your public key has been saved in /root/.ssh/id_rsa. pub.
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4. Run the script to install and configure the MySQL database.

Log on to the SDB node. Runtheshel | _sdbnode_first. sh script, and
then log off the SDB node.

Pressthe Ent er key to enter anull password when you are prompted for a
password.

boot: ~ # ssh root @db

sdb: ~ # /tnp/shel |l _sdbnode_first.sh
Scri pt out put

Ent er password:

Scri pt out put

sdb: ~ # exit
boot: ~ #

5. On the boot node, runtheshel | _boot node_second. sh script. Thisscript
starts the SDB database and completes SDB configuration.

boot:~ # /var/opt/cray/install/shell_boot node_second. sh
Procedure 23. Changing default MySQL passwords on the SDB
For security, you should change the default passwords for MySQL database accounts.

1. If you have not set a site-specific MySQL password for root, type the following
commands. Pressthe Ent er key when prompted for a password.

boot: ~ # ssh root @&db

sdb: ~ # nysql
Ent er password:

-h local host -u root -p

Wel cone to the MySQ. nonitor. Commands end with ; or \g.

Your
Server version:

Type ' hel p;'
nmysql > set

MySQL connection id is 4
5.0.64-enterprise MySQL Enterprise Server (Commercial)

for help. Type '\c' to clear the buffer.

password for 'root' @l ocal host' = password(' newpassword' ) ;

Query OK, 0 rows affected (0.00 sec)

nmysql > set

password for 'root' @% = password(' newpassword' ) ;

Query OK, 0 rows affected (0.00 sec)
nysql > set password for 'root' @sdb' = password(' newpassword' ) ;
Query OK, 0 rows affected (0.00 sec)
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2. (Optional) Set a site-specific password for other MySQL database accounts.

a. To change the password for the sys_ngnt account, type the following
MySQL command. You must also update . my. cnf in step 4.

nmysql > set password for 'sys mgnt' @% = password(' newpassword' ) ;
Query OK, 0 rows affected (0.00 sec)

b. To change the password for the basi ¢ account, type the following MySQL
command. You must also update/ et ¢/ opt / cray/ MySQL/ my. cnf in
step 5.

Note: Changing the password for the basi ¢ MySQL user account will
not provide any added security. This read-only account is used by the
system to allow all usersto run xt pr ocadmi n, xt nodest at , and other
commands that require SDB access.

nysql > set password for 'basic' @% = password(' newpassword' ) ;
Query OK, 0 rows affected (0.00 sec)

c. To change the password for the mazama account, type the following MySQL
commands. You must also update/ et ¢/ sysconfi g/ mazama in step 6.

nysql > set password for 'nmazama' @ % = password(' newpassword' ) ;

Query OK, 0 rows affected (0.00 sec)

nmysql > set password for 'mazama' @I ocal host' = password(' newpassword' ) ;
Query OK, 0 rows affected (0.00 sec)

Note: When making changes to the MySQL database, your connection may
time out; however, it is automatically reconnected. If this happens, you will see
messages similar to the following. These messages may be ignored.

ERROR 2006 (HYO00): MySQL server has gone away
No connection. Trying to reconnect...
Connection id: 21127

Current database: *** NONE ***

Query OK, 0 rows affected (0.00 sec)

3. Exit from MySQL and the SDB.

mysql > exit
Bye

sdb: ~ # exit
boot: ~ #
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4. (Optionad) If you set a site-specific password for sys_ngnt in step 2, update the
. my. cnf filefor root with the new password.

a. Edit. my. cnf for root on the boot node.

boot:~ # cd ~root
boot:~ # vi .ny.cnf
[client]

user =sys_ngnt
passwor d=newpasswor d

b. Edit. ny. cnf for root in the shared root.

boot: ~ # xtopvi ew

default/:/ # vi /root/.ny.cnf
[client]

user =sys_ngnt

passwor d=newpasswor d
default/:/ # exit

boot: ~ #

5. (Optional) If you set a site-specific password for basi ¢ in step 2, update the
/etc/opt/cray/ MySQ./ ny. cnf filewith the new password.

a. Edit/etc/opt/cray/ MySQ/ ny. cnf on the boot node.

boot:~ # vi /etc/opt/cray/ MySQ/ ny. cnf

# The following options will be passed to all MySQ clients
[client]

user =basi c

passwor d=newpasswor d

b. Edit/etc/opt/cray/ MySQ./ my. cnf inthe shared root.

boot: ~ # xtopvi ew

default/:/ # vi [etc/opt/cray/ MySQ/ ny. cnf

# The following options will be passed to all MySQ clients
[client]

user =basi c

passwor d=newpasswor d

default/:/ # exit

boot: ~ #
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6. (Optional) If you set a site-specific password for mazana in step 2, update the

boot: ~ # exit

smwv. ~# nmysql -u root -p
nmysql > set password for
nysql > set password for
nysql > set password for
nysqgl > exit
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[ et c/ sysconfi g/ mazama filewith the new password. In addition, update
the mazama MySQL account on the SMW to match.

a Edit/ etc/sysconfi g/ mazama on the boot node.

boot: ~ # vi /etc/sysconfig/ mazam

## Type: string
## Defaul t: mazanme
## Config: "

#

# Default password for mazanma user in the mazama dat abase
#
passwd=newpasswor d

Edit/ et ¢/ sysconfi g/ mazama in the shared root.

boot: ~ # xtopvi ew
default/:/ # vi /etc/sysconfig/ mazama

## Type: string
## Defaul t: nmazama
## Config: .

#

# Default password for mazanma user in the nmazama dat abase
#

passwd=newpasswor d

default/:/ # exit

boot: ~ #

To change the password for the MySQL accounts on the SMW, type the
following MySQL commands.

"mazam' @% = password(' newpassword' ) ;
"mazama' @I ocal host' = password(' newpassword' ) ;
"mazama' @ smv = passwor d(' newpassword' ) ;

Update/ et ¢/ sysconf i g/ mazama on the SMW.

smw. ~# vi /etc/sysconfig/ mazama

## Type: string
## Defaul t: mazama
## Config: "

#

# Default password for mazama user in the nmazama dat abase
#
passwd=newpasswor d

Make the following additional change, unless you are using aremote MySQL
server for CMS logs.

## Type: string

## Defaul t: nmazama

# Default password for nmazama user in the mazama Log dat abase
#

| og_passwd=newpasswor d
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Procedure 24. Adding node-specific services

After the SDB is running, configure the services that run on specific nodes

or classes of nodes. The list of supported Cray system services is located

in/ etc/opt/cray/ sdb/serv_cnd. An exampleis provided in

/ opt/cray/ sdb/ defaul t/etc/serv_cnd. exanpl e. You may add other
optional services by using this procedure.

1. Invoke the xt ser vconf i g command on the boot node to show the available
services.

boot: ~ # xtservconfig avail
You can also use this command to show the services already assigned.

boot: ~ # xtservconfig list

Note: Do not add SYSLOG or CRON by using xt ser vconf i g. Follow
Configuring cr on Services on page 96 and Configuring System Message Logs
on page 108 to configure these services later in the installation process.

2. Assign services to nodes as appropriate. For example, type the following
command:

boot: ~ # xtservconfig -a add servicename

Usethe- ¢ classoption to assign a service to a class of nodes, or the- n nid
option to assign a service to a specific node.

5.13 Configuring Additional Services

Boot the login nodes and all other service nodes and configure the following services.
Do this before you boot the compute nodes. Note that some of these services are
optional.

5.13.1 Booting the Remaining Service Nodes

Boot the login nodes and all other service nodes befor e you boot the compute nodes.
After your system is booted, you can reboot it as needed.
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Procedure 25. Booting the remaining service nodes

Continue in the terminal session for xt boot sys that you started in Procedure 12 on
page 69.

1. Select option 13 to boot the service nodes and wait.
2. You are prompted to enter alist of the service nodes to be booted.

To display service node information, type one of the following commands. Use
the sO option for the entire system or the pn option for a partition; for example,
partition 2.

smw. ~# xtcli status sO | grep service
smw. ~# xtcli status p2 | grep service

3. Typeal | _ser v toboot al remaining service nodes.
Or

Use the information displayed in step 2, and type alist of service nodes to be
booted. For example:

c0-0c0s0On0 c0-0c0s2n0 c0-0c0s4n0 c0-0c0s4nl
Or

If you have a partitioned system, type the partition value such aspO0, p1, and so
on, to boot the remaining service nodes in the partition.

4. To confirmyour selection, pressthe Ent er key or type Y to each question.

Do you want to boot service c0-0c0sOn0, c0-0c0s2n0, c0-0c0s4n0, c0-0c0s4nl ? [Yn] Y
Do you want to send the ec_boot event ('no' nmeans to only load nenory) ? [Yn] Y

5. After the specified service nodes are booted, you are prompted to Ent er your
boot choi ce again. Do not closethe xt boot sys terminal session. You will
use it later to boot the compute nodes.

5.13.2 Booting Compute Node Root Servers

Optional: Dynamic shared objects and libraries (DSL) and the compute node root
runtime environment (CNRTE) are optional.

If you have configured DV S serversfor DSL (DSL_nodes) by using compute nodes
as service nodes without using the xt cl i command (manually repurposed), follow
Procedure 26 on page 90 to manually boot the compute node root servers.

Note: The capability to manually repurpose compute nodes is deprecated and may
not be supported in future releases. To configure compute nodes for CNRTE, Cray
recommends that you follow Repurposing Compute Nodes as Service Nodes on
page 56. If you followed Procedure 5 on page 57, the repurposed nodes should
aready be booted as service nodes.
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Procedure 26. Booting compute nodes as compute node root servers

At this point in the installation process, all service nodes are booted. However, any
compute nodes that have been manually repurposed as DSL servers must aso be
booted with the SNLO service node image.

1. Return to the terminal session for xt boot sys that you started in Procedure
12 on page 69.

2. Select 17 from the xt boot sys menu to boot by using a loadfile.

Enter your boot choice: 17

Enter a boot type string (or nothing to do nothing): SNLO

Enter a boot type option (or nothing to do nothing): conpute

Enter a conponent list (or nothing to do nothing): c0-0c0s7n0, cO0-0c0s7nl
Enter 'any' to wait for any consol e output,

or 'linux' to wait for a linux style boot,
or 'mk', 'threadstorm, '"ts', or 'xmt' to wait for a MIK style boot,
or anything else (or nothing) to not wait at all: Iinux

Enter an alternative CPlIO archive nane (or nothing):
Do you want to send the ec_boot event ('no' nmeans to only |oad nenory) ? [Yn]

3. After the specified nodes are booted, you are prompted to Ent er your boot
choi ce again. Do not closethe xt boot sys termina session. You will useit
later to boot the remaining compute nodes.

Configuring a Boot Automation File on page 114 describes procedures to
automatically start the compute note root servers following a reboot of your Cray
system.

5.13.3 Populating the known_host s File

If ssh_gener at e_r oot _sshkeys=yes issetinthe CLEi nstal | . conf file,
runtheshel | _ssh. sh script on the boot node to populate the known_host s
filefor the root account by using the ssh host keys from the service nodes. Type
the following command.

boot:~ # /var/opt/cray/install/shell_ssh.sh

Thisis done to verify that xt shut down can contact all service nodes and initiate
shutdown procedures by using pdsh.

5.13.4 Configuring Lustre File Systems

If you plan to configure Lustre file systems, follow the procedures in Chapter 6,
Configuring Lustre File Systems on page 119 and then return here to continue the
installation.
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5.13.5 Creating New Login Accounts

Optional: The steps in this section are not required for installation of CLE
software.

To add additional accounts to the shared root for login nodes, use the gr oupadd and
user add commands from the default xt opvi ew session. For example:

boot: ~ # xtopvi ew - m "adding user accounts’ -c¢ | ogin
class/login:/ # groupadd options

class/login:/ # useradd options

class/login:/ # exit

boot: ~ #

Thegr oupadd and user add commands create group and shadow password entries
for new users. However, these commands do not create home directories; you must
create home directories manually. Set the ownership and permissions to enable users
to access their home directories. For information about managing user accounts on
service nodes, see Managing System Software for Cray XE and Cray XK Systems.

5.13.6 Configuring the Login Failure Logging PAM

Optional: Although the stepsin this section are not required for installation of
CLE software, Cray recommends that you configurelogin failure logging on all
service nodes.

Thecr ay__pampluggable authentication module (PAM), when configured, provides
information to the user at login time about any failed login attempts since their last
successful login. To configurethis feature, edit the following files on the boot node
and then on the service nodes by using the shared root file system:

/ et ¢/ pam d/ conmon- aut h
/ et ¢/ pam d/ common- account
/ et ¢/ pam d/ conmon- sessi on

The default location of the pam t al | y counter fileis/ var/ | og/ faill og.

The default location for the cr ay_pamtemporary directory is
/var/opt/cray/faill og. Change these defaults by editing
/etc/opt/cray/panm faillog.conf andby usingthefi | e= optionfor each
pam tal |l y and cr ay_pamentry. You can find an examplef ai | | og. conf file
in/ opt/ cray/ pam xtrelease-xtversion/ et c.

S-2444-4003 91



Installing and Configuring Cray Linux Environment™ (CLE) Software

Procedure 27. Configuring cr ay_pamto log failed login attempts

1. Editthe/ et c/ pam d/ common- aut h,/ et ¢/ pam d/ cormon- account ,
and/ et ¢/ pam d/ common- sessi on fileson the boot node.

Note: In these examples, thepam faill 0g. soandpamtal ly. so
entries can include an optional f i | e=/path/to/pam _tally/counter/file argument
to specify an alternate location for the tally file.

Example 8 shows these files after they have been modified to report failed login
using an alternate location for the tally file.

a. Editthe/ et ¢/ pam d/ comon- aut h fileand add the following lines
asthe first and last entries:

boot:~ # vi /etc/pam d/ cormon-auth
auth required pamfaillog.so [file=alternatepath] (astheFIRST entry)
auth required pamtally.so [file=alternatepath] (astheLAST entry)

Your modified/ et ¢/ pam d/ comrmon- aut h fileshould look like this:

#9PAM 1. 0

#

# This file is autogenerated by pamconfig. Al changes

# will be overwitten.

#

# Aut hentication-related nodul es conmon to all services

#

# This file is included fromother service-specific PAMconfig files,
# and should contain a list of the authenticati on nodul es that define
# the central authentication scheme for use on the system

# (e.g., /etc/shadow, LDAP, Kerberos, etc.). The default is to use the
# traditional Unix authentication mechanisns.

#

aut h required pam faillog.so

aut h required pam env. so

aut h required pam uni x2. so

aut h required pamtally.so

92

b. Editthe/ et ¢/ pam d/ conmon- account fileand add the following line
asthe last entry:

boot: ~ # vi /etc/pam d/ common- account
account required pamtally.so [fil e=alternatepath]
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Your modified/ et ¢/ pam d/ conmon- account fileshould look like this:

#%PAM 1. 0

#

# This file is autogenerated by pamconfig. Al changes

# will be overwitten.

#

# Account-rel ated nodul es cormon to all services

#

# This file is included fromother service-specific PAMconfig files,
# and should contain a list of the authorization nmodul es that define
# the central access policy for use on the system The default is to
# only deny service to users whose accounts are expired.

#

account required pam uni x2. so

account required pamtally.so

c. Editthe/ et c/ pam d/ cormon- sessi on fileand add the following line
as the last entry:

boot: ~ # vi /etc/pam d/ cormbn-sessi on
session optional pamfaillog.so [file=alternatepath]

Your modified/ et ¢/ pam d/ conmon- sessi on fileshould look like this:

#9°AM 1. 0

#

# This file is autogenerated by pamconfig. Al changes

# wll be overwitten.

#

# Session-rel ated nodul es common to all services

#

# This file is included fromother service-specific PAMconfig files,
# and should contain a list of nodul es that define tasks to be perforned
# at the start and end of sessions of *any* kind (both interactive and
# non-interactive). The default is pam_unix2.

#

session required pamlimts.so

session required pam_ uni x2. so

sessi on optional pam umask. so

sessi on optional pam faill og. so

2. Copy the edited filesto the shared root by using xt opvi ewin the default view.

boot:~ # cp -p /etc/pamd/ comon-auth /rr/current/software

boot:~ # cp -p /etc/pamd/conmon-account /rr/current/software

boot:~ # cp -p /etc/pamd/ conmon-session /rr/current/software

boot: ~ # xtopvi ew - m " configurelogin failure logging PAM"

default/:/ # cp -p /software/comon-auth /etc/pam d/ conmon-auth
default/:/ # cp -p /software/conmon-account /etc/pam d/ conmon-account
default/:/ # cp -p /software/common-session /etc/pam d/ conmon-sessi on

3. Exit xt opvi ew.

default/:/ # exit
boot: ~ #
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Example 8. Modified PAM configuration files configured to report failed login by
using an alternate path

If you configurepam t al | y to save tally information in an aternate location by
using thef i | e= option, each entry for cr ay_pammust aso includethefi | e=
option to specify the alternate location.

Your modified/ et ¢/ pam d/ conmon- aut h file should look like this:

[ etc/ pam d/ conmon-auth - authentication settings commobn to all services

This file is included fromother service-specific PAM config files,
and should contain a list of the authentication nmodul es that define
aut henticati on scheme for use on the system

[ etc/shadow, LDAP, Kerberos, etc.). The default is to use the

required
required
required
required

required
required

required
required
opti onal
opti onal

Uni x aut henti cati on nmechani sns.

pamfaillog.so file=/ufs/logs/tally.log
pam env. so

pam uni x2. so

pamtally.so file=/ufs/logs/tally.|log

Your modified/ et ¢/ pam d/ conmon- account fileshould look like this:

/ et ¢/ pam d/ conmon-account - authorization settings common to all services

This file is included fromother service-specific PAM config files,
and should contain a |list of the authorization nodul es that define
access policy for use on the system The default is to
only deny service to users whose accounts are expired

pam uni x2. so
pamtally.so file=/ufs/logs/tally.|og

Your modified/ et ¢/ pam d/ conmon- sessi on fileshould look like this:

/ et ¢/ pam d/ conmpn- sessi on - session-rel ated nodul es comon to all services

This file is included fromother service-specific PAM config files,
and should contain a |list of nodul es that define tasks to be perforned
at the start and end of sessions of *any* kind (both interactive and
non-interactive).

The default is pam_uni x2

pamlimts.so

pam uni x2. so

pam unmask. so

pamfaillog.so file=/ufs/logs/tally.log

5.13.7 Configuring the Load Balancer
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Optional: The load balancer serviceis optional on systems that run CLE.

The load balancer can distribute user logins to multiple login nodes, allowing users to
connect by using the same Cray host name, for example xthostname.
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Two main components are required to implement the load balancer, the | bnaned
service (on the SMW and Cray login nodes) and the site-specific domain name
service (DNS).

When an external system tries to resolve xthostname, a query is sent to the
site-specific DNS. The DNS server recognizes xthostname as being part of the Cray
domain and shuttles the request to | bnaned on the SMW. Thel bnaned service
returns the | P address of the least-loaded |ogin node to the requesting client. The
client connects to the Cray system login node by using that | P address.

The CLE software installation process installs | bnaned in
/opt/cray-xt-1bnamed onthe SMW and in/ opt/cray/| bcd

on all service nodes. Configurel bnaned by using thel bnanmed. conf and
pol I er. conf configuration files on the SMW. For more information about
configuring | bnamed, seethel bnaned. conf (5) man page.

Procedure 28. Configuring | bnanmed on the SMW

1. (Optional) If site-specific versions of
/ etc/opt/cray-xt-Ibnamed/| bnaned. conf and
/ etc/opt/cray-xt-Ibnamed/ pol | er. conf do not already exist, copy
the provided example filesto these locations.

smv ~ # cd /etc/opt/cray-xt-I| bnanmed/
smv. / etc/ opt/cray-xt-|bnaned/ # cp -p | bnanmed. conf. exanpl e | bnarmed. conf
smv. / etc/ opt/cray-xt-l bnaned/ # cp -p poller.conf.exanple poller.conf

2. Editthel bnanmed. conf fileon the SMW to definethe |l bnamed host name,
domain name, and polling frequency.

smw. / et c/ opt/cray-xt-I|bnaned/ # vi | bnamed. conf

For example, if | bnaned is running on the host name smw. nysi t e. com
set the login node domain to the same domain specified for the $host nane.
The Cray system xthostname is resolved within the domain specified as

$l ogi n_node_donai n.

$pol | er_sl eep = 30;

$host name = "nysite-1b";

$l bnaned_donmai n = "snw. nysite. coni;

$l ogi n_node_domai n = "nysite.coni;

$host master = "rootnmail.nysite. cont;
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3. Editthepol I er. conf fileonthe SMW to configure the login node names.

smw. / et c/ opt/cray-xt-Ibnaned/ # vi poller.conf
#
# groups

# | ogin nycrayl-nycray3

mycrayl 1 login
nycray2 1 login
mycray3 1 login

Note: Because | bnanmed runs on the SMW, et hO on the SMW must be
connected to the same network from which userslog on to the login nodes. Do
not put the SMW on the public network.

Procedure 29. Installing the load balancer on an external "white box" server

Optional: Install | bnared on an external "white box" server as an alternative to
installing it on the SMW. Cray does not test or support this configuration.

A "white box" server is any workstation or server that supportsthe | bnamed service.

1. Shut down and disable | bnaned.

smw. ~# /etc/init.d/ | bnamed stop
smw. ~# chkconfig | bnamed of f

. Locatethe cray- xt -1 bnamed RPM onthe Cray CLE 4. 0. UPnn

Sof t war e media and install this RPM on the "white box." Do not install the
| bcd RPM.

. Follow the instructionsin the | bnamed. conf (5) man page to configure

| bnaned, taking care to substitute the name of the external server wherever SMV
isindicated, then enable the service.

5.13.8 Configuring cr on Services
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Optional: Configuringcr on servicesis optional on CLE systems.

The cr on daemon is disabled, by default, on the shared root file system and the boot
root. It isenabled, by default, on the SMW. Use standard Linux procedures to enable
cr on on the boot root, following Procedure 30 on page 97.

On the shared root, how you configurecr on for CLE depends on whether you have
set up persistent / var . If you have persistent / var follow Procedure 31 on page 97;
if you have not set up persistent / var , follow Procedure 32 on page 98.

The/ et c/ cron. * directories include a large number of cr on scripts. During
new system installations and any updates or upgrades, the CLEi nst al | program
disables execute permissions on these scripts and you must manually enable any
scripts you want to use.
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Procedure 30. Configuring cr on for the SMW and the boot node

Note: By default, the cr on daemon on the SMW is enabled and this procedure is
required only on the boot node.

1. Logontothetarget nodeasr oot and determine the current configuration status
for cr on.

On the on the SMW:

smw. ~# chkconfig cron
cron on

On the boot node:

boot: ~ # chkconfig cron
cron off

2. Usethechkconf i g command to configurethe cr on daemon to start. For
example, to enable cr on on the boot node, type the following command:

boot: ~ # chkconfig --force cron on

The cr on scripts shipped with the Cray customized version of SLES are located
under / et c/ cron. hourly,/etc/cron.daily,/etc/cron. weekly,and
/ et c/ cron. nont hl y. The system administrator can enable these scripts by using
thechkconf i g command. However, if you do not have a persistent / var , Cray
recommends that you follow Procedure 32.

Procedure 31. Configuring cr on for the shared root with persistent / var

Use this procedure for service nodes by using the shared root on systems that are set
up with apersistent / var file system.

1. Invoke the chkconfi g command in the default view to enable the cr on
daemon.

boot: ~ # xtopvi ew - m " configuring cron”
default/:/ # chkconfig --force cron on

2. Examinethe/ et c/cron. hourly, /etc/cron. daily,
[ etc/cron. weekly,and/ etc/cron. nont hl y directories and change the
file access permissions to enable or disable distributed cron scripts to meet your
needs. To enable a script, invoke chnod ug+x to make the script executable.
By default, CLEiI nst al | removes the execute permission bit to disable all
distributed cron scripts.

Caution: Some distributed scripts impact performance negatively on a CLE
system. To ensure that all scripts are disabled, type the following:

default/:/ # find /etc/cron.hourly /etc/cron.daily \
/etc/cron.weekly /etc/cron.nmonthly \
-type f -follow -exec chnod ugo-x {} \;
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3. Exit xt opvi ew.

default/:/ # exit
boot: ~ #

Procedure 32. Configuring cr on for the shared root without persistent / var

Because CLE has a shared root, the standard cr on initialization script
[etc/init.d/cron activatesthecr on daemon on all service nodes. Therefore,
the cr on daemon is disabled by default and you must turn it on with the

xt servconfi g command to specify which nodes you want the daemon to run on.

1. Editthe/ et c/ gr oup filein the default view to add users who do not have root
permission to the "trusted" group. The operating system requiresthat al cr on
users who do not have root permission be in the "trusted" group.

boot: ~ # xtopvi ew
default/:/ # vi /etc/group
defaul t/:/ # exit

2. Createa/ var/ spool / cr on directory in the/ uf s file system on the uf s
node which is shared among all the nodes of class| ogi n.

boot:~ # ssh root @Qif s

ufs: ~# nkdir /ufs/cron

ufs:~# cp -a /var/spool/cron /ufs
ufs: ~# exit

3. Designate a single login node on which to run the scripts in this directory.
Configurethis node to start cr on with the xt ser vconf i g command rather
thanthe/ et ¢/ i nit. d/ cron script. This enables users, including root, to
submit cr on jobs from any node of class| ogi n. These jobs are executed only
on the specified login node.

a. Create or edit thefollowing entry inthe/ et ¢/ sysconfi g/ xt fileinthe
shared root file system in the default view.
boot: ~ # xtopvi ew
default/:/ # vi [etc/sysconfig/xt

CRON_SPOOL_BASE_DI R=/ uf s/ cron
default/:/ # exit

b. Start an xt opvi ewshell to access all login nodes by class and configure the
spool directory to be shared among all nodes of class| ogi n.

boot: ~ # xtopview -c login
class/login:/ #
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class/login:/ # vi
MYCLASS NI D="rca- hel per -i°

Editthe/ etc/init. d/ boot. xt-1ocal filetoaddthefollowing lines.

/etclinit.d/boot.xt-Iocal

MYCLASS="xt nce $SMYCLASS NID | awk -F. '{ print $2 }' | tr -d [:space:]"
CRONSPOOL="xt get confi g CRON_SPOOL_BASE DI R

if [ "$MYCLASS' = "login"

-a -n "$CRONSPOOL" ];then

nmv /var/spool /cron /var/spool/cron. $$
In -sf $CRONSPOCL /var/spool/cron

fi

d. Examinethe/etc/cron. hourly,/etc/cron.daily,

/etc/cron. weekly,and/ etc/cron. nont hly directories and
change the file access permissions to enable or disable distributed cron scripts
to meet your needs. To enable a script, invoke chnod ug+x to make the file
executable. By default, CLEi nst al | removes the execute permission bit to
disable all distributed cron scripts.

Caution: Some distributed scripts impact performance negatively on a
CLE system. To ensure that all scripts are disabled, type the following:

class/login:/ # find /etc/cron.hourly /etc/cron.daily \
/etc/cron.weekly /etc/cron.monthly \
-type f -follow -exec chnod ugo-x {} \;

Exit from the login class view.

class/login:/ # exit
boot: ~ #

Usethext servconf i g command to enable the cr on service on asingle
login node; in this example, node 8.

boot: ~ # xtopview -n 8
node/ 8:/ # xtservconfig -n 8 add CRON
node/ 8:/ # exit

The cr on configuration becomes active on the next reboot. For more
information, see the xt ser vconf i g(8) man page.

5.13.9 Configuring IP Routes
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Optional: Configuring IP routes for compute nodes is hot required on a CLE
system.

The/ et c/ r out es filecan be edited in the CNL template image to provide route
entries for compute nodes. This provides a mechanism for administrators to configure
routing access from CNL compute nodes to login and network nodes, using external

| P destinations without having to traverse RSIP tunnels. Careful consideration should
be given before using this capability for general purpose routing.
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Procedure 33. Configuring IP routes

A new / et c/ rout es fileis created in the CNL images; it is examined during
startup. Non-comment, non-blank lines are passed to ther out e add command.
The empty template file contains comments describing the syntax.

Note: To make these changes for a system partition, rather than for the
entire system, replace / opt / xt - i mages/ t enpl at es/ def aul t with
/opt/ xt-images/tenpl at es/ def aul t - pN, where N is the partition
number.

1. Edit/ opt/ xt -i mages/ t enpl at es/ def aul t/ et c/ r out es and make
site-specific changes.

2. Update the boot image to include these changes; follow the steps in Procedure
8 on page 64.

Note: You can defer this step and update the boot image once before you
Finish Booting the System on page 109.

5.13.10 Configuring Cray DVS

Optional: Cray Data Virtualization Service (Cray DVS) is an optional software
package.

Cray Data Virtualization Service (Cray DVS) isaparallel 1/0 forwarding service
that enables the transparent use of multiple file systemsin CLE systems with
close-to-open coherence, much like NFS. DV S provides compute nodes transparent
access to external file systems mounted on the service 1/0 nodes via the Cray
high-speed network. Administration of Cray DVSisvery similar to configuring and
mounting any Linux file system.

Caution: DVS service nodes must be dedicated and not share service |/O nodes
/ ' \ with other services (e.g., SDB, Lustre, login or MOM nodes).

Cray DV S supports multiple POSI X-compliant, VFS-based file systems. Two
supported modes, serial and cluster parallel, provide functionality for different
implementations of existing file systems. Since site conditions and systems
requirements differ, please contact your Cray service representative about projecting
your preferred file system over DVS.
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Because DV'S on Cray systems uses the Lustre networking driver (LNET) the
following line must bein/ et ¢/ nodpr obe. conf. | ocal on DVSserversand in
/ et ¢/ nodpr obe. conf on DVSclientsin those systems:

options | net networks=gni

If you configured your system to use a different network identifier than the default
(gni on Cray systems) you should use that identifier instead. For example, if
your LND is configured to use gni 1 as a name, insert the following linesin
nodpr obe. conf:

options dvsipc_lnet | nd_name=gnil
options | net networks=gnil

Setting the | nd_nare option for dvsi pc_| net isneeded so DVS looks for
the alternative network identifier since it assumes gni as the default. Setting the
net wor ks option for | net is generally needed when the LNET network type
identifier is different.

For more information, see Introduction to Cray Data Virtualization Service (S-0005)
and the dvs(5) man page.

Procedure 34. Configuring the system to mount DVS file systems

After Cray DV S software has been successfully installed on both the service and
compute nodes, you can nount afile system on the compute nodes that require
access to the network file system that is mounted on DV S server nodes. When aclient
mounts the file system, all of the necessary information is specified on the mount
command.

Note: The node that is projecting the file system needs to mount it. Therefore,
if the file system is external to the Cray, the DV'S server must have external
connectivity.

At least one DV'S server must be active when DV S isloaded on the client nodes to
ensure that all DV'S mount points are configured to enable higher-level software,
such as the compute node root runtime environment (CNRTE), to function

properly.

The following example configuresa DV'S server at c0- 0c0s4n3 (node 23

on a Cray XE system) to project the file system that is served via NFS from
nfs_serverhostname. For more information about Cray DV S mount options, see the
dvs(5) man page.

Note: To make these changes for a system partition, rather than for
the entire system, replace / opt / xt - i nages/ t enpl at es with
[ opt/ xt-i mages/tenpl at es- pN, where N is the partition number.
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. Enter xt opvi ewwith the node view for your DVS server and create the

/ dvs- shar ed directory that you will be projecting /nfs_mount from.

boot: ~ # xtopview -n 23
node/ 23:/ # nkdir /dvs-shared

. Specializethe/ et ¢/ f st ab filefor the server and add a DV S entry to it.

node/ 23:/ # xtspec -n 23 /etc/fstab

node/ 23:/ # vi /etc/fstab

nfs_serverhostname:/nfs_mount / dvs-shared nfs tcp,rw 0 O
node/ 23:/ # exit

. Log into the DVS server and mount the file system:

boot:~ # ssh ni d00023
ni d00023:/ # mount /dvs-shared
ni d00023:/ # exit

. Create mount point directories in the compute image for each DVS mount in the

/ et c/ f st ab file. For example, type the following command from the SMW:

smw. ~ # nkdir -p /opt/xt-images/tenpl ates/defaul t/dvs

. (Optional) Create any symbolic links that are used in the compute node images.

For example:

smw. ~ # cd /opt/xt-inmages/tenplates/default
smw. / opt/ xt -i mages/tenpl ates/default # In -s dvs link_name

. To allow the compute nodes to mount their DV S partitions, add an entry in the

/ et c/ f st ab filein the compute image and add entries to support the DVS
mode you are configuring.

smw. ~# vi /opt/xt-images/tenpl ates/default/etc/fstab

For serial mode, add a line similar to the following example which mounts
/ dvs- shar ed from DVS server cO- 0c0s4n3 to/ dvs onthe client node.

/ dvs-shared /dvs dvs pat h=/dvs, nodename=c0- 0c0s4n3

For cluster parallel mode, add a line similar to the following example which
mounts/ dvs- shar ed from multiple DVS serversto/ dvs on the client node.
Setting maxnodes to 1 indicates that each file hashes to only one server from
the list.

/ dvs-shared /dvs dvs pat h=/dvs, nodename=c0- 0c2s1n0: c0- 0c2s1n3: c0- 0c2s2n0, maxnodes=1

For stripe parallel mode, add a line similar to the following example which
mounts/ dvs- shar ed from the DVS serversto/ dvs on the client nodes.
Specifying avalue for maxnodes greater than 1 or removing it altogether makes
this stripe parallel access mode.

/ dvs-shared /dvs dvs pat h=/dvs, nodenanme=c0- 0c2s1n0: c0- 0c2s1n3: c0- 0c2s2n0
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For atomic stripe parallel mode, add a line similar to the following example
which mounts/ dvs- shar ed from the DVS serversto / dvs on the client
nodes. Specifying atomic makes this atomic stripe parallel mode as opposed
to stripe parallel mode.

/ dvs-shared /dvs dvs pat h=/dvs, nodenane=c0- 0c2s1n0: c0- 0c2s1n3: c0-0c2s2n0, atomi ¢

For loadbal ance mode, add a line similar to the following example to project
/ dvs- shar ed from multiple DVS serversto / dvs on the client node. The
r o and cache settings specify to mount the data read-only and cache it on the
compute node. Theat t r cache_ti meout option specifiesthe amount of time
in seconds that file attributes remain valid on a DV S client after they are fetched
from aDV S server. Failover is automatically enabled and does not have to be
specified.

/ dvs-shared /dvs dvs pat h=/dvs, nodename=c0- 0c2s1n0: c0- 0c2s1n3: ¢c0-0c2s2n0, \

| oadbal ance, cache, ro, attrcache_ti meout =14400

7. If you set CNL_dvs=yes in CLEi nstal | . conf before you ran the
CLEi nst al | program, update the boot image (by preparing a new compute
and service node boot image.)

Otherwise, you must first edit the
/var/opt/cray/install/shell _bootimge_ LABEL. sh script and

set CNL_DVS=y and then update the boot image.

Note: It isimportant to keep CLEiI nst al | . conf consistent with
changes made to your configuration in order to avoid unexpected changes
during upgrades or updates. Remember to set CNL_dvs equal toyes in
CLEi nstal | . conf.

Note: You can defer updating the boot image and update it once before you Finish
Booting the System on page 109.

5.13.11 Completing CCM Configuration
Optional: Cluster Compatibility Mode (CCM) is an optional CLE feature.

If you have configured CCM for your system by setting the CCM-specific parameters
in CLEi nst al | . conf, complete the CCM configuration for CLE.

Note: After your CLE software installation is complete, you must complete the
CCM batch system configuration. For more information, see Configuring Cluster
Compatibility Mode (CCM) on page 42.
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Procedure 35. Using DVS to mount home directories on the compute nodes
for CCM

For each DV S server node you have configured, mount the path to the user home
directories. Typically, these will be provided from alocation external to the Cray
system.

1

Specializeand add alinetothe/ et ¢/ f st ab fileon the DV S server by using
xt opvi ewin the node view. For example, if your DVS server isc0- 0c0s2n3
(node 27 on a Cray XE system), type the following:

boot: ~ # xtopview -m "nounting hone dirs" -n 27

node/ 27:/ # xtspec -n 27 /etc/fstab

node/ 27:/ # vi letc/fstab

nfs_home _server: / hone / hone nfs tcp,rw 00
node/ 27:/ # exit

Log into each DV S server and mount the file system:

boot: ~ # ssh ni d00027
ni d00027: ~ # mount [/ hone
ni d00027: ~ # exit

To alow the compute nodes to mount their DV S partitions, add an entry in the
/ et c/ f st ab filein the compute image for each DV Sfile system. For example:

smw. ~ # vi /opt/xt-inmages/tenpl ates/default/etc/fstab
/ home /home dvs pat h=/ hone, hodenanme=c0-0c0s2n3

For each DVS mount in the/ et ¢/ f st ab file, create a mount point in the
compute image.

smw. ~ # nkdir -p /opt/xt-images/tenpl ates/defaul t/hone

Update the boot image to include these changes; follow the steps in Procedure
8 on page 64.

Note: You can defer this step and update the boot image once before you finish
booting the system.
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Procedure 36. Modifying CCM and Platform-MPI system configurations

1. If you wish to enable additional features such as debugging and Linux NIS
(Network Information Service) support, edit the CCM configuration file by using
xt opvi ewin the default view.

boot: ~ # xtopview -m "configuring ccm conf"”
default/:/ # vi /etc/opt/cray/ccm ccm conf

If you wish to configure additional CCM debugging, set CCM_DEBUG=yes.
If you wish to enable NIS support, set CCM_ENABLENI S=yes.

2. (Optiona) You may have a site configuration where the paths for the gst at
command is not at a standard location. Change the values in the configuration
filefor CRAY_QSTAT_PATH and CRAY_BATCH_VAR accordingly for your
site configuration.

3. Saveand closeccm conf .

4. EXit xt opvi ew.

default/:/ # exit
boot: ~ #

Important: If your applications will use Platform-MPI (previously known as
HP-MPI), Cray recommends that users populate their ~/ . hpnpi . conf (or
~/ . pnpi . conf) filewith these values.

MPlI _REMSH=ssh

MPI RUN_COPTI ONS="- cpu_bi nd=MAP_CPU: O, 1, 2, 3, 4, 5,6, 7, 8,9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, \
22,23, 24, 25, 26, 27, 28, 29, 30, 31"

5.13.12 Completing Cray Audit Configuration
Optional: Cray Audit is an optional CLE feature.

If you have included security auditing RPMs in the compute node boot image by
setting CNL_audi t =yes in CLEi nst al | . conf , complete the Cray Audit
configuration.

Procedure 37. Configuring Cray Audit

By default, Linux security auditing is disabled and Cray Audit extensions are enabled.
Follow these steps to define your site-specific auditing rules and enable standard
Linux auditing.

Note: To make these changes for a system partition, rather than for

the entire system, replace / opt / xt - i mages/ t enpl at es with

[ opt/ xt-i mages/tenpl at es- pN, where N is the partition

number. Also, replace/ opt / xt - i mages/ xthostname- XT_version with
/ opt/ xt - i mages/ xthosthame- XT_version- pN.
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1. Follow these steps to edit the auditing configuration filesin the compute node
image and enable auditing on CNL compute nodes.

a

Copy theaudi t d. conf and audi t . r ul es configuration filesto the

template directory so that modifications are retained when new boot images

are created in the future.

smv. ~# cp /opt/xt-images/ xthosthame- XT_version/ conput e/ et ¢/ audi t d. conf \
[ opt/ xt-i mages/tenpl at es/ def aul t/ et ¢/ audi td. conf
smw. ~# cp /opt/ xt-i mages/ xthosthame- XT_version/ conput e/ et ¢/ audi t.rul es \
[opt/xt-inmages/tenpl ates/default/etc/audit.rules

b.

d.

Edit/ opt/ xt -i mages/t enpl at es/ def aul t/ et ¢/ audi t d. conf
on the SMW and set thel og_fi | e parameter. For example, if the mount
point for your Lustre file system ismyl usmimt and you want to place audit
logsin adirectory called audi t di r, type the following commands.

smw. ~# vi /opt/xt-inmages/tenpl ates/defaul t/etc/auditd. conf
log_file = /mylusmnt/auditdir/audit.log

Warning: If you run auditing on compute nodes without configuring the
audit directory, audit records that are written to the local ram-disk could
cause the ram-disk to fill.

Edit the

/opt/ xt-inmages/tenpl ates/ defaul t/etc/audit.rulesfile
on the SMW. Change this file to set site-specific auditing rules

for the compute nodes. At a minimum, you should set the - e

option to 1 (one) to enable auditing.

smw. ~# vi /opt/xt-images/tenpl ates/default/etc/audit.rules

Make your changes after the following line; for example:

# Feel free to add below this line. See auditctl man page
-e 1l

Create the following symbolic link.

smv. ~# nkdir -p -m 755 /opt/xt-images/tenpl ates/default/etc/init.d/rc3.d
smw. ~# cd /opt/xt-images/tenpl ates/default/etc/init.d/rc3.d
smv. / opt/ xt-images/tenpl ates/default/etc/init.d/rc3.d # In -s ../auditd Sl2auditd
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e.

If you set CNL_audi t =yes in CLEi nst al | . conf before you ran the
CLEi nst al | program, update the boot image by following the stepsin
Procedure 8 on page 64.

Otherwise, you must first edit the
/var/opt/cray/install/shell _bootimge_ LABEL. sh script
and set CNL__AUDI T=y and then update the boot image following the
steps in Procedure 8 on page 64.
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2. Follow these steps to enable and configure auditing on login nodes.

a

Log on to the boot node and use the xt opvi ew command to access all
login nodes by class.

smwv. ~# ssh r oot @oot
boot: ~ # xtopview -c | ogin -m "configuring audit files"

Specialize these filesto the | ogi n class.

class/login:/ # xtspec -c login /etc/auditd. conf
class/login:/ # xtspec -c login /etc/audit.rules

Edit/ et ¢/ audi t d. conf and setthel og_fi | e parameter. For example,
if your Lustre filesystemiis called filesystemand you want to place audit logs
in adirectory called auditdir, type the following commands.

class/login:/ # vi /etc/auditd.conf
log_file = [filesystem/auditdir/audit.log

Editthe/ et c/ audi t . r ul es fileto set site-specific auditing rules for the
login nodes. At a minimum, you should set the - e option to 1 (one).

class/login:/ # vi /etc/audit.rules

Make your changes after the following line; for example:

# Feel free to add below this line. See auditctl man page
-e 1l

Exit xt opvi ew.

class/login:/ # exit

3. You must configure auditing on the boot node to use standard Linux auditing.
Follow these steps to turn off Cray audit extensions for the boot node. Configure
the boot node to use the default | og_fi | e parameter intheaudi t d. conf
fileand set the cl ust er entry to no.

a

While logged on to the boot node, edit the/ et ¢/ audi t d. conf file.

boot:~ # vi /etc/auditd. conf
log file = /var/log/audit/audit.!|og
cluster = no

Editthe/ et ¢/ audi t. r ul es fileto set site-specific auditing rules for the
boot node. At a minimum, you should set the - e optionto 1 (one).

boot:~ # vi /etc/audit.rules

Make your changes after the following line; for example:

# Feel free to add below this line. See auditctl man page
-e 1

Configure the audit daemon to start on the boot node.

boot: ~ # chkconfig --force auditd on
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4. Createthelog filedirectory. Log into a node that has the Lustre file system
mounted and type the following commands:

I ogin: ~# nkdir -p /filesystem/auditdir
I ogi n: ~# chnmod 700 /filesystem/auditdir

5. Edit the boot automation file to configure your system to start the Cray audit
daemon on login nodes by invoking/ et c/init.d/auditd start oneach
login node.

Make these changes to your boot automation filelater in the installation process.
Configuring a Boot Automation File on page 114 describes specific steps.

After you enable auditing by using the previous procedures, you can change the
audit configuration temporarily by using the xt audi t ct | command. For more
information, see Managing System Software for Cray XE and Cray XK Systems
(S-2393) and the xt audi t ct | (8) man page.

5.13.13 Configuring System Message Logs
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Optional: The steps in this section are not required for installation of CLE
software.

The CLE release uses the Linux sysl og- ng daemon and associated
sysl og- ng. conf configuration fileto log system messages. For more
information, see the sysl og- ng(8) and sysl og- ng. conf (5) man pages.

Procedure 38. Configuring sysl og- ng system message logs
Follow these steps to modify the default sy sl og- ng configuration.

1. Log on to the boot node and edit the sysl og- ng. conf configuration
file. For more information on this file and its configuration options, see the
sysl og- ng. conf (5) man page.

smv. ~# ssh r oot @oot
boot: ~ # vi /etc/syslog-ng/sysl og-ng. conf

2. Restart the sysl og- ng daemon on the boot node.

boot:~ # /etc/init.d/syslog restart

3. Edit the configuration file on the syslog node and make the desired changes.

boot: ~ # xtopview -n 5
node/ 5:/ # vi [etc/syslog-ng/syslog-ng.conf
node/ 5:/ # exit

4. Restart the sysl 0g- ng daemon on the syslog node.

boot: ~ # ssh syslog /etc/init.d/syslog restart
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5. Edit the configuration file on other service nodes by using xt opvi ewin the
default view and make the desired changes.
boot: ~ # xtopvi ew

defaul t/:/ # vi /etc/syslog-ng/sysl og-ng. conf
default/:/ # exit

6. Restart the sysl og- ng daemon on the remaining service nodes. For each
service node, type the following command.

boot: ~ # ssh nodename /etc/init.d/syslog restart

5.13.14 Configuring the Node Health Checker

The CLE installation and upgrade processes automatically install and enable

the Node Health Checker (NHC) by default; you do not need to change
installation parameters or issue any commands. However, you can edit the

/ et c/ opt/ cray/ nodeheal t h/ nodeheal t h. conf fileto specify which
NHC tests are to be run and to alter the behavior of NHC tests (including time-out
values and actions for tests when they fail); configure time-out values for Suspect
Mode and disable/enable Suspect Mode; or disable or enable NHC.

The NHC configuration file,

/ etc/opt/cray/ nodeheal t h/ nodeheal t h. conf islocated in the shared
root. After you modify the nodeheal t h. conf file, the changes are reflected
immediately the next time NHC runs.

To disable NHC entirely, set the value of the nhcon global variable in the
nodeheal t h. conf fileto off (the default valueis on).

5.14 Finish Booting the System

After all service nodes are booted, boot the compute nodes. After your systemisfully
booted, you can reboot it as needed. For information about customizing an automatic
boot process, see Configuring a Boot Automation File on page 114.

Important: If you deferred updating the boot image in any of the previous
procedures, update the boot image now by following the stepsin Procedure 8 on

page 64.

Procedure 39. Booting CNL compute nodes
At this point in the installation process, all service and login nodes are booted.

1. Return to the terminal session for xt boot sys that you started in Procedure
12 on page 69.

2. Select 17 from the xt boot sys menu to boot by using a loadfile. A series of
prompts are displayed. Type the responses indicated in the following example.
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For theconponent | i st prompt, type pO to boot the entire system, or pN
(where N is the partition number) to boot a partition. At the final three prompts,
press the Ent er key.

Enter your boot choice: 17
Enter a boot type string (or nothing to do nothing): CNLO
Enter a boot type option (or nothing to do nothing): conpute
Enter a conponent list (or nothing to do nothing): pO
Enter '"any' to wait for any consol e output,
or 'linux' to wait for a linux style boot,
or 'mk', 'threadstorm, 'ts', or 'xm' to wait for a MIK style boot,
or anything else (or nothing) to not wait at all:
Enter an alternative CPlIO archive nane (or nothing):
Do you want to send the ec_boot event ('no' nmeans to only |load nenory) ? [Yn]

3. After all the compute nodes are booted, return to the xt boot sys menu. Type
g to exit the xt boot sys program.

5.15 Testing the System
To verify that the system is operational, follow these steps.
Procedure 40. Testing the system for basic functionality

1. If the system was shut down by using xt shut down, remove the
/ et ¢/ nol ogi n filefrom all service nodes to permit a non-root account to log
on.

smw. ~# ssh r oot @oot
boot: ~ # xtunspec -r /rr/current -d /etc/nologin

2. Logontothelogin nodeascr ayadm

boot: ~ # ssh crayadm@ ogi n

3. Use system-status commands, such as xt nodest at , xt pr ocadmi n, and
apst at .
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The xt nodest at command displays the current allocation and status of the

compute nodes, organized by physical cabinet. Thelast line of the output shows

the number of available compute nodes.

crayadm@ ogi n: ~> xt nodest at
Current Allocation Status at Fri My 21 07:11:48 2010

C0-0 Cl-0 C2-0 C3-0

N3 oo s s

N2 s i iy i

2 0
C2n0 sy s i s

N3 ;5 5555y sy SIS SIS

N2 5 i asss oo SIS S S

Nl ;5 sssss sy SIS S S
cInO ;55 i SIS S S

N3 S;S; SIS, i s

N2 S;S;S;S; iy sy i

B A
cON0 S;S;S;'S; iiravis v

s01234567 01234567 01234567 01234567
Legend:
nonexi st ent node S service node

; free interactive conmpute node - free batch conpute node
A allocated, but idle conpute node ? suspect conpute node
X down conpute node Y down or admi ndown service node
Z admi ndown conput e node
Avai | abl e conpute nodes: 352 interactive, 0 batch

crayadm@ ogi n: ~>

NI D (HEX)
0 0x0
2 0x2
4 Ox4
6 0x6
93 0x5d
94 Ox5e
95 Ox5f
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The xt pr ocadm n command displays the current values of processor flags
and node attributes.

Xt procadmni n

NCDENANME TYPE STATUS MODE
c0-0c0s0n0 service up interactive
c0-0c0s1n0 service up interactive
c0-0c0s2n0 service up interactive
c0-0c0s3n0 service up interactive
c0-0c2s1n3 service up interactive
c0-0c2s0n2 service up interactive
c0-0c2s0n3 service up interactive

Theapst at command displays the current status of all applications running
on the system.

crayadm@ ogi n: ~> apstat -v

Conput e node sunmary

arch config up resv use avail down
XT 51 51 0 0 51 0

No pending applications are present

No pl aced applications are present
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4. Run asimple job on the compute nodes.

At the conclusion of theinstallation process, the CLEi nst al | program provides
suggestions for runtime commands and indicates how many compute nodes are
available for use with the apr un - n option.

Note: For apr un to work cleanly, the current working directory on the login
node should also exist on the compute node. Change your current working
directory to either / t np or to adirectory on a mounted Lustre file system.

For example, type the following.

crayadm@ogi n: ~> cd /tnp
crayadm@ogi n: ~> aprun -b -n 16 -N 1 /bin/cat /proc/sys/kernel/hostnanme

This command returns the hostname of each of the 16 computes nodes used to
execute the program.

ni d00010
ni d00011
ni d00012
ni d00020
ni d00016
ni d00040
ni d00052
ni d00078
ni d00084
ni d00043
ni d00046
ni d00049

5. Test file system functionality. For example, if you have a Lustre file system
named /mylusmnt/filesystem, type the following.

crayadm@ ogi n: ~> cd /mylusmnt/filesystem

crayadm@ ogi n: / myl ustremmt/fil esystem> echo lustretest > testfile

crayadm@ ogi n: / mylustremmt/fil esysten» aprun -b -n 5 -N 1 /bin/cat ./testfile
| ustretest

| ustretest

| ustretest

| ustretest

| ustretest

Application 109 resources: utinme ~0s, stime ~0s
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6. Test the optional features that you have configured on your system.

a. Totest RSIP functionality, log on to an RSIP client node (compute node)
and ping the 1P address of the SMW or other host externa to the Cray
system. For example, if cO- 0c0s7n2 isan RSIP client, type the following
commands.
crayadm@ ogi n: ~> exit
boot: ~ # ssh root @0-0c0s7n2
root @0-0c0s7n2' s password:

VWl cone to the initranfs
# ping 172.30.14.55
172.30.14.55 is alive

# exit

Connection to c0-0c0s7n2 cl osed.
boot:~ # exit

Note: RSIP clients on the compute nodes make connections to the RSIP
server(s) during system boot. Initiation of these connections is staggered
over atwo minute window; during that time, connectivity over RSIP
tunnelsis unreliable. Avoid using RSIP services for three to four minutes
following a system boot.

b. To check the status of DV S, type the following command on the DV S server
node.

crayadm@ ogi n: ~> ssh root @i d00019 /etc/init.d/dvs status
DVS service: ..running

To test DV S functionality, invoke the nrount command on any compute
node.

crayadm@ ogi n: ~> ssh root @0-0c0s7n2 mount | grep dvs
/dvs-shared on /dvs type dvs (rw, bl ksi ze=16384, nodenanme=c0- 0c0s4n3, nocache, nodat async, \
retry, userenv, cl usterfs, maxnodes=1, nnodes=1)

Create atest file on the DV S mounted file system. For example, type the
following.

crayadm@ ogi n: ~> cd /dvs

crayadm@ ogi n: / dvs> echo dvstest > testfile

crayadm@ogi n: /dvs> aprun -b -n 5 -N 1 /bin/cat ./testfile
dvst est

dvst est

dvst est

dvst est

dvst est

Application 121 resources: utinme ~0s, stime ~0s

7. Following a successful installation, the file
/etc/opt/cray/rel easel/ cl erel ease is populated with the installed
release level. For example,

crayadm@ ogi n: ~> cat /etc/opt/cray/rel ease/cl erel ease
4. 0. UPOO

S-2444-4003 113



Installing and Configuring Cray Linux Environment™ (CLE) Software

If the preceding simple tests ran successfully, the system is operational.

5.16 Configuring a Boot Automation File

A sample boot automation file,/ opt / cr ay/ et c/ aut 0. generi c. cnl ,is
provided as abasis for further customizing the boot process. You are asked to shut
down your system so that you can test the customized boot automation files.

For more information about boot automation, see the xt boot sys(8) man page.
Procedure 41. Configuring boot automation on the SMW

1. Use your site-specific procedures to shut down the system. For example, to
shutdown using an automation file, type the following:

crayadm@mv. ~> xt bootsys -s |ast -a auto.xtshutdown

Although not the preferred method, alternatively execute these commands as
r oot from the boot node to shutdown your system.

boot: ~ # xtshutdown -y
boot: ~ # shutdown -h now exit

2. Prepare a boot automation file. If no boot automation file exists, copy the
template file.

crayadm@mwv. ~> cp -p /opt/cray/etc/auto.generic.cnl /opt/cray/etc/auto. xthosthame

3. Edit the boot automation file.

crayadm@mv. ~> vi /opt/cray/ et ¢/ aut 0. xthostname

Note: The boot automation file contains many of the following commands but
the lines are commented out. Uncomment the pertinent lines and edit them as
needed.

a. To enable non-root logins following a system shutdown, add the following
as the last command:

| append actions { crms_exec_on_bootnode "root" "xtunspec -r /rr/current -d /etc/nologin" }

b. If you have configured Lustre file systems for your system, add the following
lineto start Lustre servers and mount Lustre file systems on the clients.

Note: Start Lustre on the service nodes before you boot the compute
nodes.

| append actions { crns_exec_on_bootnode "root" "/etc/init.d/lustre start"}

Optionally, specify aLustre file system name, for example:

| append actions { crns_exec_on_bootnode "root" "/etc/init.d/lustre start filesystem"}

For information about Lustre file systems, see Chapter 6, Configuring Lustre
File Systems on page 119.
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| append actions
| append actions

| append actions
| append actions

C.

If you have configured your system to run Cray Audit, start the audit daemon
on the login nodes after Lustre is started. Add aline for each login node on
your system. For example, if | ogi n01 and | ogi n02 are login nodes:

{ crms_exec_vi a_boot node "l ogi n01" "root" "/etc/init.d/auditd start" }
{ crms_exec_vi a_boot node "l ogi n02" "root" "/etc/init.d/auditd start" }

d.

If you have configured DV S servers (for DSL) by using compute nodes that
were manually repurposed as service nodes, boot these nodes after the SDB
and other service nodes are booted. For example, if c0- 0c0s7n0 and
c0- 0c0s7n1 are compute node root servers:

[list crns_boot | oadfile SNLO conmpute "c0-0c0s7n0 cO0-0c0s7nl" |inux]
{ crms_sleep 5}

e.

Note: The capability to manually repurpose compute nodes is deprecated
and may not be supported in future releases. To configure compute nodes
for CNRTE, Cray recommends that you follow Procedure 5 on page 57 and
Repurposing Compute Nodes as Service Nodes on Cray XE and Cray XT
Systems.

If you have configured an RSIP service node client with CLEi nst al | , add
thisline to start the RSIP client. Invoke anmodpr obe of the RSIP service
node client'skr si p module with an IP argument pointing to the HSN IP
address of an RSIP server node. For example, if the IP address of the RSIP
server is10. 128. 0. 17 and the RSIP service node client is ni d00000,
add thisline:

| append actions { crms_exec_vi a_boot node "nid00000" "root" "modprobe \
krsip ip=10.128.017" }
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f.

Make additional site-specific changes as needed and save thefile.

4. Usethe xt boot sys command to boot the Cray system.

Caution: You must shut down your Cray system before you invoke the

xt boot sys command. If you are installing to an alternate system set, you
must shut down the currently running system before you boot the new boot
image.

Type the following command to boot the entire system.

crayadm@mwv. ~> xt boot sys -a aut o. xthosthame

Or

Type the following command to boot a partition.

crayadm@mv. ~> xt bootsys --partition pN -a auto. xthostname

. (Optional) Reboot your system and confirm that shutdown and boot procedures

operate as expected.
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The software installation of your Cray system is complete. Cray recommends that
you use the xt hot backup utility to create a backup of your newly installed system.
For more information, see the xt hot backup(8) man page.

5.16.1 Configuring Boot Automation for SDB Node Failover

Optional: If you have configured your system for SDB node failover and you
have commandsin your boot automation script that apply to the SDB, follow these
steps to ensure the appropriate boot automation commands are invoked in the event
of an SDB node failure.

SDB-specific commands in the boot automation script must be invoked for the
backup SDB node in the event of afailover, however, the boot automation script
does not apply to the backup SDB node in a failover situation.

Procedure 42. Configuring the SDB failover configuration file

1. Create or edit the sdbf ai | over. conf filein the shared root file system in

the default view.

boot 001: ~# xt opvi ew
default/:/ # vi /etc/opt/cray/sdb/sdbfail over.conf

Make optional site-specific changes. For example, if the boot automation file
started a batch scheduler (it was not started by using chkconfi g) or setup a
route to an external license server, you need to add the same commands to the
sdbf ai | over. conf fileso that they are invoked when the backup SDB node
is started. For example:

#

# Commands to be run on the backup sdb node after it has failed over
#

/bin/netstat -r

/sbin/route add default gw login

/etc/init.d/torque_server start

/etc/init.d/ noab start

. Exit xt opvi ew.

default/:/ # exit

5.17 Post Installation System Management
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You should now have an operational Cray system running CLE software. For
information about additional software you may need on your system, including
programming environment and batch software, see Appendix A, Installing Additional
Software on page 155. Appendix B, Installing RPMs on page 157 provides generic
instructions for installing RPM Package Manager (RPM) packages.
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For information about additional system administrative tasks to manage operation of
your system, see Managing System Software for Cray XE and Cray XK Systems. It
presents the following topics in greater detail:

* Managing the system

e Monitoring system activity

e Managing user access

e Modifying an installed system

e Managing services

e SMW and CLE System Administration Commands

Managing System Software for Cray XE and Cray XK Systems provides complete
documentation for most CLE features. These features or subsystems may require
site-specific configuration and administration.

« Application Level Placement Scheduler (ALPS)
e OpenFabrics Interconnect Drivers

* Node Health Checker (NHC)

e System Environmental Data Collector (SEDC)

If you configured the following optional features, additional configurationis required.
See Managing System Software for Cray XE and Cray XK Systems for more
information.

e Dynamic Shared Objects and Cluster Compatibility Mode (CCM)
e Cray Audit

» Comprehensive System Accounting (CSA)

e Checkpoint/Restart
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Optional: The Lustre file system is optional; your storage RAID may be
configured with other file systems.

Lustre is a scalable, high-performance POSIX-compliant file system that uses the
| di skf s filesystem from Oracle for back-end storage. Thel di skf s filesystemis
an extension to the Linux ext 4 file system with Oracle enhancements for Lustre.

The Lustre file system consists of software subsystems, storage, and an
associated network. The RPMs for the Lustre file system are installed during the
Cray Linux Environment (CLE) software installation.

6.1 Lustre File System Documentation

Lustre file system concepts and administration are discussed in detail in Managing
Lustre for the Cray Linux Environment (CLE). The Lustre Operations Manual from
Oracleisincluded as a PDF filein the release package. Additional Information about
Lustreis available at the following websites:

http://wiki.lustre.org
http://wiki.lustre.org/index.php/Lustre_Documentation
http://www.oracle.com/us/products/servers-storage/storage/storage-software/031855.htm

Note: The Lustre information presented in this guide is based, in part, on
documentation from Oracle. Lustre information contained in Cray publications,
supersedes information located in Lustre publications from Oracle.

6.2 Lustre Software Components

The following software components of Lustre can be implemented on selected nodes
of the Cray system.

e Client

Clients are services or programs that access the file system. On Cray systems
clients are typically associated with login or compute nodes.
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Object storage target (OST)

An object storage target (OST) is the software interface to back-end storage
volumes. There may be one or more OSTs. The OSTs handle file data and
enforce security for client access. The client performs parallel 1/0 operations
across multiple OSTSs.

You configure the characteristics of the OSTs during the Lustre setup.
Object storage server (OSS)

An object storage server (OSS) is a node that hosts the OSTs. Each OSS node,
referenced by node ID (NID), has Fibre Channel or InfiniBand connectionsto a
RAID controller. The OST isalogical device; the OSS is the physical node.

Metadata server (MDS)

The metadata server (MDS) owns and manages information about the filesin the
Lustre file system. It handles namespace operations such as file creation, but it
does not contain any filedata. It stores information about which fileislocated on
which OSTs, how the blocks of filesare striped across the OSTSs, the date and
time the filewas modified, and so on. The MDS is consulted whenever afileis
opened or closed. Because file namespace operations are done by the MDS, they
do not impact operations that manipulate file data.

You configurethe characteristics of the MDS during the Lustre setup.
Metadata target (MDT)

The metadata target (MDT) is the software interface to back-end storage volumes
for the MDS and stores metadata for the Lustre file system.

Management server (MGS)

The management server (MGS) controls the configuration information for all
Lustre file systems running at a site. Clients and servers contact the MGS to
retrieve or change configuration information. Cray installation and upgrade
utilities automatically create a default Lustre configuration in which the MGS
and the Meta Data Server (MDS) are co-located on a service node and share the
same physical device for data storage.
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6.3 Lustre File System Configuration on a Cray System

The CLE software includes Lustre control utilities from Cray. These utilities provide
alayer of abstraction to the standard L ustre configuration and mount utilities

by implementing a centralized configuration file and describing each Lustre file
system in a site-specific file system definition file. The Cray Lustre control scripts
(generate_config.shandl ustre_control . sh)usetheinformationin
this file system definition file to interface with Lustre's MountConf system and
Management Server (MGS). When using the Lustre control configuration utilities,
system administrators do not need to access the MGS directly.

If thisis a new installation with Lustre file systems, follow the procedures in this
section to configureyour Lustre file systems. If you are upgrading to a new version
of the CLE software, Lustreis aready configured and no further action is required.
Note, however, that you can use the information and procedures described in this
chapter to manage future changes to an existing Lustre configuration.

6.3.1 Lustre Control Utilities and File System Definition Parameters

S-2444-4003

When you use the Lustre control utilities (see Creating Lustre File

Systems on page 125), the first step is to create a Lustre file system
definition file (filesystem. f s_def s) for each Lustre file system on

your Cray system. A sample file system definition fileis provided in
letcl/opt/cray/lustre-utils/sanple.fs_defs ontheboot node.

This section describes the parameters that define your Lustre file system. The
descriptions use the following conventions for node and device naming:

¢ nodename is a host or node name using the format nidxxxxx; for example,
ni d00008.

* deviceisadevice path using the format / dev/ di sk/ by-i d/ ID-partN where
ID isthe volume identifier and partN is the partition number (if applicable); for
example:

/ dev/ di sk/ by-i d/ scsi - 3600a0b800026e1400000192e4b66eb97- part 2

Note: If you change any of the parametersin your filesystem. f s_def s file,
you will needtorunthel ustre_control . shwite_conf command to
regenerate the Lustre configuration and apply your changes.

FSNANVE Unique name for the Lustre file system defined by this
filesystem. f s_def s file. Limited to 8 characters. Used internally
by Lustre.

LUSTRE_CSV The path of the *. csv configuration filethat is created by the
gener at e_confi g. sh script. The default path is
letc/opt/cray/lustre-utils/${FSNAVE}. confi g.csv.
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LUSNI O} NID] The hostname to NID table. Not required, but if it is not set,

MDSHOST
MVDSDEV

MGSDEV

OSTDEV] n]

MOUNTERS

xt procadni n isused to generate these values, which requires the
Service Database (SDB) to be up when Lustre configuration scripts
arerun. Setting LUSNI D will improve Lustre start and stop times on
larger systems. Format: nodename. The index must be the node ID
of the specified node; for example, LUSNI D[ 18] =" ni d00018".

The hostname of the MDS node. Format: nodename.
MDS physical device. Format: ${ MDSHOST} : device.

Note: If you are configuring Lustre failover, use the failover
format example in the comments. For more information, see
Configuring Lustre Failover on page 129.

MGS physical device. In adefault configuration, this parameter is
commented out and the MGS and MDS are co-located on a service
node and share the same physical device for data storage; use this
parameter to designate a separate MGS device. Specify the node
and physical device to start the MGS with this file system; specify
the node only if another file system will start the MGS. Format:
nodename] : device] .

Note: The file system associated with the MGS must be started
first and stopped last.

Table of OST devices. Theindex [n] isthe OST number. The index
can start at either 0 or 1. Format: nodename:device where nodename
canbe ${ LUSNI D] n] }, if LUSNI Dis defined.

Important: The value set for Max St art ups in

/ et c/ ssh/ sshd_conf i g must be greater than the number of
OSTs per OSS in order for al OSTs to mount successfully. The
default value for Max St ar t ups is10.

Note: If you are configuring Lustre failover, use the failover
format example in the comments. For more information, see
Configuring Lustre Failover on page 129.

Hostnames for the service nodes that mount this file system, usualy
login nodes. Format: "host1 host2" or pdsh syntax, for example
host[ 1- 2], host 5.

MOUNT POl NT

NETTYPE

Path for the client mount point on service nodes specified in the
MOUNTERS parameter.

Type of underlying interconnect. Set to gni for systems with the
Gemini based system interconnection network.
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STRI PE_SI ZE

Stripe size in bytes. Cray recommends a default value of 1048576
bytes (IMB.) For more information, see Configuring Striping on
Lustre File Systems on page 129.

STRI PE_COUNT

Integer count of the default number of OSTs used for afile. Valid
range is 1 to the number of OSTs. A value of - 1 specifiesstriping
across all OSTs. Cray recommends a stripe count of 2 to 4 OSTs. For
more information, see Configuring Striping on Lustre File Systems
on page 129.

QUOTACPTS  Set to quot aon=ug to enable user and group quotas for the
file system or to quot aon=g to enable only group quotas. For
information on Lustre quotas, see the Lustre Operations Manual.

AUTO_FAI LOVER

Set to yes to enable automatic failover when failover is configured;
set to no to select manual failover. The default settingisyes.

ENABLE_| MP_RECOVERY

Set to yes to enable imperative recovery (explicit client notification
during the failover process). The default setting is no.

RECOVERY_TI ME_HARD

Specifiesa hard recovery window timeout for failover. The server
will incrementally extend its timeout up to a hard maximum of
RECOVERY_TI ME_HARD seconds. The default hard recovery
timeout is set to 900 seconds (15 minutes).

RECOVERY_TI ME_SOFT

Specifiesarolling recovery window timeout for failover. Thisvalue
should be less than or equal to RECOVERY_TI ME_HARD. Allows
RECOVERY_TI ME_SOFT seconds for clients to reconnect for
recovery after a server crash. Thistimeout will incrementally extend
if it isabout to expire and the server is till handling new connections
from recoverable clients. The default soft recovery timeout is set to
300 (5 minutes).

You can modify the following parameters, however, in most cases the default valueis
preferred. Only experienced Lustre administrators should change these options.

EXT3_JRNL_SI ZE

Journal size, in megabytes, on underlying | di skf s file systems.
The default value is 400.
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OST_MOUNTFSOPTI ONS

Mount options for the OSTs. The default value is
extents, nbal | oc, errors=renount-ro.

MDS_MOUNTFSOPTI ONS

Mount options for the MDS. This parameter is not required for the
MDS and is commented out by default.

CLI ENT_MOUNTOPTI ONS

Mount options for clients such as service nodes. Option f | ock is
required and included by default.

MDS_MKFSCOPTI ONS

Options used when creating an MDS file system. These options are
passed as - - mkf sopt i ons tothenkf s. | ustr e utility when the
filesystemis created. This parameter is commented out by default.

OST_MKFSOPTI ONS

Options used when creating an OST file system. These options are
passed as - - mkf sopt i ons tothenkf s. | ust r e utility when the
filesystemis created. This parameter is commented out by default.

LUSTRE_FI LESYS_DATA

The path of the filethat is used to load datainto thef i | esyst em
SDB table. The default is $FSNAME. fi | esys. csv

in the directory specified for LUSTRE_CSV. The

gener at e_confi g. sh utility creates or overwrites this
filewith the proper failover information.

LUSTRE_FAI LOVER_DATA

The path of the file that is used to load data into the

| ustre_fail over SDB table. The default is

${FSNAME} . | ustre_f ai | over. csv in the directory
specified for LUSTRE_CSV. Thegener at e_confi g. sh utility
creates or overwrites this file with the proper failover information.

LUSTRE_SERVI CE_DATA

The path of the file that is used to load data into

thel ustre_servi ce SDB table. The default is

${ FSNAME} . | ustre_serv. csv inthedirectory specified for
LUSTRE_CSV. Thegener at e_confi g. sh utility creates or
overwrites this file with the proper failover information.

SERVERMNT  Directory prefix for Lustre servers to use when mounting the OSTSs.
The default pathis/ t np/ | ustre.
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TI MEQUT Lustre timeout in seconds. The default valueis 300.

FSTYPE Lustre file system type. The default valueis| di skf s.
PDSH Command syntax for pdsh. The default valueis” pdsh -f 256
-S".

VERBOSE Verbose output flag. The default settingisyes.

Thel ustre. fs_def s(5) man page aso includes this information about file
system definition parameters.

6.3.2 Creating Lustre File Systems
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Use the Cray Lustre control utilities to configure your system to use Lustre file
systems. Follow Procedure 43 on page 125 to create file system definition files, start
and stop Lustre servers, and format and mount Lustre file systems.

Caution: You must use persistent device names in the Lustre file system
definition file. Non-persistent device names (for example, / dev/ sdc) can
change when the system is rebooted. If hon-persistent names are specified in the
filesystem. f s_def s file, then Lustre may try to mount the wrong devices and
fail to start when the you reboot the system. If you are upgrading from a release
that did not require persistent device names, you must convert to persistent device
names to avoid this problem. Usetheveri fy_confi g,updat e_confi g, and
dunp_t arget _devnanes optionswith | ustre_contr ol . sh to update
existing filesystem. f s_def s filesto use persistent names.

For more information about Lustre control utilities see the
lustre_control . sh(8), generate_config. sh(8) and
| ustre. fs_def s(5) man pages.

Procedure 43. Creating, formatting, and starting Lustre file systems

Follow these stepsto configure, create, and start Lustre file systems. This example
uses the following Lustre configuration, where 1Dn represents the volume identifier
on the disk, for example, scsi - 3600a0b800026e1400000192e4b66eb97:

MDSison ni d00012,/ dev/ di sk/ by-i d/ IDa
OSTOisonni d00018,/ dev/ di sk/ by-i d/ IDb
OST1lisonni d00026,/ dev/ di sk/ by-i d/ IDc
OST2isonni d00018,/ dev/ di sk/ by-i d/ IDd
OST3isonni d00026, / dev/ di sk/ by-i d/ IDe
Login nodes are ni d00008 and ni d00030

125



Installing and Configuring Cray Linux Environment™ (CLE) Software

126

1. Create afilesystem f s_def s filefor each Lustre file system you want to

configure.

Note: Lustre control utilities require that you name this file by using your file
system name followed by . f s_def s. For example, if your file system is
caledfi | esyst em you must name the Lustre configuration definition file
filesystemfs_defs. Thefilesystem name used here must match the
name used in step 3. This name does not need to match the FSNAME parameter
set in thefileitself. FSNAME is used internally by Lustre to uniquely identify
each file system.

For example, to create a file system definition file for a file system called
fil esyst em type the following command:
boot:~ # cd /etc/opt/cray/lustre-utils

boot:/etc/opt/cray/lustre-utils # cp -p \
sanpl e. fs_defs filesystem. fs_defs

. Edit each newly created filesystem. f s_def s fileand modify the configuration

parameters to define your Lustre configuration. For example:

boot:/etc/opt/cray/lustre-utils # vi filesystem. fs_defs
FSNAMVE="| us0Q"

MDSHOST=" ni d00012"

MDSDEV="${ MDSHOST} : / dev/ di sk/ by-i d/ IDa"

OSTDEV[ 0] =" ni d00018: / dev/ di sk/ by-i d/ IDb"

OSTDEV[ 1] =" ni d00026: / dev/ di sk/ by-i d/ IDc"
OSTDEV[ 2] =" ni d00018: / dev/ di sk/ by-i d/ 1Dd"
OSTDEV[ 3] =" ni d00026: / dev/ di sk/ by-i d/ IDe"

MOUNTERS=" ni d00008, ni d00004"
MOUNT_PO NT="/mt/fil esystent
STRI PE_SI ZE=1048576

STRI PE_COUNT=2

Note: You must include quotes around values that contain spaces.

For additional information about Lustre configuration parameters, see the
| ustre. fs_def s(5) man page.

. Editxt.lustre.configtoenablethe/etc/init.d/lustre

startup script to start the Lustre file system at boot time. For every
filesystem. f s_def s file, add the file system name to the FI LESYSTEMS= line
inxt.lustre. config. For example:

boot:/etc/opt/cray/lustre-utils # vi xt.lustre.config
FI LESYSTEMS="fi | esyst ent

If you have more than one Lustre file system, include all configured file system
names, separated by a space. For example:

FI LESYSTEMS="fi | esystem fil esyst em2"
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4. Generate CSV filesfor your file systems. Type this command for each
filesystem f s_def s fileyou created in step 1.

boot:/etc/opt/cray/lustre-utils # ./generate_config.sh filesystem. fs_defs

no LUSNID defined in .fs_defs, gathering nids from xtprocadnin. ..

Created Lustre config at /etc/opt/cray/lustre-utils/filesystemconfig.csv
No failover configuration specified.

5. Create the file system mount point on the shared root file system in the default
view. Type these commands for each Lustre file system you have configured. For
example, if MOUNT_POI NT issetto/ mt / fi | esyst em you would type:

boot:/etc/opt/cray/lustre-utils # xtopview
defaul t/:/ # nkdir -p /mnt/filesystem
default/:/ # exit
boot:/etc/opt/cray/lustre-utils #

6. Format the file systems and start the Lustre servers. Type these commands for
each Lustre file system you have configured.

boot:/etc/opt/cray/lustre-utils # ./lustre_control.sh filesystem. fs_defs ref ormat
Note: This process takes a while, possibly an hour or more.

7. Mount the service node clients. Type this command for each Lustre file system
you have configured.

boot:/etc/opt/cray/lustre-utils # ./lustre_control.sh filesystem. fs_defs nount _clients

8. Verify that the Lustre clients have the Lustre file systems mounted.

boot:/etc/opt/cray/lustre-utils # ssh login nmount | grep lustre
12@ni:/1usO on /mt/filesystemtype lustre (rw,flock)

9. Stop Lustre clients and servers. Type these commands for each Lustre file system
you have configured.

boot:/etc/opt/cray/lustre-utils # ./lustre_control.sh filesystem. fs_defs umount_clients
boot:/etc/opt/cray/lustre-utils # ./lustre_control.sh filesystem. fs_defs stop

10. Testthe/etc/init.d/ | ustre script. Start the Lustre servers and mount
the Lustre clients.

boot:/etc/opt/cray/lustre-utils # /etc/init.d/lustre start

11. Verify that the Lustre clients have the Lustre file systems mounted.

boot:/etc/opt/cray/lustre-utils # ssh login mount | grep lustre
12@ni: /1usO on /mt/filesystemtype lustre (rw, fl ock)

12. (Optional) Set permissions for the Lustre file system. Presently, the permissions
on the top level directory of this Lustre file system are set to 0755 with an owner
and group of r oot . Run the following command to change the permissions and
allow non-root users to create files.

boot:/etc/opt/cray/lustre-utils # ssh login chnod 1777 /mt/fil esystem
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13. Exit from the boot node.

boot:/etc/opt/cray/lustre-utils # exit

14. Update the boot automation scripts on the SMW. Any site boot automation
scripts need to be changed to reflect the new method of starting Lustre servers
and mounting Lustre file systems on the clients. Type these commands, adding
the line as shown.

Note: You must start Lustre on the service nodes before you boot the compute
nodes.

smw. ~# vi [ opt/cray/ etc/ aut o. xthosthame
| append actions { crms_exec_on_bootnode "root" "/etc/init.d/lustre start"}

6.3.3 Mounting Lustre Clients

Service node and compute node clients reference Lustre as aloca file system.
Service nodes mount Lustre by using the Lustre startup scripts before the compute
nodes boot. The Lustre file systems are mounted on compute nodes automatically
during startup if they are included in the corresponding / et c/ f st ab file. Follow
Procedure 44 on page 128 to mount L ustre services on compute nodes.

Procedure 44. Creating Lustre clients for compute nodes

Note: To make these changes for a system partition, rather than for
the entire system, replace / opt / xt - i nages/ t enpl at es with
/ opt/ xt-i mages/t enpl at es- pN, where N is the partition number.

1. Editthe/ et c/ f st ab filein the default CNL boot image template. Add an
entry for each file system you have configured. For example, if FSNAME=Ius0,
MOUNT _PA NT=/mnt/filesystem, NETTYPE=gni and MDSHOST=ni d00012:

smw. ~# vi /opt/xt-images/tenpl ates/ default/etc/fstab
12@ni: lusO /mntffilesystem lustre rw,flock 0 O

2. For each Lustre file system you have configured, create the file system
mount point in the default boot image template. For example, if
MOUNT _PAO NT=/mnt/filesystem:

smw. ~# nkdir -p /opt/xt-inages/tenpl ates/defaul t/ mnt/filesystem
3. Update the boot image to include these changes.

Note: You can defer this step and update the boot image once before you finish
booting the system.
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6.4 Configuring Striping on Lustre File Systems

Striping is the process of distributing data from a single file across more than one
device. You specify values to create a default striping pattern for each file system
when you create the filesystem f s_def s configurationfile. Cray recommends the
following configuration options for striping on Lustre file systems.

e Striping filesacross two to four OSTs. Setting the stripe count value to 2 gives
good performance for many types of jobs. For larger file systems, alarger stripe
width may improve performance.

* Choosing the default stripe size of 1 MB (1048576 bytes). You can increase
stripe size by powers of two, but thereisrarely aneed to configure a stripe size
greater than 2 MB.

Note: Do not choose a smaller stripe size, even for fileswith writes that are
smaller than the stripe size. The system caches smaller writes.

In the configuration example described in Procedure 43 on page 125, you configure
striping by setting STRI PE_SI ZE and STRI PE_COUNT. For more detailed
information on configuring striping, see Managing Lustre for the Cray Linux
Environment (CLE) or the Lustre Operations Manual from Oracle. For additional
information about Lustre configuration parameters, seethel ustre. f s_def s(5)
man page.

6.5 Configuring Lustre Failover

Lustre object storage server (OSS) and metadata server (MDS) failover is a service
that switches activity from the primary server to a standby server when the primary
server fails or the service is temporarily shut down for maintenance. After cabling
and configuring the file system, you have the option of creating afailover on a Lustre
node to a backup node. This capability is a standard Lustre feature. The CLE release
provides a mechanism for configuring Lustre to invoke a failover automatically.
With this feature configured, afailing Lustre node alerts a Lustre proxy service

(xt -l ustre- proxy), whichin turn, invokes the failover commands without
administrator intervention. In addition, you can configure an imperative recovery
option for Lustre failover that potentially allows file systemsto recover faster.

Implementing failover requires specific cabling and configuration of the storage
devices and the Lustre file system. For additional information, see Managing Lustre
for the Cray Linux Environment (CLE).
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6.6 Configuring Additional Lustre Features

130

A more complete description of Lustre file systems, instructions to perform ongoing
maintenance, and instructions to configure various optional features are provided in
Managing Lustre for the Cray Linux Environment (CLE). The following topics are
discussed:

Storage considerations

Configuring striping for Lustre file systems

Setting secondary group permissions with gr oup_upcal |
Automatic start up and mounting of Lustre

Lustre system administration

Lustre failover and failback

Troubleshooting

Additional information is available by accessing Lustre man pages and Lustre
documentation from Oracle listed in Lustre File System Documentation on page 119.
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Software [7]

Refer to this chapter and the next (Chapter 8, Updating or Upgrading Your CLE
Software on page 137) to update or upgrade your Cray Linux Environment (CLE)
software in the following scenarios:

Update A software update installation involves applying an update package
for arelease that is already running on your system. For example,
you can update your system from the CLE 4.0 base release to CLE
4.0.UPO3.

Upgrade A software upgrade installation involves moving to the next release.
For example, if your system is currently running CLE 3.1 on a
Cray XE system, you can upgrade to release CLE 4.0.

For CLE 4.0, the procedures to install an update package and to
upgrade from CLE 3.1 are the same, except that an upgrade requires
mounting the Cr ay- CLEbasellspl DVD to perform the SLES11
to SLES11 SP1 base OS upgrade.

Note: In the following chapters, some examples are left-aligned to better fit the
page. Left alignment has no specia significance.

7.1 Before You Start the Update or Upgrade Process
Perform the following tasks before you install the CLE rel ease package.

* Read the README file provided with the release for any installation-related
reguirements and corrections to this installation guide.

Additional installation information may also be included in the following
documents. CLE 4.0 Release Errata, Limitations for CLE 4.0, Cray Linux
Environment (CLE) Software Release Overview, and Cray Linux Environment
(CLE) Software Release Overview Supplement.
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» Verify that your System Management Workstation (SMW) is running Cray SMW
Release 6.0 or later. You must install the SMW 6.0 release or later on your
SMW before installing the CLE 4.0 release. If a specific SMW update package
isrequired for your installation, that information is documented in the README
file provided with the CLE 4.0 release. Type the following command to determine
the HSS/SMW version:

crayadm@mwv. ~> cat /opt/cray/ hss/default/etc/smwrel ease
6. 0. UPO3

7.2 Backing Up Your Current Software

134

Before you install the release package, back up the contents of the system set being
updated or upgraded. Use the xt hot backup command to back up one system set to
asecond system set. For more information about using system sets, see About System
Set Configurationin/ et ¢/ sysset . conf on page 48 andthesysset . conf (5)
man page.

By default, xt hot backup copies only the boot node root and shared root file
systems. Specify the - a option to copy all file systemsin the system set (except for
swap and Lustre) or specify the - f option to select a customized set of file system
functions. The - b option makes the back-up or destination system set bootable by
changing the appropriate boot node and service node entriesin/ et ¢/ f st ab. For
more information, see the xt hot backup(8) man page.

Procedure 45. Backing up current software

Use the xt hot backup command to copy the disk partitionsin one system set to a
back-up system set.

Warning: Do not use the xt hot backup command when either the source or
destination system set is booted. Running xt hot backup with a booted system
set or partition could cause data corruption.

1. If the Cray system is booted, use your site-specific procedures to shut down the
system. For example, to shutdown using an automation file:

crayadm@mv. ~> xtbootsys -s |ast -a auto.xtshutdown

For more information about using automation files see the xt boot sys(8) man
page.

Although not the preferred method, alternatively execute these commands as
r oot from the boot node to shutdown your system.

boot: ~ # xtshutdown -y
boot: ~ # shutdown -h now, exit

2. Log ontothe SMW asr oot .

crayadm@nmw. ~> su - root
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3. Runthe xt hot backup command to copy from the source system set to the
back-up or destination system set. For example, if BLUE is the label for the
source system set and GREEN isthe label for the back-up system set, execute the
following command asr oot :

smw. ~ # xt hot backup -a -b BLUE GREEN

Note: The - a option specifiesall file system functions in the system set
(except swap and Lustre). To specify a site-specific set of functions, use the
- f option.

xt hot backup does not copy the swap partition for the boot node, however,
if the - b option is specified, mkswap isinvoked on the swap partition for the
boot node in the destination system set to prepare a swap partition.

For more information, see the xt hot backup(8) man page.

You are now ready to begin installing the software rel ease package.
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You must be running either the CLE 3.1 or the CLE 4.0 release in order to update
or upgrade the CLE software on your Cray system by using the procedures in this
chapter.

8.1 Before You Begin

All upgrades and configuration changes are installed from the SMW to the
boot r oot , shar edr oot , and (if applicable) the persistent / var file systems
before booting the upgraded file systems. These file systems are mounted and
modified during the procedure to install the release package.

An update or upgrade rel ease package can be installed to an aternative root location
if asystem is configured to have more than one system set. A significant portion of
the upgrade work can be done without using dedicated time if your Cray systemis
booted from a different system set. The/ et ¢/ sysset . conf filedescribes which
devices and disk partitions on the boot RAID are used for which system sets. For
more information, see About System Set Configurationin/ et ¢/ sysset . conf on
page 48 and the sysset . conf (5) man page.

If you are updating or upgrading a system set that is not running, you do not need to
shut down your Cray system before you install the rel ease package.

Warning: If you are updating or upgrading a system set that is running, you must
shut down your Cray system before installing the release package. For more
information about system sets and system startup and shutdown procedures, see
Managing System Software for Cray XE and Cray XK Systems (S-2393).

Warning: If the persistent / var file system is shared between multiple system
sets, you must verify that it is not mounted on the Cray system before you install
the release package.

8.2 Installing CLE Release Software on the SMW

S-2444-4003

Two DVDs are required to install the CLE 4.0 release on a Cray system. The
firstislabeled Cray CLE 4. 0. UPnn Sof t war e and contains software
specific to Cray systems. Optionally, you may have an SO image called

xe-sl esllspl- 4.0.46e04. i so, where n.n.nn indicates the CLE release build
level, and avv indicates the installer version.
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smv. ~# nount

138

To upgrade to the CLE 4.0 release from CLE 3.1 requires a second DVD labeled
Cray- CLEbasellspl- yyyymmdd and contains the CLE 4.0 base operating
system, which is based on SLES 11 SP1.

Procedure 46. Copying the software to the SMW
1. Logontothe SMW asr oot .

crayadm@nmw. ~> su - root

. Mount the release media by using one of the following commands, depending on

your media type.

If installing the release package from disk, placethe Cray CLE 4. 0. UPnn
Sof t war e DVD in the CD/DVD drive and mount it.

smw. ~# nmount /dev/cdrom / nmedi a/ cdrom

Or

To mount the release media using the 1SO image, execute the following
command, where xe- sl es11spl- 4.0.46e04. i so isthe path nameto the ISO
image file.

smw. ~# nmount -o | oop,ro xe-slesllspl-4.0.46e04.iso /nedi a/cdrom

. Copy dll filesto adirectory onthe SMW in/ hone/ cr ayadni i nstal | . xtrel,

where xt r el isasite-determined name specific to the release being installed.
For example:

smw. ~# nkdi r /hone/crayadniinstall. 4.0.46
smw. ~# cp -pr /medial/cdronl* /hone/crayadniinstall.4.0.46

. Unmount the Cray CLE 4. 0. UPnn Sof t war e media.

smw. ~# unount /nedi a/ cdrom

. If upgrading from CLE 3.1 to CLE 4.0, you must mount the SLES 11 SP1 base

media. Insert the Cr ay- CLEbasellspl DVD intothe SMW DVD drive and
mount it.

smwv. ~# nmount /dev/cdrom / medi a/ cdrom
Or

To mount the base operating system media using the 1SO image, execute the
following command, where Cr ay- CLEbasellspl- yyyymmdd. i so isthe
path name to the 1SO imagefile.

-0 loop,ro Cray-CLEbasellspl-yyyymmdd. i so / medi a/ cdrom
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Procedure 47. Running CRAYCLEi nstal | . sh

1. Asr oot , execute the installation script to update or upgrade the Cray CLE
software on the SMW.

smw. ~# [/ home/ crayadm i nstal |l . 4.0.46/ CRAYCLEi nstall.sh \
-m/hone/crayadniinstall.4.046 -u -v -w

2. Attheprompt’' Do you wi sh to conti nue?',typey and pressEnt er .
The output of the installation script is displayed to the console.

Note: If this script fails, you can restart it with the same options. However,
rerunning this script may generate numerous error messages as it attempts to
install already-installed RPMs. You may safely ignore these messages.

8.3 Preparing the Configuration for Software Installation

You may need to update the CLEI nst al | . conf configuration file. The

CLEi nst al | . conf filethat was created during the first installation of this system
can be used during an installation to the alternative root location. For a description
of the contents of thisfile, see Chapter 4, About Installation Configuration Files on
page 25 or the CLEi nst al | . conf (5) man page.

Based on the settings you choose in the CLEi nst al | . conf file, the

CLEi nst al | program then updates other configuration files. A template

CLEi nst al | . conf isprovided on the distribution media. Your site-specific copy
is located in the installation directory from the previous installation; for example

/ home/ crayadni i nstal | . 3.1.60/ CLEi nstal | . conf.

Warning: Any configuration datawhich isin CLEi nst al | . conf that was
e manually changed on a system after the last software update must be kept up to

date before running CLEi nst al | for an upgrade or an update. Doing so will

avoid spending much time tracking down problems that could have been avoided.

Note: If problems with the hosts file are detected after the update or upgrade,
you may need to use the copies of / et ¢/ host s that CLEi nst al | saveson
boot r oot , and/ opt / xt -i mages/ t enpl at es/ def aul t/ et ¢ with
hosts. preinstall.$$andhosts. postinstall.$$.
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Procedure 48. Preparing the CLEi nstal | . conf configuration file

1. If you have an existing CLEi nst al | . conf file usethedi f f command to
compare it to thetemplatein/ hone/ cr ayadm i nst al | . xtrel. For example:

smw. ~# di ff /home/crayadminstall.4.046/ CLE nstall.conf \
/ hone/ crayadm i nstal | . 3.1.60/ CLEi nstal | . conf

21c21

< xt host nane=nycr ay

> xt host nane=crayhostname
24c24
< node_cl ass_| ogi n_host nane=mnycr ay

> node_cl ass_| ogi n_host name=crayhostname
smw. ~ #

Note: The CLEI nst al | program generates | NFO messages suggesting that
you remove deprecated parameters from your local CLEi nst al | . conf file.

2. Edit the CLEi nst al | . conf filein the temporary directory
/ home/ crayadnt i nst al | . xtrel and make necessary changes to enable any
new features you are configuring for the first time with this system software
upgrade.

Note: The CLEi nst al | program checks that the
/ et c/ opt/cray/ sdb/ node_cl asses fileand thenode_cl ass[ *]
parametersin CLEiI nst al | . conf agree. If you made changes to
/ et c/ opt/cray/ sdb/ node_cl asses since your last CLE software
installation or upgrade, make the same changesto CLEi nst al | . conf.
smw. ~# cp -p /home/crayadniinstall.4.046/ CLE nstall.conf \
/ home/ crayadm i nstal | . 4.0.46/ CLEi nstal | . conf. save

smw. ~# chnod 644 /hone/ crayadniinstall. 4.0.46/ CLE nstall.conf
smw. ~# vi [ hone/ crayadniinstall. 4.0.46/ CLEi nstal |l . conf

For a complete description of the contents of this file, see Chapter 4, About
Installation Configuration Files on page 25.

Tip: Usethertr --system map command to translate between NIDs
and physical ID names.

8.4 Running the CLEi nst al | Installation Program
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The CLEi nst al | installation program upgrades the CLE software for your
configuration by using information inthe CLEi nst al | . conf andsysset . conf
configuration files.

Important: CLEiI nst al | modifies Cray system entriesin/ et ¢/ host s each
time you update or upgrade your CLE software. For additional information, see
Maintaining Node Class Settings and Hostname Aliases on page 27.
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Important: During a CLE update or upgrade, CLEi nst al | disables the
execution bits of all scriptsinthe/ et ¢/ cron. hourly,/etc/cron. daily,
/ etc/cron. weekly, and/ etc/cron. nont hly directories of the

boot r oot and default view of the shared root with a chnod uog- x
command. If there are site-specific cr on scripts in these directories, you will
need to re-enable the execute permission on them after doing a CLE update or
upgrade. Any scripts in these directories which have been node-specialized or
class-specialized viaxt opvi ew will not be changed by the CLE update or
upgrade. Only the boot r oot and the default view of the shared root will be
modified.

Thefollowing CLEi nst al | options are required or recommended for this type
of installation:

--upgrade Specify that thisis an update or upgrade rather than afull system
installation.

- -1 abel =system set_label

Specify the system set that you are using to install the release.
- - XTr el ease=release_number

Specify the target CLE release and build level, for example 4.0.46.
- - CLEnedi a=directory

Specify the directory on the SMW where you
copied the CLE software media. For example,
/ honme/ crayadni i nstal | . release_number.

--confi gfil e=CLEinstall_configuration file

Specify the path to the CLEi nst al | . conf filethat you edited in
Procedure 48 on page 140.

For afull description of the CLEi nst al | command options and arguments, see
Running the CLEi nst al | Installation Program on page 57 or the CLEi nst al | (8)
man page.
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Procedure 49. Running CLEi nstal |

1. Invokethe CLEi nst al | program onthe SMW. CLEi nst al | islocated in the
directory you created in Procedure 46 on page 138.

smw. ~# [/ home/ crayadni i nstal |l . 4.046/ CLE nstall --upgrade \
- - | abel =system_set_label - - XTr el ease=4.0.46 \

--configfil e=/home/crayadm i nstall. 4046/ CLE nstall.conf \
- - CLEmedi a=/ hone/ crayadni i nstal | . 4.0.46

If upgrading from CLE 3.1 to CLE 4.0, you must mount the SLES 11 SP1 base
media prior to running CLEi nst al | . If you do not mount the SLES 11 SP1
base media prior to running CLEi nst al | , you will get the following error:

09: 18: 59 FATAL: The Basenedia directory at /medi a/ cdrom does not appear to have the CLE \
Base operating systemsoftware required to upgrade the base operating systemfrom\
ULCL11SPO to ULCL11SP1.

09:18:59 CLEi nstall has conpleted with fatal errors.

2. Examinetheinitial messages and note the process ID (pi d) of the CLEi nst al |
process. Log filesare created in/ var / adm cr ay/ | ogs and named by using
this pi d. For example:

09:20:21 Installation output will be captured in /var/adm cray/l ogs/\

CLEi nstal | . stdout. 27670

09:20: 21 Installation errors (stderr) will be captured in /var/adnicray/l ogs/\
CLEi nstal | . stderr. 27670

09: 20: 21 Installation debuggi ng nmessages will be captured in /var/adm cray/l ogs/\
CLEi nstal | . debug. 27670

3. CLEi nstal | validatessysset. conf and CLEi nstal | . conf
configuration settings and then confirmsthe expected status of your boot node
and file systems.

Confirm that the installation is proceeding as expected, respond to warnings and
prompts, and resolve any issues. For example:

* If you areingtaling to a system set that is not running, and you did not shut
down your Cray system, respond to the following warning and prompt:
WARNI NG Your bootnode is booted. Please confirmthat the

system set you are intending to update is not booted.
Do you wish to proceed?[n]:

Warning: If the boot node has a file system mounted and CLEi nst al |
on the SMW creates a new file system on that disk partition, the running
system will be corrupted.
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» |If you have configured file systems that are shared between two system sets,
respond to the following warning and prompt to confirm creation of new file
systems:

09: 21: 24 INFO The PERSI STENT_VAR di sk function for the LABEL system set is marked shared.
09:21:24 INFO The /dev/sdrl disk partition will be nounted on the SMNfor PERSI STENT_VAR
di sk function. Confirmthat it is not mounted on any nodes in a running XE

system bef ore conti nui ng.
Do you wish to proceed?[n]:y

e |If thenode_cl ass[idx] parameters do not match the existing

/etc/opt/cray/ sdb/ node_cl asses file, you are asked to confirm
that your hardware configuration has changed. If your hardware has not
changed, abort CLEi nst al | and correct the node class configuration in
CLEi nstal I . conf and/or the node_cl asses file. Respond to the
following warning and prompt:

09:21: 41 INFO There are 5 WARNI NGs about di screpanci es between CLEi nstall. conf

and /etc/opt/cray/sdb/ node_cl asses

09:21:41 INFO |If you ARE doing a migration fromXT to XE, then you nmay proceed and CLEi

nstall will adjust the /etc/opt/cray/sdb/node_classes file to match the setting

s in CLEinstall.conf and may renpbve sone node-specialized files fromthe shared

root specialized /etc.

09:21: 41 INFO |If you ARE NOT doing a mgration fromXT to XE, then stop CLEi nstall now

to correct the problem
Do you wish to proceed?[n]:

CLEi nst al I may resolve some issues after you indicate that you want to
proceed; for example, disk devices are already mounted, boot image file or links
already exist, HSS daemons are stopped on the SMW.

Caution: Some problems can be resolved only through manual intervention

A viaanother terminal window or by rebooting the SMW; for example, a process
isusing a mounted disk partition, preventing CLEi nst al | from unmounting
the partition.

4. After you have resolved al issues, complete these steps.

a. Monitor the debug output. Create another terminal window and invoke
thet ai | command by using the path and pid displayed in step 2 (after
CLEi nst al | was invoked).

smw. ~# tail -f /var/adnicray/l ogs/CLEi nstall.debug. pid

b. IntheCLEi nst al | console window, locate the following prompt and type
y.

*** Preparing to UPGRADE software on system set | abel system set |abel.
Do you wish to proceed? [n]
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5. The CLEi nst al | program now installs the rel ease software.

Note: This command runs for 30 minutes or more for updates and 90 minutes
for an upgrade, depending on your system configuration.

Monitor the output to ensure that your installation is proceeding without error.

Note: Several error messages from thet ar command are displayed as the
persistent / var is updated for each service node. You may safely ignore
these messages.

6. Confirmthat the CLEi nst al | program has completed successfully.

On completion, the CLEi nst al | program generates a list of suggested
commands to be run as the next steps in the update or upgrade process. These
commands are customized, based on the variablesin the CLEi nst al | . conf
and sysset . conf files, and include runtime variables such as PID numbers
in filenames.

Complete the installation and configuration of your Cray system by using both the
commands that the CLEiI nst al | program provides and the information in the
remaining sections of this chapter.

As you complete these procedures, you can cut and paste the suggested
commands from the output window or from the window created in step 4, which
tailed the debug file. The log filescreated in/ var / adni cr ay/ | ogs for
CLEi nstal |l . stdout. pidand CLEi nst al | . debug. pid aso contain the
suggested commands.

8.5 Creating Boot Images
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The Cray CNL compute nodes and Cray service nodes use RAM disks

for booting. Service nodes and CNL compute nodes use the same

i ni tranfs format and workspace environment. This space is created in

/ opt / xt - i mages/ machine-xtrelease-partition/nodetype, where machineis the
Cray hostname, xtrelease is the build level for the CLE release, partition describes
either the full machine or a system partition, and nodetype is either conput e or
servi ce.

Caution: Existing filesin/ opt / xt -i nages/ t enpl at es/ def aul t are

copied into the new bootimage work space. In most cases, you can use the older
version of the fileswith your updated or upgraded system. However, some file

content may have changed with the new release; you must verify that site-specific
modifications are compatible. For example, you can use existing copies of
/ etc/ hosts,/etc/passwd and/ et c/ nodpr obe. conf, but if you
changed/ i ni t for the template, the site-modified version that is copied and used
for CLE 4.0 may cause a boot failure.
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Follow the procedures in this section to prepare the work space in
/ opt/ xt -i mages. For more information about configuring boot images for
service and compute nodes, seethe xt cl one(8) and xt package(8) man pages.

Procedure 50. Preparing compute and service node boot images

Theshel | _booti mage_LABEL. sh script prepares boot images for the system
set specified by LABEL. For example, if your system set has the label BLUE in

/ etc/ sysset. conf,invokeshel | _booti nage BLUE. sh to prepare a
boot image. This script uses xt ¢l one and xt package to prepare the work space
in/ opt/ xt-i mages.

For more information about configuring boot images for service and compute nodes,
see the xt cl one(8) and xt package(8) man pages.

1. Log ontothe SMW asr oot .
crayadm@mv. ~> su - root

2. Runtheshel | _boot i nage_LABEL. sh script, where LABEL isthe system
set label specifiedin/ et ¢/ sysset . conf for this boot image.

Specify the - ¢ option to automatically create and set the boot image for the next
boot. For example, if the system set label is BLUE:

smw. ~# /var/opt/cray/install/shell_booti mage_BLUE. sh -c

For information about additional options accepted by this script, use the - h
option to display a help message.

Procedure 51. Enabling boot-node failover
Optional: Boot-node failover isan optional CLE feature.

If you have configured boot-node failover for the first time, follow these steps. If you
did not configure boot-node failover, skip this procedure.

To enable boot-node failover, you must set boot node_f ai | over parametersin
the CLEi nst al | . conf filebeforeyou runthe CLEi nst al | program. For more
information, see Configuring Boot-node Failover on page 35.

In this example, the primary boot node is c0-0cOsOnl
(node_boot _pri mar y=1) and the backup or alternate boot node is c0-Oclslnl
(node_boot _al t er nat e=61).

Tip: Usethertr --system map command to translate between NIDs and
physical 1D names.

1. Ascr ayadmon the SMW, halt the primary and alternate boot nodes.

Warning: Verify that your system is shut down before you invoke the xt cl i
e hal t command.

crayadm@mv. ~> xtcli halt c0-0c0s0n1,c0-Oclslnl
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2. Specify the primary and backup boot nodes in the boot configuration.

If the partition variable in CLEi nst al | . conf issO0, type the following
command to select the boot node for the entire system.

crayadm@mv. ~> xtcli boot _cfg update -b c0-0cOsOn1,cO-Oclslnl
Or

If the partition variable in CLEiI nst al | . conf isa partition value such as
p0, pl, and so on, type the following command to select the boot node for the
designated partition.

crayadm@mv. ~> xtcli part_cfg update pN -b c0-0c0s0nl,c0-Oclslnl

3. To use boot-node failover, you must enable the STONITH capability on the blade

or module of the primary boot node. Use the xt daenonconf i g command to
determine the current STONITH setting.

crayadm@mv. ~> xt daemonconfi g c0-0c0sOnl | grep stonith
c0-0c0s0: stonith=fal se
crayadmamw. ~>

Note: If you have a partitioned system, invoke xt daenonconf i g with the
--partition pnoption.

Caution: STONITH is a per blade setting, not a per node setting. You must
ensure that your primary boot node is not assigned to a blade that hosts
services with conflicting STONITH requirements, such as Lustre.

4. To enable STONITH on your primary boot node blade, type the following

command:

crayadm@mv. ~> xt daenonconfi g c0-0c0s0 stonith=true
c0-0c0s0: stonith=true

crayadm@mv. ~> xtcli halt c0-0c0s0nl, cO-Oclslnl

crayadm@mv. ~> xtcli boot_cfg update -b c0-0cOsOnl, c0-Oclslnl
crayadmadmw. ~>

Note: If you have a partitioned system, invoke xt daenonconf i g with the
--partition pnoption.

Procedure 52. Enabling SDB node failover
Optional: SDB node failover is an optional CLE feature.

If you have configured SDB node failover for the first time, follow these steps. If you
did not configure SDB node failover, skip this procedure.

Note: In addition to this procedure, refer to Procedure 42 on page 116 after you
have completed the remaining configuration steps and have booted and tested
your system.

S—-2444-4003



Updating or Upgrading Your CLE Software [8]

S-2444-4003

To enable SDB node failover, you must set sdbnode_f ai | over parametersin the
CLEi nstal | . conf filebefore you run the CLEI nst al | program. For more
information, see Configuring SDB Node Failover on page 37.

In this example, the primary SDB node is c0-0c0s2nl
(node_sdb_pri mar y=5) and the backup or aternate SDB node is c0-0cl1s3nl
(node_sdb_al t er nat e=57).

Tip: Usethertr --system map command to translate between NIDs and
physical ID names.

1. Invoke xt daenmonconf i g to determine the current STONITH setting on the
blade or module of the primary SDB node. For example:

crayadm@mv. ~> xt daemonconfig c0-0c0s2nl | grep stonith
c0-0c0s2: stonith=fal se
crayadmamw. ~>

Note: If you have a partitioned system, invoke xt daenonconf i g with the
--partition pnoption.

Caution: STONITH is a per blade setting, not a per node setting. You must
ensure that your primary SDB node is not assigned to a blade that hosts
services with conflicting STONITH requirements, such as Lustre.

2. Enable STONITH on your primary SDB node. For example:

crayadm@mv. ~> xt daenonconfi g c0-0c0s2nl stonith=true
c0-0c0s2: stonith=true

The expected response was received.

crayadmamw ~>

Note: If you have a partitioned system, invoke xt daenonconf i g with the
--partition pnoption.

3. Specify the primary and backup SDB nodes in the boot configuration.

For example, if the partition variable in CLEi nst al | . conf issO0, typethe
following command to select the primary and backup SDB nodes.

crayadm@mv. ~> xtcli halt c0-0c0s2n1,c0-0cls3nl
crayadm@mv. ~> xtcli boot _cfg update -d c0-0cOs2n1,cO-Ocls3nl

Or

If the partition variablein CLEi nst al | . conf isapartition value such aspO0,
p1, and so on, type the following command:

crayadm@mv. ~> xtcli part_cfg update pN -d c0-0c0s2nl,c0-0cls3nl
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Procedure 53. Running post-CLEi nst al | commands

1. Unmount and gject the rel ease software DVD from the SMW DVD drive if it
is still loaded.

smw. ~# unount /nedi a/ cdrom
smw. ~# ej ect

2. Runtheshel | _post _i nstal | . sh script on the SMW to unmount the boot
root and shared root file systems and perform other cleanup as needed.

smv. ~# /var/opt/cray/install/shell _post_install.sh /bootrootO /sharedrootO

Warning: Exercise care when you mount and unmount file systems. If you
mount a file system on the SMW and boot node simultaneously, you may
corrupt the file system.

3. Confirmthat theshel | _post _i nstal | . sh script successfully unmounted
the boot root and shared root file systems.

If afilesystem does not unmount successfully, the script displays information
about open files and associated processes (by using the |l sof and f user
commands). Attempt to terminate processes with open filesand if necessary,
reboot the SMW to resolve the problem.

8.6 Updating the SDB Database Schema

In general, MySQL database schema changes to the Service Database (SDB) are
restricted to major CLE releases. However, in the event that it is necessary to update
the SDB schemato resolve acritical problem, a schema change may be included in an
update package. The README fileincluded with the rel ease package will document
this change. In addition, the CLEi nst al | program detects that the SDB schema
needs to be updated and generates a list of instructions similar to the procedure in
Appendix D, Upgrading the SDB Schema on page 165.

If the release package you are installing requires an update to the SDB schema,
follow Appendix D, Upgrading the SDB Schema on page 165 before continuing.

Note: If you are upgrading from CLE 3.1 to CLE 4.0, you will be required to
update the SDB database schema.
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8.7 Configuring Optional Services

If you enabled an optional service you were not previously using in Procedure 48
on page 140, you may need to perform additional configuration steps. Follow the
procedures in the appropriate optional section in Chapter 5, Installing CLE on a
New System on page 53 or in Managing System Software for Cray XE and Cray XK
Systems.

If you configured an optional CLE feature or service during a previous installation or
upgrade, no additional steps are required.

8.8 Booting and Testing the System

Important: If you configured optional services for the first time during this update
or upgrade and deferred updating the boot image, update the boot image now by
following Procedure 50 on page 145.

Your system is now upgraded.
Procedure 54. Rebooting the Cray System

1. Use your site-specific procedures to shut down the system. For example, to
shutdown using an automation file type the following:

crayadm@mv. ~> xt bootsys -s |ast -a auto.xtshutdown

For more information about using automation files see the xt boot sys(8) man
page.

Although not the preferred method, alternatively execute these commands as
r oot from the boot node to shutdown your system.

boot: ~ # xtshutdown -y
boot: ~ # shutdown -h now, exit

2. Edit the boot automation file and make site-specific changes as needed.

crayadm@mv. ~> vi /opt/cray/ et ¢/ aut 0. xthostname

3. Usethe xt boot sys command to boot the Cray system.

é Caution: You must shut down your Cray system before you invoke the
xt boot sys command. If you are installing to an alternate system set, you
must shut down the currently running system before you boot the new boot
image.
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Type this command to boot the entire system.

crayadm@mv. ~> xt boot sys -a aut o. xthostname
Or

Type this command to boot a partition.

crayadm@mwv. ~> xt bootsys --partition pN -a auto. xthosthame
Procedure 55. Testing the system for basic functionality

1. If the system was shut down by using xt shut down, remove the
/ et ¢/ nol ogi n filefrom all service nodes to permit a non-root account to log
on.

smw. ~# ssh r oot @oot

boot: ~ # xtunspec -r /rr/current -d /etc/nologin

2. Logontothelogin nodeascr ayadm
boot: ~ # ssh crayadm@ ogi n

3. Use system-status commands, such as xt nodest at , xt pr ocadmi n, and
apst at .

The xt nodest at command displays the current allocation and status of the
compute nodes, organized by physical cabinet. Thelast line of the output shows
the number of available compute nodes.

crayadm@ ogi n: ~> xt nodest at

Current Allocation Status at Fri

c1ln0
n3 S;S;S; S
n2 S;S;S; S
nl S;S;S; S
cOn0 S;S;S;'S

501234567 012345

Legend:

A
X
z

Avai | abl e conpute nodes:

150

nonexi st ent node
free interactive
al l ocated, but id
down conput e node

May 21 07:11:48 2010

67 01234567 01234567

S service node
conput e node - free batch conpute node
| e conpute node ? suspect compute node
Y down or adm ndown service node

adm ndown conput e node

352 interactive, 0 batch
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crayadm@ ogi n: ~>

NI D (HEX)
0 0x0
1 Ox1
2 0x2
3 0x3
4 0x4
5 0x5
6 0x6
7 0ox7
8 0x8
9 0x9

10 Oxa
11 Oxb
12 Oxc
13 Ooxd
14 Oxe
15 Oxf
16 0x10
17 0Ox11
18 0x12
19 0x13
20 0x14
21 0x15
22 0x16
23 0x17
24 0x18
25 0x19
26 Ox1la
27 Ox1b
28 Ox1lc
29 Ox1d
30 Oxle
31 Oox1f
32 0x20
33 0x21
34 0x22
35 0x23
36 0x24
37 0x25
38 0x26
39 0x27
40 0x28
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The xt pr ocadm n command displays the current values of processor flags
and node attributes.

xt procadni n

NCDENANME TYPE STATUS MODE
c0-0c0s0n0 service up ot her
c0-0c0s0nl service up interactive
c0-0c0s1n0 conpute up interactive
c0-0c0s1lnl conpute up interactive
c0-0c0s2n0 service up interactive
c0-0c0s2nl1 service up interactive
c0-0c0s3n0 conpute up interactive
c0-0c0s3nl conpute up interactive
c0-0c0s4n0 service up interactive
c0-0c0s4nl service up ot her
c0-0c0s5n0 conpute up interactive
c0-0c0s5nl1 conpute up interactive
c0-0c0s6n0 service up interactive
c0-0c0s6nl service up interactive
c0-0c0s7n0 conpute up interactive
c0-0c0s7nl1 conpute up interactive
c0-0c0s7n2 conpute up interactive
c0-0c0s7n3 conpute up interactive
c0-0c0s6n2 service up interactive
c0-0c0s6n3 service up interactive
c0-0c0s5n2 conpute up interactive
c0-0c0s5n3 conpute up interactive
c0-0c0s4n2 service up ot her
c0-0c0s4n3 service up ot her
c0-0c0s3n2 conpute up interactive
c0-0c0s3n3 conpute up interactive
c0-0c0s2n2 service up interactive
c0-0c0s2n3 service up interactive
c0-0c0s1n2 conpute up interactive
c0-0c0s1n3 conpute up interactive
c0-0c0s0n2 service up interactive
c0-0c0s0n3 service up interactive
c0-0c1s0n0 conpute up interactive
c0-0c1ls0nl conpute up interactive
c0-0c1ls1n0 conpute up interactive
c0-0clslnl conpute up interactive
c0-0c1s2n0 conpute up interactive
c0-0cls2nl conpute up interactive
c0-0c1s3n0 conpute up interactive
c0-0c1ls3nl conpute up interactive
c0-0c1s4n0 conpute up interactive
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Theapst at command displays the current status of all applications running
on the system.

crayadm@ ogi n: ~> apstat -v
Conput e node summary
arch config up use held avail down
XT 352 352 0 0 362 0

No pendi ng applications are present
No pl aced applications are present
4. Run asimple job on the compute nodes.

At the conclusion of theinstallation process, the CLEi nst al | program provides
suggestions for runtime commands and indicates how many compute nodes are
available for use with the apr un - n option.

Note: For apr un to work cleanly, the current working directory on the login
node should also exist on the compute node. Change your current working
directory to either / t np or to adirectory on a mounted Lustre file system.

For example, type the following.

crayadm@ogi n: ~> cd /tnp
crayadm@ogi n: ~> aprun -b -n 16 -N 1 /bin/cat /proc/sys/kernel/hostnanme

This command returns the hostname of each of the 16 computes nodes used to
execute the program.

ni d00002
ni d00003
ni d00006
ni d00007
ni d00010
ni do0011
ni d00014
ni d00016
ni d00015
ni d00017
ni d00020
ni d00021
ni d00025
ni d00024
ni d00028
ni d00029
Application 108 resources: utinme ~0s, stinme ~0s
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5. Test file system functionality. For example, if you have a Lustre file system
named /mylusmnt/filesystem, type the following.

crayadm@ ogi n: ~> cd /mylusmnt/filesystem
crayadm@ ogi n: / myl ustremmt/fil esystem> echo lustretest > testfile
crayadm@ogi n: /nyl ustremmt/fil esystenm> aprun -b -n 5 -N 1 /bin/cat ./testfile

| ustretest
| ustretest
| ustretest
| ustretest
| ustretest

Application 109 resources:

utime ~0s, stine ~0s

6. Test the optional features that you have configured on your system.

a. Totest RSIP functionality, log on to an RSIP client node (compute node)

and ping the 1P address of the SMW or other host externa to the Cray
system. For example, if cO- 0c0s7n2 isan RSIP client, type the following
commands.

crayadm@ ogi n: ~> exit

boot: ~ # ssh root @0-0c0s7n2

root @0-0c0s7n2' s password:

Wel cone to the initranfs

# ping 172.30.14.55

172.30.14.55 is alive!

# exit

Connection to c0-0c0s7n2 cl osed.
boot:~ # exit

Note: RSIP clients on the compute nodes make connections to the RSIP
server(s) during system boot. Initiation of these connectionsis staggered
at arate of 10 clients per second, until they are all connected; during that
time, connectivity over RSIP tunnelsis unreliable. Avoid using RSIP
services for several minutes following a system boot.

To check the status of DV'S, type the following command on the DV S server
node.

crayadm@ ogi n: ~> ssh root @i d00019 /etc/init.d/dvs status
DVS service: ..running

To test DV S functionality, invoke the mount command on any compute node.

crayadm@ ogi n: ~> ssh root @0-0c0s7n2 nount | grep dvs
/dvs-shared on /dvs type dvs (rw, bl ksi ze=16384, nodename=c0- 0c0s4n3, nocache, nodat async, \
retry, userenv, cl usterfs, maxnodes=1, nnodes=1)
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Create atest file on the DV S mounted file system. For example, type the
following.

crayadm@ ogi n: ~> cd /dvs

crayadm@ ogi n: / dvs> echo dvstest > testfile

crayadm@ ogi n: /dvs> aprun -b -n 5 -N 1 /bin/cat ./testfile

dvst est

dvst est

dvst est

dvst est

dvst est
Application 121 resources: utime ~0s, stime ~0s

7. Following a successful installation, the file
/etc/opt/cray/rel easel/ cl erel ease is populated with the installed

release level. For example,

crayadm@ ogi n: ~> cat /etc/opt/cray/rel ease/cl erel ease
4. 0. UP03

If the preceding simple tests ran successfully, the system is operational. Cray
recommends that you use the xt hot backup utility to create a backup of your newly
updated or upgraded system. For more information, see the xt hot backup(8) man

page.
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A.l Installing the Cray Application Developer's Environment

The Cray Application Developer's Environment (CADE) is available from Cray Inc.
as a separate software package.

CADE consists of the basic libraries and components needed to develop and compile
code on Cray systems, including the GNU Fortran, C, and C++ compilers. This
package does not include the Cray Compiling Environment (CCE) or compilers from
the Portland Group (PGI), Intel, or PathScale. All compilers other than the GNU
compilers are sold, installed, and licensed separately.

For installation and upgrade instructions, see the Cray Application Developer's
Environment Installation Guide (S-2465).

A.2 Installing Cray Performance Analysis Tools

CrayPat and Cray Apprentice2 are available from Cray Inc. as part of a separate
software package, Cray Performance Analysis Tools. For installation and upgrade
instructions, see Cray Performance Analysis Tools Release Overview and Installation
Guide (S-2474).

A.3 Installing a Batch System

Batch system software products for Cray systems are available by contacting the
appropriate vendor. For more information about these products see the following

websites.
PBS Professional: Altair Engineering, Inc. http://www.altair.com
Moab and TORQUE: Adaptive Computing http://www.adaptivecomputing.com
Patform LSF: Platform Computing Corporation http://www.platform.com

S-2444-4003 155


http://www.altair.com
http://www.adaptivecomputing.com
http://www.platform.com

Installing and Configuring Cray Linux Environment™ (CLE) Software

For the most up-to-date information regarding batch system software compatibility
with CLE releases, access the 3rd Party Batch SW link on the CrayPort website at
http://crayport.cray.com.

Note: PBS Professional uses a license manager. You must have a network
connection between the license server and the SDB node in order to use the license
manager for PBS Professional on a Cray system. For information, see Managing
System Software for Cray XE and Cray XK Systems.

A.4 Installing Optional Compilers

The following compilers are available for Cray systems. They are sold, installed,
and licensed separately.

Cray Compiling Cray Inc. Cray Compiling Environment Release Overview and
Environment Installation Guide (S-5212)
(CCE):
Chapel Compiler: Cray Inc. http://chapel .cray.com
PGI Compiler: The Portland Group,  http://www.pgroup.com
Inc.
PathScale Compiler  PathScale Inc. http://www.pathscale.com
Suite:
Intel Composer XE  Intel Corporation http://software.intel.com
for Linux:
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Installing RPMs [B]

A variety of software packages are distributed as standard Linux RPM Package
Manager (RPM) packages. RPM packages are self-contained installation filesthat
must be executed with the r pmcommand in order to create al required directories
and install all component filesin the correct locations.

B.1 Generic RPM Usage

S-2444-4003

To install RPMs on a Cray system, you must use xt opvi ew on the boot node to
access and modify the shared root. The r pmcommand is not able to modify the
RPM database from alogin node or other service node; the root directory is read-only
from these nodes.

Any changes to the shared root apply to al service nodes. If the RPM you are
installing modifiesfilesin/ et ¢, you must invoke xt opvi ewto perform any class
or node specialization that may be required. xt opvi ew specialization applies only
to/ et ¢ in the shared root.

For some Cray distributed RPMs, you can set the CRAY | NSTALL DEFAULT
environment variable to configure the new version as the default. Set this variable
before you install the RPM. For more information, see the associated installation
guide.

For more information on installing RPMss, see the xt opvi ew(8) man page and the
installation documentation for the specific software package you are installing.

Example 9. Installing an RPM on the SMW

Asr oot , use the following command:

smv. ~# rpm -ivh /directorypath/filename. r pm

Example 10. Installing an RPM on the boot node root

Asr oot , use the following command:

boot: ~ # rpm -i vh /directorypath/filename. r pm
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Example 11. Installing an RPM on the shared root
Asr oot , use the following commands:

Note: If the SDB node has not been started, you must include the - x
/ etc/opt/cray/ sdb/ node_cl asses option when you invoke the
xt opvi ew command.

boot:~ # cp -a /tnp/filename.rpm/rr/current/software

boot: ~ # xtopvi ew
default/:/ # rpm-ivh /software/filename rpm
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When you install the Cray Linux Environment (CLE) operating system, the Cray
systemtimeis set at US/Central Standard Time (CST), which is six hours behind
Greenwich Mean Time (GMT). You can change this time.

Note: When a Cray system isinitially installed, the time zone set on the SMW is
copied to the boot root, shared root and CNL boot images.

To change the time zone on the SMW, L0 controller, L1 controller, boot root, shared
root or for a CNL image, follow the appropriate procedure below.

Procedure 56. Changing the time zone for the SMW and the L1 and LO
controllers

Warning: Perform this procedure while the Cray system is shut down; do not flash
LO and L1 controllers while the Cray system is booted.

You must be logged on asr oot . In this example, the time zone is changed from
" Anmeri ca/ Chi cago" to" Ameri ca/ New_Yor k".

1. Ensurethe LO and L1 controllers are responding.

smw. ~ # xtalive -a | 0Osysd sO

2. Check the current time zone setting for the SMW and controllers.

smv, ~ # date
Wed Aug 25 21:30:06 CDT 2010

smv. ~ # xtrsh -1 root -s /bin/date sO

c0-0c0s2 : Wed Aug 25 21:30:51 CDT 2010
c0-0c0s5 : Wed Aug 25 21:30:51 CDT 2010
c0-0c0s7 : Wed Aug 25 21:30:51 CDT 2010
c0-0clsl : Wed Aug 25 21:30:51 CDT 2010

c0-0 : Wed Aug 25 21:30:52 CDT 2010

3. Verify that the zone. t ab fileinthe/ usr/ shar e/ zonei nf o directory
contains the time zone you want to set.

smw. ~ # grep Americal/ New_York /usr/share/zoneinfo/zone. tab
Us +404251- 0740023 Aneri ca/ New_York Eastern Tinme
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4, Create the time conversion information files.

smw. ~ # date

Wed Aug 25 21:32:52 CDT 2010

smw. ~ # /usr/shin/zic -1 Americal/ New_York
smw. ~ # date

Wed Aug 25 22:33:05 EDT 2010

5. Modify the cl ock fileinthe/ et ¢/ sysconfi g directory to set the

DEFAULT_TI MEZONE and the TI MEZONE variables to the new time zone.
smw. / etc/ sysconfig # grep TI MEZONE /etc/sysconfig/cl ock

TI MEZONE=" Arrer i ca/ Chi cago"

DEFAULT_TI MEZONE=" US/ East er n"

smw. ~ # vi /etc/sysconfig/clock

make changes

smw. ~ # grep TIMEZONE /etc/sysconfig/clock

TI MEZONE=" Aner i ca/ New_Yor k"

DEFAULT_TI MEZONE=" US/ East er n"

6. Copy the/ etc/ | ocal ti me directoryto/ opt/tf pt boot andrestart r sns.

smw. ~ # cp /etc/localtime /opt/tftpboot
smw. ~ # [etc/init.d/rsms restart

7. If thisisthe first time the time zone has been modified, complete this step. If the
time zone has been changed already, skip this step and perform step 8.

a. Exitfromther oot login.

smv, ~ # exit

b. Erasethe flash memory of the L1s and flash the updated time zone.

crayadm@dmv. ~> fm-w -t |1
crayadm@mv. ~> xtflash -t |1

c. Erasethe flash memory of the LOs and flash the updated time zone.

crayadm@dmv. ~> fm-w -t |0
crayadm@mn ~> xtflash -t 10

d. Check the current time zone setting for the SMW and controllers.

crayadma@mv. ~> date

Wed Aug 25 23:07:07 EDT 2010

crayadm@mv. ~> xtrsh -1 root -s /bin/date sO
c0-0clsl : Wed Aug 25 23:07:16 EDT 2010
c0-0c0s7 : Wed Aug 25 23:07:16 EDT 2010
c0-0c1s3 : Wed Aug 25 23:07:16 EDT 2010

c0-0 : Wed Aug 25 23:07:17 EDT 2010

8. If the time zone has been changed already, complete this step. If thisisthe first
time the time zone has been modified, perform step 7.
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smv. ~ # xtrsh -1 root
-1 $(readlink /etc/localtinme) router & cp /etc/localtine /var/tftp'

smw. ~ # xtrsh
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-1 root

0.

a. To update the L1's time zone:

-mA~c[0-9]+[0-9]+% -s "atftp -g -r localtine \

b. To update the LO's time zone:

-ms -s "atftp -g -r localtine -1 $(readlink /etc/localtime) router’

Bounce the system.

crayadm@mv. ~> xt bounce sO

Procedure 57. Changing the time zone on the boot root and shared root

Perform the following steps to change the time zone. You must be logged on as
r oot . In this example, the time zone is changed from " Aner i ca/ Chi cago” to
" Eur ope/ London".

1

Confirm the time zone setting on the SMW.

smw. ~ # cd /etc/sysconfig

smw. ~ # grep Tl MEZONE cl ock

TI MEZONE=" Eur ope/ London"
DEFAULT_TI MEZONE=" Eur ope/ London"

Log on to the boot node.

smw. ~ # ssh root @oot
boot: ~ #

Verify that the zone. t ab fileinthe/ user/ shar e/ zonei nf o directory
contains the time zone you want to set.

boot:~ # cd /usr/share/zoneinfo
boot: ~ # grep Europe/London zone.tab
GB +512830-0001845 Europe/ London Great Britain

Create the time conversion information files.

boot: ~ # date

Fri Mar 10 05:19:38 CST 2007

boot:~ # /usr/shin/zic -1 Europe/London
boot: ~ # date

Fri Mar 10 11:21:31 GV 2007

Modify the cl ock fileinthe/ et c/ sysconf i g directory to set the
DEFAULT_TI MEZONE and the TI MEZONE variables to the new time zone.

boot:~ # cd /etc/sysconfig

boot: ~ # grep TI MEZONE cl ock

TI MEZONE=" Aner i ca/ Chi cago"
DEFAULT_TI MEZONE=" Aneri ca/ Chi cago"
boot: ~ # vi cl ock

make changes

boot: ~ # grep TI MEZONE cl ock

TI MEZONE=" Eur ope/ London"

DEFAULT_TI MEZONE=" Eur ope/ London"
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10.

Switch to the default view by using xt opvi ew.

Note: If the SDB node has not been started, you must include the - x
/ et c/ opt/cray/ sdb/ node_cl asses option when you invoke the
Xt opvi ew command.

boot: ~ # xtopvi ew
default/:/ #

Verify that the zone. t ab fileinthe/ user/ shar e/ zonei nf o directory
contains the time zone you want to set.
default/:/ # cd /usr/share/zoneinfo

default/:/ # grep Europe/London zone.tab
GB +512830-0001845 Europe/London Great Britain

. Create the time conversion information files.

default/:/ # date

Fri Mar 10 05:22:38 CST 2007

default/:/ # [usr/sbin/zic -1 Europe/London
default/:/ # date

Fri Mar 10 11:24:31 GMI 2007

Modify the cl ock fileinthe/ et ¢/ sysconf i g directory to set the
DEFAULT_TI MEZONE and the TI MEZONE variables to the new time zone.

default/:/ # cd /etc/sysconfig
default/:/ # grep TIMEZONE cl ock
TI MEZONE=" Anrer i ca/ Chi cago"
DEFAULT_TI MEZONE=" Aneri ca/ Chi cago"
default/:/ # vi clock

make changes

defaul t/:/ # grep TIMEZONE cl ock
TI MEZONE=" Eur ope/ London"
DEFAULT_TI MEZONE=" Eur ope/ London"

Exit xt opvi ew.

default/:/ # exit
boot: ~ #

Procedure 58. Changing the time zone for compute nodes

1

Confirm the time zone setting on the SMW.

smw. ~ # cd /etc/sysconfig

smw. ~ # grep Tl MEZONE cl ock

TI MEZONE=" Aner i ca/ Chi cago"
DEFAULT_TI MEZONE=" Aneri ca/ Chi cago"

Copy thenew / et ¢/ | ocal ti nme filefrom the SMW to the bootimage template
directory.

smw. ~# cp -p /etc/localtine
/opt/xt-images/tenpl ates/default/etc/localtine
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3. Update the boot image to include these changes; follow the steps in Procedure
8 on page 64.

The time zoneis not changed until you boot the compute nodes with the updated
boot image.
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Procedure 59. Upgrading the database utilities with an update package

Follow this procedure to update the SDB database schema with a CLE update
package.

After running the CLEI nst al | program and before booting and testing the
upgraded system, perform these steps. Your Cray system should be shut down.

1

Ascr ayadmon the SMW, invoke the xt boot sys command to boot the boot
and SDB nodes.

crayadm@mv. ~> xt boot sys -a aut o. boot node+sdb
Or

Includethe- - partition pN (whereN isthe partition number) to boot a
partition.

crayadm@mv. ~> xt bootsys --partition pN -a auto. boot node+sdb
You are prompted for the root password.

Enter your nmainfrane's root password (or just hit return)

From the boot node, ssh to the SDB.

crayadm@mn: ~> ssh root @oot
boot: ~ # ssh root @db

Stop the SDB.
sdb: ~ # /etc/init.d/ sdb stop
Start the MySQL server.

sdb: ~ # /etc/init.d/ nysqgl start

Run the upgrade script. When prompted, enter the MySQL root password.
sdb: ~ # /software/ mysql /shel | _mysql _upgrade. sh

. Stop the MySQL server.

sdb: ~ # /etc/init.d/ nysql stop
Shutting down MySQL.. done
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7. Start the SDB.

sdb: ~ # /etc/init.d/sdb start

starting sdb

XT rel ease: using release 4.0.n
Starting MySQL. done
wai ting for nysql to accept connections
Initializing SDB Tabl es

Initializing processor table

Connect ed

Initializing attributes tables
Connect ed

Initializing segnment tables

Connect ed

Initializing service_processor table
Connect ed

Initializing Lustre recovery table
Initializing Lustre failover table
Initializing accounting tables

sdb: ~ #

. Useyour site-specific procedures to shut down the boot and SDB nodes. For

example, to shut down using an automation file:

crayadm@mv. ~> xtbootsys -s |ast -a auto.xtshutdown

For more information about using automation files, see the xt boot sys(8) man
page.

Although not the preferred method, aternatively, you can execute these
commands asr oot .

Shut down the SDB and boot nodes;

sdb: ~ # shutdown -h now, exit

After waiting until the SDB node has finished its shutdown, shut down the boot
node:

boot: ~ # shutdown -h now, exit

Complete the remaining procedures to install your update package and boot the
system.
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Usethe f di sk command to configure three types of file partitions. primary,
extended, and logical. The partition table, which stores the size and location of
partitions for each device, is limited to four primary partitions. When more partitions
are required, you must create an extended partition. This form of primary partition
can contain multiple logical partitions.

There are six parameters for f di sk that you often use:

p Print (view) the partition table

n Create a new partition

d Delete an existing partition

t Change the partition type

q Quit without saving changes

w Write the new partition table and exit

E.1 Creating a Primary Partition

This example usesthe f di sk command to set up adevice, / dev/ sdc, that is
partitioned into two primary partitions, / dev/ sdc1 and/ dev/ sdc2. Usethis
procedure to set up the primary partitions for the devices that are described in Table 6.

Example 12. Configuring a primary partition with the f di sk command

Asr oot , usethef di sk command:

smw. ~# fdi sk /dev/sdc
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An informational message is displayed, then the f di sk command prompt is
displayed. Type p to print the current hard drive geometry and configuration
information (if any).

Note: sector size is 4096 (not 512)

The number of cylinders for this disk is set to 5000.
There is nothing wong with that, but this is larger than 1024,
and could in certain setups cause problens wth:
1) software that runs at boot time (e.g., old versions of LILO
2) booting and partitioning software from other OSs

(e.g., DCs FDI SK, Os/2 FDI SK)

Command (mfor help): p
Di sk /dev/sdc: 41.9 GB, 41943040000 bytes

64 heads, 32 sectors/track, 5000 cylinders
Units = cylinders of 2048 * 4096 = 8388608 bytes

Devi ce Boot Start End Bl ocks Id System
/ dev/sdcl 1 3577 29302656 83 Linux
/ dev/ sdc2 3578 4770 9773056 83 Li nux

Assuming the device is not configured, type n to create a new partition.

Conmmand (mfor help): n

You are prompted to specify whether it isa primary (p) or extended (€) partition.

Conmand action
e ext ended
p primary partition

Type p to create a primary partition. You are prompted to specify the partition
number. Type the partition number as defined in Table 6.

p
Partition nunber (1-4): 1

You are prompted to specify the first cylinder in this partition. Press Ent er to accept
the defaullt.

First cylinder (1-14593, default 1): (PressEnter)

You are prompted to specify either the last cylinder or the size of the partition in
gigabytes. Typethe size asdefinedin Table 6.

Last cylinder or +size or +sizeMor +sizeK
(1-14593, default 14593): +30G
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Repeat this process for the next partition in this device:

Command (mfor help): n
Conmand action
e ext ended
p primary partition (1-4)
p
Partition nunber (1-4): 2
First cylinder (3578-14593, default 3578): <CR>
Usi ng default val ue 3578
Last cylinder or +size or +sizeMor +sizeK
(3578-14593, default 14593): +10G

Use the p command to verify the partitioning.
Command (mfor help): p

Note: sector size is 4096 (not 512)

Di sk /dev/sdc: 41.9 GB, 41943040000 bytes
64 heads, 32 sectors/track, 5000 cylinders
Units = cylinders of 2048 * 4096 = 8388608 hytes

Devi ce Boot Start End Bl ocks Id
/ dev/ sdcl 1 3577 29302656 83
/ dev/ sdc2 3578 4770 9773056 83

Command (m for help):

System
Li nux
Li nux

When you are satisfied with the partitioning, type wto write and exit.

Command (mfor help): w

Use the preceding example as a guide to continue creating the primary partitions
/ dev/ sdd through / dev/ sdk, as needed, employing the values in Table 6.

E.2 Creating an Extended Partition and Logical Partitions

S-2444-4003

Primary partitions are numbered from 1 to 4. An extended partition is a primary
partition that is subdivided into one or more logical partitions. Logical partition
numbering starts at 5, regardless of the number of primary partitions.

This example usesthef di sk command to set up a device with extended and logical
partitions; for example, / dev/ sdf . Use this procedure to set up the extended and

logical partitions for the devices that are described in Table 6.

Example 13. Configuring extended and logical partitions with the f di sk

command

Use the f di sk command:

smw, ~ # fdisk /dev/sde
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An informational message is displayed, then the f di sk command prompt is
displayed. Type p to print the current hard drive geometry and configuration
information (if any).

The nunber of cylinders for this disk is set to 4461.

There is nothing wong with that, but this is larger than 1024,
and could in certain setups cause problens wth:

1) software that runs at boot tinme (e.g., old versions of LILO
2) booting and partitioning software from other OSs

(e.g., DOS FDI SK, 0s/2 FDI SK)

Warning: invalid flag 0x0000 of partition table 4

will be corrected by w(rite)

Assuming the device is not configured, type n to create a new partition.
Command (mfor help): n

You are prompted to specify whether it isa primary (p) or extended (e) partition.

Conmand action
e extended
p primary partition (1-4)

Type e to create an extended partition. You are prompted to specify the partition
number. Type the partition number as defined in Table 6.

e
Partition nunber (1-4): 1

You are prompted to specify the first cylinder in this partition. Press Ent er to accept
the defaullt.

First cylinder (1-4461, default 1): (PressEnter)
Using default value 1

You are prompted to specify either the last cylinder in this partition or the size of the
partition. Press Ent er to accept the default.

Last cylinder or +size or +sizeMor +sizeK
(1-4461, default 4461): <CR>

Usi ng default val ue 4461

Type p to verify partitioning.

Conmand (mfor help): p

Di sk /dev/sdf: 293.6 GB, 293601280000 bytes

255 heads, 63 sectors/track, 4461 cylinder

Units = cylinders of 16065 * 4096 = 65802240 bytes

Devi ce Boot Start End Bl ocks |d System
/dev/sdf1 1 4461 286663608 5 Extended

Type n to create the next new partition in this device.

Conmand (mfor help): n
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Typel to create alogical partition.

Command action

| logical (5 or over)

p primary partition (1-4)
I

You are prompted to specify the first cylinder in this partition. Press Ent er to accept
the defaullt.

First cylinder (1-4461, default 1): 1

You are prompted to specify either the last cylinder in this partition or the size of the
partition in gigabytes. Type the size as defined in Table 6.

Last cylinder or +size or +sizeMor +sizeK
(5-4461, default 4461): +30G

Type p to verify partitioning.
Command (mfor help): p

Di sk /dev/sdf: 293.6 GB, 293601280000 bytes
255 heads, 63 sectors/track, 4461 cylinders
Units = cylinders of 16065 * 4096 = 65802240 bytes

Devi ce Boot Start End Bl ocks |d System
/dev/sdf1l 1 4461 286663608 5 Extended
/dev/sdf5 1 461 29623860 83 Li nux

Repeat the process for the next partition. Type n to create the next new partition
in this device.

Command (mfor help): n
Specify | for logical partition to create alogical partition.

Command action

| logical (5 or over)

p primary partition (1-4)
I

You are prompted to specify the first cylinder in this partition. Press Ent er to accept
the defaullt.

First cylinder (462-4461, default 462): (PressEnter)
Usi ng default val ue 462

You are prompted to specify either the last cylinder in this partition or the size of the
partition in gigabytes. Type the size as defined in Table 6.

Last cylinder or +size or +sizeMor +sizeK
(462-4461, default 4461): +180G
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Type p to verify the partitioning.

Command (mfor help): p

Di sk /dev/sdf: 293.6 GB, 293601280000 bytes

255 heads, 63 sectors/track, 4461 cylinders

Units = cylinders of 16065 * 4096 = 65802240 bytes

Devi ce Boot Start End Bl ocks Id System
/dev/sdfl 1 4461 286663608 5 Ext ended
/dev/sdf5 1 461 29623860 83 Li nux

/ dev/sdf 6 462 3197 175815108 83 Li nux

Use the preceding example as a guide to continue creating the extended and logical
partitionsfor / dev/ sdf and/ dev/ sdi , as needed, employing the valuesin Table
6.
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Warning: Thedefault / et ¢/ sysconfi g/ SUSEfi rewal | 2 file contains

e the configuration setting FW DEV_EXT="any" . When FW DEV_EXT is set to
"any", al trafficon all interfaces on the node will be filtered and the boot node
will lose contact with the node over HSN. The FW DEV_EXT parameter must be
set to the external Ethernet interface; for example, FW DEV_EXT="et h0".

Execute the following commands for any network or login node that will be running
the SUSEf i r ewal | filter. This example assumes the login or network node is
nid 8.

Procedure 60. Configuring SUSEf i r ewal | 2 for alogin or network node

1. Specidizethe/ et c/ sysconfi g/ SuSEfi r ewal | 2 filefor this node.

boot: ~ # xtopview -n 8
node/ 8:/ # xtspec -n 8 /etc/sysconfig/ SuSEfirewall 2

2. Edit the configuration file to make the desired changes. Change the
FW DEV_EXT, FW SERVI CES_EXT_TCP, and FW SERVI CES_EXT_UDP
variables so they are specific to your site.

node/ 8:/ # vi /etc/sysconfig/ SuSEfirewall 2
Change the following linesin the file.

a. Change variable FW DEV_EXT from FW DEV_EXT="any" to
FW DEV_EXT="et hX" where X is the Ethernet interface number; for
example, et h0.

b. Change FW SERVI CES_EXT_TCP and FW SERVI CES_EXT_UDP from

FW SERVI CES_EXT_TCP=""
FW SERVI CES_EXT_UDP=""
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to

FW SERVI CES_EXT_TCP="ssh"
FW SERVI CES_EXT_UDP="ssh"

FW SERVI CES_EXT_TCP="ssh" and

FW SERVI CES_EXT_UDP="ssh" alow external ssh connections. If your
site requires other services via the external interface, include them here. For

additional information, seethe/ et ¢/ sysconfi g/ SUSEf i rewal | 2 file.

3. Execute the following commands to start the firewall at boot time:

node/ 8:/ # chkconfig SuSEfirewal | 2_init on
node/ 8:/ # chkconfig SuSEfirewal | 2_setup on

4. Exit the xt opvi ew session:

node/ 8:/ # exit

5. Start the firewall on the node with the modified configuration (in this example,
ni d00008):

boot: ~ # ssh ni d0O0008
ni d00008: ~ # /etc/init.d/ SuSEfirewal | 2_init start
ni d00008: ~ # /etc/init.d/ SuSEfirewal | 2_setup start
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Thextcli part_cfg command updates partition configurationsto define a
logical machine within a Cray XE system. Partition IDs are predefined as p0 to p31.
pO (the default) is reserved as the complete system. Seethext cl i _part (8) man
page for more information.

Note: Contact your Cray service representative before creating partitions to ensure
that the members/components of each partition will be a routable configuration.

Partition requirements include:

» Each partition must contain the normal set of service nodes: boot, sdb, syslog,
ufs, login, and so on. A service node is a member of exactly one partition at a
time aswell as being part of p0, the whole system.

» Each partition should have an individual CLEiI nst al | . conf defining that
partition's specific configuration.

e The IP addresses should be set to unique values for each partition.

By convention, s0O or p0, the entire system, uses these settings:

partition=s0

xt host nanme=nycr ay

node_cl ass_I| ogi n_host nane=nycr ay

boot i mage_boot nodei p=10. 131. 255. 254
boot node_f ail over | Paddr=10. 131. 255. 254
persi stent _var _| Paddr =10. 131. 255. 254
sdbnode_fail over | Paddr=10. 131. 255. 253
node_sdb_host nanme=sdb

node_ufs_host nane=uf s
node_sysl og_host nane=sysl og
node_boot host name=boot
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For partition p1, the same IP address could be used, but it is wise to set the
hostnames to include p1. When logged into nodesin the p1 partition, the boot, sdb,
ufs, and syslog hostname aliases will refer to boot - p1, sdb- p1, uf s- p1, and
sysl og- pl:

partition=pl

xt host name=nycr ay- pl

node_cl ass_I| ogi n_host nane=nycray- pl
boot i mage_boot nodei p=10. 131. 255. 254
boot node_f ai | over _I Paddr=10. 131. 255. 254
persi stent _var _| Paddr =10. 131. 255. 254
sdbnode_f ai | over _I Paddr =10. 131. 255. 253
node_sdb_host nane=sdb- p1l
node_uf s_host nane=uf s- pl
node_sysl og_host nane=sysl og- pl
node_boot _host nane=boot - p1

For partition p2, adifferent set of 1P addresses and hostnames should be used. When
logged into nodes in the p2 partition, the boot, sdb, ufs, and syslog hostname aliases
will refer to boot - p2, sdb- p2, uf s- p2, and sysl og- p2:

partition=p2

xt host name=nycr ay- p2

node_cl ass_I| ogi n_host nane=nycr ay- p2

boot i mage_boot nodei p=10. 131. 255. 252

boot node_f ai |l over _I Paddr=10. 131. 255. 252

persi stent _var _| Paddr =10. 131. 255. 252
sdbnode_fail over | Paddr=10. 131. 255. 251

node_sdb_host nane=sdb- p2

node_uf s_host nane=uf s- p2

node_sysl og_host nane=sysl og- p2

node_boot _host nane=boot - p2

On a partitioned system, the System Management Workstation (SMW) has aiases for
boot - p1, boot - p2, etc. in/ et ¢/ host s. Theboot hostnameisan diasto
boot - p1, soitisbest to develop the habit of using the boot - pN hostname when
connecting from the SMW to the boot node of partition pN.

Procedure 61. Connecting from the SMW to the boot node of partition

1. Modify the/ et ¢/ sysset . conf to reflect the correct hostnames for your
nodes in each partition. The system set that is to be used with partition p1 must
be modifiedto use boot - p1, sdb- p1, etc. in the host column.
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2. Check the current partition information for your system.

Note: Theboot i mage is specified as afileinstead of araw disk device to
provide clarity to the examples, but you could use different raw disk devices
instead of the files. The example boot i mage locations have the format
host nane- partition-I| abel -versi oninthe/ booti magedi r
directory where label is the system set label and version isthe CLE version.

smw. ~ # xtcli part_cfg show

Net wor k t opol ogy: class O

=== part_cfg ===

[partition]: pO: enable (noflags|)

[ menbers]: c0-0, cl-1

[ boot]: cO0-0c0sOnl:ready

[sdb]: cO0-0c0s2nl:ready

[cpio_path]: /bootinagedir/nycray-p0-BLUE-4.0. 15

Note: It isbest to change the partition configuration only when the system is
not booted. The boot node and SDB node shown in the preceding listing are
inther eady state, indicating that they are booted. If they are booted, shut
them down before continuing.

3. Add partition p1 and partition p2 by specifying the partition components
(comma separated), boot node, SDB node, and boot image. In this example,
partition p1 uses the GREEN system set and partition p2 uses the RED system set.

smv. ~ # xtcli part_cfg add pl -mc0-0 -b c0-0c0s0Onl -d c0-0c0s2nl \
-i /bootimagedir/ nycray-pl- GREEN- 4. 0. 15

Net wor k t opol ogy: class O

=== part_cfg ===

[partition]: pl: disabled (noflags|)

[ menbers]: c0-0

[ boot]: c0-0c0sOnl: hal t

[sdb]: cO0-0c0s2n1l: halt

[cpio_path]: /bootimagedir/mycray-pl- GREEN-4.0. 15

smv. ~ # xtcli part_cfg add p2 -mc0-1 -b c0-1c0s0Onl -d c0-1c0s2nl \
-i /bootimagedir/nycray-p2- RED-4.0. 15

Net wor k t opol ogy: class O

=== part_cfg ===

[partition]: p2: disabled (noflags|)

[ menbers]: cO0-0cl

[ boot]: cO0-1c0sOnl: hal t

[sdb]: cO0-1c0s2n1l: halt

[cpio_path]: /bootimagedir/nycray-p2- RED-4.0. 15
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4. Check the partition configuration; it should show pO0, p1, and p2. Only partition
pO is enabled.
smw. ~ # xtcli part_cfg show

Net wor k t opol ogy: class O
=== part_cf g ===

[partition]: pO: enable (noflags]|)

[ menber s] :

c0-0

[ boot]: cO0-0c0sOnO: hal t
[sdb]: c0-0c0s0On3: hal t
[cpio_path]: /bootinagedir/nycray-p0-BLUE-4.0. 15

[partition]: pl: disabled (noflags|)

[ menber s] :

c0-0

[ boot]: cO0-0c0sOnl: halt
[sdb]: cO0-0c0s2nl: halt

[ cpio_path]:

[partition]: p2: disabled (noflags|)

[ menbers] :

c0-1

[boot]: cO0-1c0sOnl: halt
[sdb]: cO0-1c0s2nl: halt
[cpio_path]: /bootimagedir/nycray-p2-RED-4.0.15

/ boot i magedi r/ mycray- pl- GREEN-4. 0. 15

5. Before a partition can be used, it must be activated. This changes the state from
disabled to enabled. Deactivating the partition changes the state from enabled to
disabled. PO, however, cannot be active when other partitions are active.

a. Deactivate the pO partition:

smw. ~ # xtcli part_cfg deactivate p0
Net wor k t opol ogy: class O
=== part _Cf g ===

[partition]: pO: disabled (noflags|)
[ menbers]: c0-0,c0-1

[ boot]: cO0-0c0sOnl: halt
[sdb]: c0-0c0s2nl: halt
[cpio_path]: /bootinagedir/nycray-p0-BLUE-4.0. 15
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b. Activatethepl and p2 partitions:

smw. ~ # xtcli part_cfg activate pl

Net wor k t opol ogy: class O

=== part_cfg ===

[partition]: pl: enable (noflags]|)

[ menbers]: c0-0

[ boot]: cO0-0c0sOnl: halt

[sdb]: c0-0c0s2nl: halt

[cpio_path]: /bootinmagedir/nycray-pl- GREEN-4. 0. 15

smw. ~ # xtcli part_cfg activate p2

Net wor k topol ogy: class O

=== part_cfg ===

[partition]: p2: enable (noflags|)

[ menbers]: cO0-1

[boot]: cO-1c0sOnl: halt

[sdb]: cO0-1c0s2nl: halt

[cpio_path]: /bootimagedir/nycray-p2-RED4.0.15

6. Check the partition configuration; it should now show p0 disabled and both p1
and p2 enabled:

smw. ~ # xtcli part_cfg show

Net wor k topol ogy: class O

=== part_cfg ===

[partition]: pO: disabled (noflags|)

[ menbers]: c0-0

[ boot]: cO0-0c0sOnO: hal t

[sdb]: c0-0c0s0On3: hal t

[cpio_path]: /bootinmagedir/nycray-p0-BLUE-4.0. 15
[partition]: pl: enable (noflags]|)

[ menbers]: c0-0

[ boot]: cO0-0c0sOnl: halt

[sdb]: c0-0c0s2nl: halt

[cpio_path]: /bootinmagedir/nycray-pl- GREEN-4. 0. 15
[partition]: p2: enable (noflags]|)

[ menbers]: cO0-1

[boot]: cO-1c0sOnil: halt

[sdb]: cO0-1c0s2nl: halt

[cpio_path]: /bootinmagedir/nycray-p2-RED-4.0. 15

7. After the partitions have been configured, run CLEI nst al | toinstall CLE 4.0
on the system sets chosen for these partitions.
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