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S-2393-5101
Added information

* Added Resource Utilization Reporting (RUR) pluginst i mest anp, exi t _code, and user _out put
to Plugin Architecture on page 345.

S-2393-51
Revised information

« State Manager on page 51: The state manager uses the Lightweight Log Manager (LLM). The log data
from state manager iswrittento/ var / opt / cray/ | og/ sm yyyymmdd. The default setting for state
manager isto enable LLM logging.

e Updated naming conventions in Table 1.
* Procedure 51 on page 222 includes additional steps and updated Note.

* Increasing the Boot Manager Time-out Value on page 265 shows revised
/opt/cray/ hss/default/etc/bmini boot tinmeout vaues, depending on system size.

Deleted information

 ALPS_NI DORDERwas removed from/ et ¢/ sysconf i g/ al ps Configuration File on page 275 asthe
tuning associated with this parameter is no longer relevant to the Cray XC30 system topol ogy.

S—-2393-5003

Added information

» Figure 11 shows the port assignments for InfiniBand interfaces on 1O Base Blades.
Revised information

e Dumping Information Using the xt dunpsys Command on page 91.

e Thextclear_|ink_al erts command isdeprecated for users and is only run internally by the
xt nl rd command. When run internally by xt nl rd, xt cl ear _| i nk_al ert s savesalist of the
components that had alerts, to allow xt nl r d to put the aert flagsback onto the components and LCBs
in case of failure so that an war nswap - - add or war nswap - - sync command is done correctly
before handling any link or blade failures.

e Added r esFul | Node, cl eanShar edTi meout , cl eanShar edAge, and
cl eanShar edl nt er val apsched optionsto The al ps. conf Configuration File on
page 278.

» Configuring Fine-grained Routing with cl cvt on page 333.



S-2393-5002

Added information

Creating Logical Machines on Cray XC30 Systems on page 194.

Rebooting Controllers of a Cabinet or Blade on page 75.

Initiating a Network Discovery Process on page 76.

Displaying System Network Congestion Protection Information on page 103.

Configuring Fine-grained Routing with cl cvt on page 333.

Revised information

Table 1. Physical ID Naming Conventions.

Using the xt hot backup Command to Back Up Boot Root and Shared Root on page 260 has been
updated to point to Logical Volume Manager (LVM) backup configuration procedures in Installing and
Configuring Cray Linux Environment (CLE) Software.

Checking the Status of System Components: added a description of the new xt cl i st at us - moption
usage.

Procedure 51 on page 222: added new step 2, which executes the xt bounce - - | i nkt une=al |
command to tune PCle and HSN links on the system.

HSS Commands on page 363.

Procedure 107 on page 377 was updated to use the new xt ccr eboot command to reboot all cabinet
controllers at once.

Manually Cleaning ALPS and PBS or TORQUE and Moab After Downed L ogin Node on page 286 was
updated to reflect that the procedure applies to both TORQUE and Moab and PBS Professional .

Configuring Node Health Checker (NHC) on page 168 was updated to include a description of the
Si gcont Pl ugi n test.

Deleted information

Deleted the instructions for changing the correctable M CE threshold setting viather c. | ocal scriptin
Callouttorc. | ocal During Boot on page 197. This method isvalid for AMD™ CPUs only.



S-2393-5001
Added information

» Cray XC30 systems use the cdunp and crash utilities; see cdunp and cr ash Utilities for Node Memory
Dump and Analysis on page 92.

e Monitoring the Health of PCle Channels on page 104 describes the new xt pci non command.

* The Node ARP Management Daemon (r ca_ar pd) on page 194 describes a new daemon that manages
the system ARP cache.

» Larger system configuration LNET directives may exceed the 1024 character limit of nrodpr obe. conf
entries. Procedure 90 on page 329 allows administrators to sourcei p2net s and r out es information
from filesto work around this limitation.

Revised information

¢ Changing the Class of a Node on page 143 has been updated to show that the xt nce - ¢ command must
be executed from within xt opvi ew.
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Introduction [1]

The release documents provided with your Cray Linux Environment (CLE) operating
system and Cray System Management Workstation (SMW) rel ease packages state the
specific Cray platforms supported with each rel ease package.

A Cray system isamassively parallel processing (MPP) system that has a shared-root
file system available to all service-processing elements nodes). Cray has combined
commodity and open-source components with custom-designed components to create
a system that can operate efficiently at immense scale.

The Cray Linux Environment (CLE) operating system includes Cray's customized
version of the SUSE Linux Enterprise Server (SLES) 11 Service Pack 2 (SP2)
operating system, with a Linux 3.0.58 kernel. This full-featured operating system
runs on the Cray system's service nodes. Service nodes perform the functions needed
to support users, administrators, and applications running on compute nodes. Above
the operating system level are specialized daemons and applications that perform
functions unigue to each service node.

Compute nodes on Cray systems run the CNL compute node operating system,
which runs a Linux kernel. The kernel provides support for application execution
without the overhead of afull operating-system image. The kernel interacts with an
application process in very limited ways. It provides virtual memory addressing and
physical memory allocation, memory protection, access to the message-passing layer,
and a scalable job loader. Support for I/O operationsis limited inside the compute
node's kernel. For amore complete description, see Compute Nodes on page 44.

Note: Functionality marked as deferred in this documentation is planned to be
implemented in alater release.

1.1 Audience for This Guide

S-2393-5101

The audience for this guide is system administrators and those who manage the
operation of a Cray system. Prerequisites for using this guide include a working
knowledge of Linux to administer the system and areview of the Cray system
administration documentation listed in Cray System Administration Publications and
in Related Publications on page 33, of this guide. This guide assumes that you have a
basic understanding of your Cray system and the software that runs on it.
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1.2 Cray System Administration Publications

This publication is one of a set of related manuals that cover information about the
structure and operation of your Cray system. See also:

32

Installing Cray System Management Workstation (SMW) Software (S—2480)
Cray System Management Workstation (SMW) Software Release Errata

Cray System Management Workstation (SMW) Software Release README file
Cray System Management Workstation (SMW) Software Release Notesfile
Cray Linux Environment (CLE) Software Release Overview (S-2425)

Cray Linux Environment (CLE) Software Release Overview Supplement (S-2497)
Installing and Configuring Cray Linux Environment (CLE) Software (S—2444)
Limitations for the CLE Release

CLE Release Errata

Managing Lustre for the Cray Linux Environment (CLE) (S-0010)

Introduction to Cray Data Virtualization Service (S-0005)

Configuring SEC Software for a Cray XC System (S-2542)

Network Resiliency for Cray XC30 Systems (S-0041)

Using and Configuring System Environment Data Collections (SEDC) (S-2491)
Using the GNI and DMAPP APIs (S5-2446)

Workload Management and Application Placement for the Cray Linux
Environment (S-2496)

Writing a Node Health Checker (NHC) Plugin Test (S-0023)

Using Cray Performance Measurement and Analysis Tools (S-2376)
Cray Programming Environment User's Guide (S-2529)

Cray Programming Environments Installation Guide (S-2372)

Modifying Your Application to Avoid Aries Network Congestion (S-0048)
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1.3 Related Publications

Because your Cray system runs a combination of software developed by Cray, other
vendors' software, and open-source software, the following websites may be useful:

S-2393-5101

Linux Documentation Project — See http://www.tldp.org
SLES 11 and Linux documentation — See http://www.novell.com/linux

Data Direct Networks documentation — See
http://www.ddn.com/support/product-downl oads-and-documentation

NetApp, Inc. Engenio® storage system documentation — See
http://www.netapp.com/us/products/storage-systems

MySQL ™ documentation — See http://www.mysgl.com/documentation

Lustre File System documentation — See
https://wiki.hpdd.intel.com/display/PUB/Documentation

Batch system documentation:

PBS Altair Engineering, http://www.pbsworks.com

Professional:  Inc.

Moab and Adaptive Computing  http://www.adaptivecomputing.com

TORQUE: Enterprises Inc.

Patform LSF:  Platform Computing  http://www.platform.com
Corporation
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Cray systems separate calculation and monitoring functions. Figure 1 shows the
components of a Cray system that an administrator manages.

Figure 1. Administrative Components of a Cray System

Ethernet (HSS)

Service
Boot RAID Nodes
ITIIIIIN . , . .
] | - ——f-———- ) | | :
: Boot ! 1 1 Boot | :Ir____ll
[ \ 1 | |
- _ . Y | | | | :
- [ 1 | 1 |
[ | = - SMW ; | I | |
I I System | | | I ] :
- [ | | [} 0
- L] 1 | 1 |
I |<_ _______ T | 1 | [
L | I I : I |
| | |
. Parallel Storage , . | y
[ R | | 1 | :
I 1 User I | | ) [} Compute |
[ L 1 | High speed 'l Nodes | |
[ |____TI 1 | network [ II
I - | | I
. tch | ' [ |
= Scratch | Fibre Channel | 110 | (data) 1 | :
[ L + (filesystem) | 1 N
L-———=- ! | (many) I : I N
| 1 1 |
| 1 (] | |
f | | 1 | |
External \ _ 10 GigE ! | & 'y
data | | : | | :
| 1 1 )
| | 1 | |
| 1 (] | |
| | |l w — — — — :
| | | [
| | 1 [
| 1 L |
KEY

~s—» Ethernet
~4———— High speed network
~—— 10 GigE

1 Gige

~a- — — p Fibre Channel

35



Managing System Software for the Cray® Linux Environment

36

A Cray system contains operational components plus storage:

The System Management Workstation (SMW) is the single point of control for
system administration. (For additional information about the SMW, see System
Management Workstation (SMW) on page 37.)

Note: For a system configured for SMW high availability (HA) with the
SMW failover feature, there are two SMWSs in an active-passive failover
configuration. A virtual host name provides access to the active SMW, so that
there is still asingle point of control. For more information, see Installing,
Configuring, and Managing SMW Failover on the Cray XC30 System (S-0044).

The Hardware Supervisory System (HSS) monitors the system and handles
component failures. The HSS is an integrated system of hardware and software
that monitors components, manages hardware and software failures, controls
system startup and shutdown, manages the system interconnection network, and
maintains system states. (For additional information about HSS, see Hardware
Supervisory System (HSS) on page 47.)

The Cray Linux Environment (CLE) operating system is the operating
system for Cray systems. (For additional information about CLE, see
Cray Linux Environment (CLE) on page 38.)

Service nodes perform the management functions that enable the computations
to occur. (For additional information about service nodes, see Service Nodes
on page 39.)

Compute nodes are primarily dedicated to computation. (For additional
information about compute nodes, see Compute Nodes on page 44.)

RAID is partitioned for avariety of storage functions such as boot RAID,
database storage, and parallel and user-file system storage. (For additional
information about RAID, see Boot Root File System on page 38 and Storage
on page 55.)

S-2393-5101
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A Cray system has six network components:

* The 10-GigE network is a high-speed Ethernet pipe that provides external NFS
access. It connects to the network nodes and is specifically configured to transfer
large amounts of data in and out of the system.

e Usersaccess a 1-GigE network server connection to the login nodes. Logins are
distributed among the login nodes by aload-leveling service through the Domain
Name Service (DNS) that directs them to the least |oaded login node.

» Fibre Channel networks connect storage to the system components.

» The RAID controllers connect to the SMW through the HSS network. This
storage sends log messages to the SMW when afailure affects the ability of the
disk farm to reliably store and retrieve data.

* The system interconnection network includes custom Cray components that
provide high-bandwidth, low-latency communication between all the service
nodes and compute nodes in the system. The system interconnection network is
often referred to as the high-speed network (HSN).

e The HSS network performs the reliability, accessibility, and serviceability
functions. The HSS consists of an internet protocol (IP) address and associated
control platforms that monitor all nodes.

2.1 System Management Workstation (SMW)
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The SMW is the administrator's console for managing a Cray system. The SMW is
a server that runs a combination of the SUSE Linux Enterprise Server version 11
operating system with a Service Pack, Cray developed software, and third-party
software. The SMW is also asingle point of control for the HSS. The HSS data

is stored on an internal hard drive of the SMW. For more information about the
HSS, see Hardware Supervisory System (HSS) on page 47. For information about
installing the SMW release software, see Installing Cray System Management
Workstation (SMW) Software (S-2480).

Note: For a system configured for SMW HA with the SMW failover feature, see
Installing, Configuring, and Managing SMW Failover on the Cray XC30 System
(S-0044).

You log on to an SMW window on the console to perform SMW functions. From the
SMW, you can log on to adisk controller or use a web-browser-based interface from
the SMW to configurea RAID controller or Fibre Channel switch. You can log on
to the boot node from the SMW as well. From the SMW, you cannot log on directly
(ssh) to any service node except the boot node.
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Most system logs are collected and stored on the SMW. The SMW plays no role
in computation after the system is booted. From the SMW, you can initiate the
boot process, access the database that keeps track of system hardware, and perform
standard administrative tasks.

2.2 Cray Linux Environment (CLE)

CLE isthe operating system for Cray systems. CLE isthe Cray customized version
of the SLES 11 SP2 operating system with aLinux 3.0.58 kernel. This full-featured
operating system runs on the Cray service nodes. The Cray compute nodes run a
kernel developed to provide support for application execution without the overhead
of afull operating-system image. In the compute node root runtime environment
(CNRTE), compute nodes have access to the service node shared root (viachr oot )
such that compute nodes can access the full features of a Linux environment.

CLE commands enable administrators to perform administrative functions on the
service nodes to control processing. The mgjority of CLE commands are launched
from the boot node, making the boot node the focal point for CLE administration.

For a complete list of Cray developed CLE administrator commands, see Appendix
A, SMW and CLE System Administration Commands on page 363.

2.3 Boot Root File System

The boot node has its own root file system, boot r oot , which is created on the boot
RAID during installation. You install and configure the boot RAID from the SMW
before you boot the boot node. The boot node mounts the boot r oot from the boot
RAID.

2.4 Shared Root File System

38

A Cray system has aroot file system that is distributed as a read-only shared file
system among all the service nodes except the boot node. Each service node has
the same directory structure, which is made up of a set of symboalic links to the
shared-root file system. For most files, only one version of the file exists on the
system, so if you modify the single copy, it affects all service nodes. This makes the
administration process similar to that of a single system.

You manage the shared-root file system from the boot node through the xt opvi ew
command (see Managing System Configuration with the xt opvi ew Tool on

page 135).
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If you need unique files on a specific node or class of nodes (that is, nodes of a
certain type), you can set up a modified directory structure. This process, called
specialization, creates a new directory hierarchy that overlays the existing root
directory on the specified nodes and contains symbolic links that point to the unique
files. For information about the shared root and file specialization, see Configuring
the Shared-root File System on Service Nodes on page 129.

2.5 Service Nodes
Service nodes can be specialized and categorized by the services that run on them.

Service nodes run the CLE operating system. The administrator commands for these
nodes are standard Linux commands and Cray system-specific commands.

You log on to the boot node through the SMW console, then from the boot node
you can log on to the other service nodes.

Service nodes perform the functions needed to support users, administrators, and
applications running on compute nodes. As the system administrator, you define
service node classes by the service they perform. Configuration information in the
service database on the SDB node determines the functions of the other nodes and
services, such as where a batch subsystem runs. In small configurations, some
services can be combined on the same node: for example, the sdb and sysl og
services can both run on the same node.

You can start services system-wide or on specific nodes. You can start services during
the boot process or later on specific nodes of a running system. How you start a
service depends on the type of service.

Service nodes, unlike compute nodes, are generally equipped with Peripheral
Component Interconnect (PCI) protocol card slots to support external devices.

Service nodes run afull-featured version of the Linux operating system. Service node
kernels are configured to enable Non-Uniform Memory Access (NUMA), which
minimizes traffic between sockets by using socket-local memory whenever possible.

System management tools are a combination of Linux commands and Cray system
commands that are analogous to standard Linux commands but operate on more than
one node. For more information about Cray system commands, see Appendix A,
SMW and CLE System Administration Commands on page 363. After the systemis
up, You can access any service node from any other service node, provided you have
the correct permissions.

2.5.1 Boot Node

Use the boot node to manage files, add users, and mount and export the shared-root
file system to the rest of the service nodes. These shared-root filesare mounted from
the boot node as read-only.
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You can configure two boot nodes per system or per partition, one primary and one
for backup (secondary). The two boot nodes must be located on different blades.
When the primary boot node is booted, the backup boot node also begins to boot.
But the backup boot node boot process is suspended until a primary boot-node
failure event is detected. For information about configuring boot-node failover, see
Configuring Boot-node Failover on page 188.

2.5.2 Service Database (SDB) Node

The SDB node hosts the service database (SDB), which isa MySQL database that
resides on a separate file system on the boot RAID. The SDB is accessible to every
service node (see Changing the Service Database (SDB) on page 199). The SDB
provides a central location for storing information so that it does not need to be stored
on each node. You can access the SDB from any service node after the systemis
booted, provided you have the correct authorizations.

The SDB stores the following information:

* Global state information of compute processors. This information is used by
the Application Level Placement Scheduler (ALPS), which allocates compute
processing elements for compute nodes running CNL. For more information
about ALPS, see ALPS for Compute Nodes on page 43.

»  System configuration tables that list and describe processor attribute and service
information.

The SDB node is the second node that is started during the boot process.

You can configuretwo SDB nodes per system or per partition, one primary and one
for backup (secondary). The two SDB nodes must be located on different system
blades. For more information, see Configuring SDB Node Failover on page 192.

2.5.3 Syslog Node

By default, the boot node forwards syslog traffic from the service nodes to the
SMW for storagein log files. An optional syslog nhode may be specified (see the
CLEi nst al | . conf (5) man page); however, this service node must be provisioned
and configured to be able to reach the SMW directly over an attached Ethernet link.

2.5.4 Login Nodes

Userslog on to alogin node, which is the single point of control for applications that
run on the compute nodes. Users do not log on to the compute nodes.
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You can use the Linux | bnanmed load balancer software provided to distribute user
logins across login nodes (see Configuring the Load Balancer on page 167). The
number of login nodes depends upon the installation and user requirements. For
typical interactive usage, a single login node handles 20 to 30 batch users or 20 to 40
interactive users with double this number of user processes.

Caution: Login nodes, as well as other service nodes, do not have swap space. If
users consume too many resources, Cray service nodes can run out of memory.
When an out of memory condition occurs, the node can become unstable or may
crash. System administrators should take steps to manage system resources

on service nodes. For example, resource limits can be configured using the

pam | imts moduleandthe/ etc/security/limts. conf file For more
information, seethel i m t s. conf (5) man page.

2.5.5 Network Nodes

2.5.6 1/0O Nodes

Network nodes connect to the external network with a 10-GigE card. These nodes
are designed for high-speed data transfer.

I/O nodes host the Lustre file system; see Lustre File System on page 42. The
I/0 nodes connect to the RAID subsystems that contain the Lustre file system.
Two 1/0 nodes connect to each RAID device for resiliency; each I/O node has full
accessibility to all storage on the connected RAID device. Cray provides support
for RAID subsystems from two different vendors, Data Direct Networks™ (DDN)
and NetApp, Inc.

Cray Data Virtualization Service (Cray DVS) servers run on an |/O node; see Cray
Data Virtualization Service (Cray DVS) on page 42. DV S servers cannot run on the
same 1/O nodes as Lustre servers. On I/O nodes, DVS servers act as external file
system clients. DV S will project the external file systems to service and compute
node clients within the system.

2.5.7 Services on the Service Nodes

Service nodes provide the services described in this section.

2.5.7.1 Resiliency Communication Agent (RCA)
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The RCA is the message path between the CLE operating system and the HSS. The
RCA runson al service nodes and CNL compute nodes.
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Theservi ce_confi g table of the SDB maintains alist of services that RCA
starts. For the serviceslisted inthe ser vi ce_conf i g table, the RCA daemon
(rcad_svcs) starts and restarts all services that must run on anode. You can
determine or modify services available through the SDB ser vi ce_conf i g table
by using the xt ser vconf i g command.

Note: Services can also be started manually or automatically by using standard
Linux mechanisms (see Adding and Starting a Service Using Standard Linux
Mechanisms on page 232).

The SDB ser v_cmd table stores information about each service, such as, service
type, service instance, heartbeat interval, and restart policy.

The configuration file for service nodes is
/etcl/opt/cray/rcal/rcad_svcs. servi ce. conf. By default, this
configurationfile startsther ca_di spat cher and the failover manager.

The RCA consists of a kernel-mode driver and a user-mode daemon on CLE. The
RCA driver, r ca. ko, runs as a kernel-loadable module for the service partition.
On CNL compute nodes, the RCA operates through system calls and communicates
with the HSS to track the heartbeats (see Blade Controllers and Cabinet Controllers
on page 49) of any programs that have registered with it and to handle event traffic
between the HSS and the applications that register to receive events. The RCA
driver starts as part of the kernel boot, and the RCA daemon starts as part of the
initialization scripts.

2.5.7.2 Lustre File System

Cray systems running CLE support the Lustre file system, which provides a
high-performance, highly scalable, POSIX-compliant shared file system. You can
configure Lustre file systems to operate in the most efficient manner for the 1/0 needs
of applications, ranging from a single metadata server (MDS) and object storage
target (OST) to asingle MDS with up to 128 OSTs. User directories and filesare
shared and are globally visible from all compute and service node Lustre clients.

For more information, see Managing Lustre for the Cray Linux Environment (CLE)
(5-0010) and Installing and Configuring Cray Linux Environment (CLE) Software
(S-2444).

2.5.7.3 Cray Data Virtualization Service (Cray DVS)

42

The Cray Data Virtualization Service (Cray DVS) isaparallel 1/0 forwarding service
that provides for transparent use of multiple file systems on Cray systems with
close-to-open coherence, much like NFS.

For additional information, see the Installing and Configuring Cray Linux
Environment (CLE) Software (S-2444) and Introduction to Cray Data Mirtualization
Service (S-0005).
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2.5.7.4 ALPS for Compute Nodes

For compute nodes running CNL, the Application Level Placement Scheduler
(ALPS) is provided. ALPS provides application placement, launch, and management
functionality and cooperates with third-party batch systems for application
scheduling. The third-party batch system (such as PBS Professional, Moab,
TORQUE, or Platform LSF) makes the policy and scheduling decisions, and

ALPS provides a mechanism to place and launch the applications contained within
batch jobs. ALPS also supports placement and launch functionality for interactive
applications.

An Extensible Markup Language (XML) interface is provided by ALPS for
communication with third-party batch systems. Thisinterfaceis available through use
of theapbasi | client. ALPS uses application resource reservations to guarantee
resource availability to batch system schedulers.

The ALPS application placement and launch functionality is provided for applications
executing on compute nodes only; ALPS does not provide placement and launch
functionality for service nodes.

Note: Only one application can be placed per node; two different executables
cannot be run on the same node at the same time.

ALPSisautomatically loaded as part of the CNL environment when booting CNL.
The RCA startsthe ALPS api ni t daemon on the compute nodes.

When ajob isrunning on CNL compute nodes, the apr un process (see Job Launch
Commands on page 46) interacts with ALPS to keep track of the processors that
the job uses.

For more information about ALPS, see Chapter 8, Using the Application Level
Placement Scheduler (ALPS) on page 267.

2.5.7.5 Cluster Compatibility Mode
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Cluster Compatibility Mode (CCM) provides the services needed to run most
cluster-based independent software vendor (1SV's) applications "out of the box."” CCM
istightly coupled to the workload management system. It enables users to execute
cluster applications alongside workload-managed jobs running in a traditional MPP
batch or interactive queue. Support for dynamic shared objects and expanded services
on CNL compute nodes, using the compute node root runtime environment (CNRTE),
provide the services to compute nodes within the cluster queue. Essentially, CCM
uses the batch system to logically designate part of the Cray system as an emulated
cluster for the duration of the job. For more information about CCM, see Chapter 10,
Dynamic Shared Objects and Cluster Compatibility Mode in CLE on page 307.
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2.5.7.6 Repurposing CNL Compute Nodes as Service Nodes

Some services on Cray systems have resource requirements or limitations (for
example, memory, processing power or response time) that you can address by
configuring a dedicated service node, such as a Cray Data Virtualization Service
(Cray DVS) node or a batch system management (MOM) node. On Cray systems,
service 1/0 node hardware (on a service blade) is equipped with Peripheral
Component Interconnect (PCI) protocol card slots to support external devices.
Compute node hardware (on a compute blade) does not have PCI dots. For services
that do not require external connectivity, you can configure the service to run on

a single, dedicated compute node and avoid using traditional service 1/0 node
hardware.

When you configure a node on a compute blade to boot a service node image and
perform a service node role, that node is referred to as a repurposed compute node.

For additional information, see the section on repurposing compute nodes in
Installing and Configuring Cray Linux Environment (CLE) Software (S-2444).

2.5.7.7 IP Implementation

Ethernet interfaces handle IP connectivity to external components. Both IPv4 and
IPv6 are supported; |Pv4 is the default.

Note: The IPv6 capability is limited to the Ethernet interfacesand | ocal host .
Therefore, IPv6 connectivity is limited to service nodes that have Ethernet cards
installed. Routing of IPv6 traffic between service nodes across the HSN is not
supported.

2.6 Compute Nodes

44

Cray XC30 system compute nodes run the CNL compute hode operating system.
CNL is alightweight compute node operating system. It includes a run-time
environment based on the SLES 11 SP2 distribution, with a Linux 3.0.58 kernel and
with Cray specific modifications. Device drivers for hardware not supported on
Cray systems were eliminated from the kernel. CNL features scalability; only the
features required to run high-performance computing applications are available on
CNL compute nodes. Other features and services are available from service nodes.
Cray has configured and tuned the kernel to minimize processing delays caused by
inefficient synchronization. CNL compute node kernels are configured to enable
Non-Uniform Memory Access (NUMA), which minimizes traffic between sockets by
using socket-local memory whenever possible. CNL also includes a set of supported
system calls and standard networking.
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Several libraries and compilers are linked at the user level to support 1/0 and
communication service. Cray, PGI, PathScale, and the GNU Compiler Collection
(GCC) C, C++, and Intel compilers are supported. For information about using
modulefiles and configuring the default programming environment, see About
Modules and Modulefiles on page 123 and Configuring the Default Programming
Environment (PE) on page 125. For information about the libraries that Cray systems
host, see the Cray Application Developer's Environment User's Guide (S-2396).

The Resiliency Communication Agent (RCA) daemon, r cad- svcs, handles node
services (see Services on the Service Nodes on page 41).

The Application Level Placement Scheduler (ALPS), handles application launch,
monitoring, and signaling and coordinates batch job processing with third-party batch
systems. If you are running ALPS, use the xt nodest at command to report job
information.

The following user-level BusyBox commands are functional on CNL compute nodes:
ash, busybox, cat, chnod, chown, cp, cpi o,free, grep,gunzip,kill,
killall,In,Is,nkdir,nktenp,nore,ps,rmsh,tail,test,vi,and
zcat . For information about supported command options, see the busybox (1)
man page.

The following administrator-level busybox commands and associated options are
functional on CNL compute nodes:

e dnesg -c -n -s

e fuser -m-k -s -4 -6 -SIGNAL
e logger -s -t -p

e mount -a -f -n -0 -r -t -w
e ping -c -s -q

e sysctl -n -w-p -a -A

e umount -a -n -r -1 -f -D

A compute-node failure affects only the job running on that node; the rest of the
system continues running.

The CLEi nstal | program creates

/var/opt/cray/install/shell _bootimge_ LABEL. sh which usesthe
xt cl one and xt package utilities on the SMW. Use these commands to set

up boot images. You can boot CNL on compute nodes. For more information,

see Preparing a Service Node and Compute Node Boot Image on page 65, the

xt cl one(8), xt package(8), and xt nodest at (8) man pages, and the Installing
and Configuring Cray Linux Environment (CLE) Software (S—-2444).
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2.7 Job Launch Commands

Users run applications from alogin node and use the apr un command to launch
CNL applications. The apr un command provides options for automatic and

manual application placement. With automatic job placement, apr un distributes the
application instances on the number of processors requested, using all of the available
nodes.

With manua job placement, users can control the selection of the compute nodes

on which to run their applications. Users select hodes on the basis of desired
characteristics (node attributes), allowing a placement scheduler to schedule jobs
based on the node attributes. To provide the application launcher with alist of

nodes that have a particular set of characteristics (attributes), the user invokes the
cnsel ect command to specify node-selection criteria. Thecnsel ect script uses
these selection criteriato query the table of node attributes in the SDB; then it returns
anode list to the user based on the results of the query. For an application to be run
on CNL compute nodes, the nodes satisfying the requested node attributes are passed
by the apr un utility to the ALPS placement scheduler as the set of nodes from which
to make an allocation. For detailed information about ALPS, see Chapter 8, Using the
Application Level Placement Scheduler (ALPS) on page 267.

For more information about the apr un and cnsel ect commands, see the
apr un(l) and cnsel ect (8) man pages.

2.8 Node Health Checker (NHC)

NHC is automatically invoked by ALPS upon the termination of an application.
ALPS passes alist of CNL compute nodes associated with the terminated application
to NHC. NHC performs specified tests to determine if compute nodes allocated to the
application are healthy enough to support running subsequent applications. If not, it
removes any compute nodes incapable of running an application from the resource
pool. The CLE installation and upgrade processes automatically install and enable
NHC software; there is no need for you to change any installation configuration
parameters or issue any commands. To configure NHC tests and to optionally
configure NHC to use the secure sockets layer (SSL) protocol, see Configuring Node
Health Checker (NHC) on page 168.

2.9 Comprehensive System Accounting (CSA)

46

Comprehensive System Accounting (CSA) is open-source software that includes
changes to the Linux kernel so that CSA can collect more types of system resource
usage data than under standard Fourth Berkeley Software Distribution (BSD) process
accounting. CSA software also contains interfaces for the Linux process aggregates
(paggs) and jobs software packages. The CSA software package includes
accounting utilities that perform standard types of system accounting processing on
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the CSA generated accounting files. CSA, with Cray modifications, isincluded with
CLE and runs on login nodes and CNL compute nodes only. For more information,
see Chapter 9, Using Comprehensive System Accounting on page 293.

2.10 Optional Workload-management (Batch) System Software

Products

For information about optional batch systems software products for Cray systems, see
the following websites.

PBS
Professional:

Moab and
TORQUE:

Platform
LSF:

Altair
Engineering,
Inc.

Cluster
Resources, Inc.

Platform
Computing
Corporation

http://www.pbsworks.com

http://www.clusterresources.com

http://www.platform.com

Note: Specific third-party batch system software releases are required for
Checkpoint/Restart (CPR) support. For more information, access the 3rd Party
Batch SW link on the CrayPort website at http://www.crayport.cray.com.

2.11 Hardware Supervisory System (HSS)

The HSS is an integrated system of hardware and software that monitors the hardware
components of the system and proactively manages the health of the system. The
HSS communicates with nodes and with the management processors over an internal
(private) Ethernet network that operates independently of the system interconnection
network. The HSS data is stored on an internal hard drive of the SMW.

For acomplete list of Cray developed HSS commands, see Appendix A, SMW and
CLE System Administration Commands on page 363.

S-2393-5101
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The HSS includes the following components:
*  The HSS network (see HSS Network on page 48).
* TheHSS interface (see HSS Interface on page 48).

» Blade and cabinet control processors (see Blade Controllers and Cabinet
Controllers on page 49).

* Network Time Protocol (NTP) server (see NTP Server on page 49).
» Event router (see Event Router on page 50).
e HSS managers (see HSS Managers on page 50).

e xtdiscover command (see Automatically Discover and Configure Cray
System Hardware on page 53).

» Variouslogs (see Event Logs on page 54, Boot Logs on page 54, Dump Logs
on page 54).

2.11.1 HSS Network

The SMW, with its HSS Ethernet network, performs reliability, accessibility, and
serviceability tasks. The HSS commands monitor and control the physical aspects
of the system.

The SMW manages the HSS network. A series of Ethernet switches connects the
SMW to all the cabinets in the system.

2.11.2 HSS Interface

The HSS has a command-line interface to manage and monitor your system. You can
use the command-line interface to manage your Cray system from the SMW. For
usage information, see Chapter 3, Managing the System on page 65 and Chapter 4,
Monitoring System Activity on page 97. For alist of all HSS system administration
commands, see Appendix A, SMW and CLE System Administration Commands

on page 363.
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2.11.3 Blade Controllers and Cabinet Controllers

A blade control processor (blade controller) is hierarchically the lowest component
of the monitoring system. One blade controller resides on each compute blade and
service blade, monitoring only the nodes and ASICs. It provides access to status and
control registers for the components of the blade. The blade controller aso monitors
the general health of components, including items such as voltages, temperature,
and other failureindicators. A version of Linux optimized for embedded controllers
runs on each blade controller.

Note: In some contexts, the blade controller is referred to as a dlot.
On Cray XC30 systems, the blade controller is referred to as the BC.

Each cabinet has a cabinet control processor (cabinet controller) that monitors and
controls the cabinet power and cooling equipment and communicates with al the
blade controllersin the cabinet. It sends a periodic heartbeat to the SMW to indicate
cabinet health.

The cabinet controller connects to the chassis controller and in turn the chassis
controller connects to the blade controllers (via the backplane) on each blade by
Ethernet cable and routes HSS data to and from the SMW. The cabinet controller
runs embedded Linux.

The monitoring system operates by periodic heartbeats. Processes send heartbeats
within atimeinterval. If theinterval is exceeded, the system monitor generates a fault
event that is sent to the state manager. The fault is recorded in the event log, and the
state manager (see State Manager on page 51) sets an aert flag for the component
(blade controller or cabinet controller) that spawned it.

The cabinet and blade controllers use nt pcl i ent to keep accurate time with the
SMW.

You can dynamically configure the cabinet controller system daemon and the blade
controller system daemon with the xt daenonconf i g - - daemon_name command
(seethext daenonconf i g(8) man page for detailed information).

Note: Thereisno NV write protection feature on the cabinet and blade controllers;
you should not assume the write protection functionality on the cabinet controller
front panel display will protect the NV memory on the cabinet and blade
controllers.

2.11.4 NTP Server
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The SMW workstation is the primary NTP server for the Cray system. The blade
controllers use the HSS network to update themselves according to the NTP protocol.
To change the NTP server, see Configuring the SMW to Synchronize to a Site NTP
Server on page 231.
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2.11.5 Event Router

HSS functions are event-driven. The event router daemon, er d, isthe root of the
HSS. It is a system daemon that runs on the SMW, cabinet controllers, and blade
controllers. The SMW runs a separate thread for each cabinet controller. The cabinet
controller runs a separate thread for each blade controller. HSS managers subscribe to
events and inject events into the HSS system by using the services of the er d. (For
descriptions of HSS managers, see HSS Managers on page 50) The event router starts
as each of the devices (SMW, cabinet controller, blade controller) are started.

When the event router on the SMW receives an event from either a connected agent
or from another event router in the hierarchy, the event islogged and then processed.
Thext cl i commands, which are primary HSS control commands, also access the
event router to pass information to the managers.

The xt consumer command (see Monitoring Events on page 106) monitors the
erd. Thext consol e command (see Monitoring Node Console Messages on
page 106) operates a shell window that displays all node console messages.

2.11.6 HSS Managers

HSS managers are located in / opt / cr ay/ hss/ def aul t/ et c. They report to
the event router and get information from it.

The HSS managers are started by running the/ etc/init.d/rsns start
command.

You can configure HSS daemons dynamically by executing the xt daenmonconfi g
command. For alist of the HSS daemons, see the xt daenonconf i g(8) man page.
This section highlights the following key HSS daemons:

» state manager
* boot manager
e system environmental data collections (SEDC) manager
e NID manager
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2.11.6.1 State Manager

Every component has a state at all times. The state manager, st at e_nmanager ,
runs on the SMW and uses a relational database (also referred to as the HSS
database) to read and write the system state. The state manager keeps the

database up to date with the current state of components and retrieves component
information from the database when needed. The state manager uses the
Lightweight Log Manager (LLM). The log data from state manager is written to
/var/opt/cray/| og/ sm yyyymmdd. The default setting for state manager isto
enable LLM logging. In addition, the dynamic system state persists between boots.
The state manager performs the following functions:

* Updates and maintains component state information (see Appendix B, System
States on page 371)

* Monitors events to update component states
» Detects and handles state notification upon failure

* Provides state and configuration information to HSS applications so that they do
not interfere with other applications working on the same component

The state manager listens to the er d, records changes of states, and shares those
states with other daemons.

2.11.6.2 Boot Manager

The boot manager, boot manager , runs on the SMW. It controls the acts of placing
kernel data into node memories and requesting that they begin booting.

During the boot process, the state manager provides state information that allows the
nodes to be locked for booting. After the nodes boot, the state manager removes
the locks and notifiesthe boot manager. The boot manager logging facility includes
atimestamp on log messages.

2.11.6.3 System Environmental Data Collections (SEDC) Manager

The System Environment Data Collections (SEDC) manager, sedc_nanager ,
monitors the system's health and records the environmental data and status of
hardware components such as power supplies, processors, temperature, and fans.
SEDC can be set to run at all times or only when aclient is listening. The SEDC
configuration file provided by Cray has automatic data collection set as the default
action.
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The SEDC configuration file

(/opt/cray/ hss/ defaul t/etc/sedc_srv.ini bydefault) configuresthe
SEDC server. In thisfile, you can also create sets of different configurations as
groups so that the blade and cabinet controller daemons can scan components at
different frequencies. Thesedc_manager sends out the scanning configuration
for specific groups to the cabinet and blade controllers and records the incoming
data by group. For information about configuring the SEDC manager, see

Using and Configuring System Environment Data Collections (SEDC) and the
sedc_rmanager (8) man page.

To view System Environment Data Collections (SEDC) scan data, use the

xt sedcvi ewer command-line interface. This utility allows you to view the server
configurations (groups) as well as the SEDC scan data from blade and cabinet
controllers. For information about viewing SEDC server configuration and the SEDC
scan data, see Using and Configuring System Environment Data Collections (SEDC)
and the xt sedcvi ewer (8) man page.

2.11.6.4 NID Manager
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The NID (node ID) manager, ni d_ngr , runs on the SMW and provides a NID
mapping service for the rest of the HSS environment.

Along with the ability to assign NIDs automatically, the ni d_ngr supports a
mechanism that allows an administrator to control the NID assignment; thisis useful
for handling unique configurations. Administrator-controlled NID assignment is
accomplished through the ni ds. i ni NID assignment file.

Caution: Theni ds. i ni filecan have a major impact on the functionality of a
Cray system and should only be used or modified at the recommendation of Cray
support personnel. Setting up this fileincorrectly could make the Cray system
unroutable.

Typicaly, after a NID mapping is defined for a system, this mapping is used until
some major event occurs, such as a hardware configuration change (see Updating the
System Configuration After a Blade Change on page 222). This may require the NID
mapping to change, depending on the nature of the configuration change. Adding
additional cabinets to the ends of rows does not typically result in a new mapping.
Adding additional rows most likely does result in a new mapping. If the configuration
change is such that the topology class of the system is changed, this will require a
new NID mapping. Otherwise, the NID mapping remains static.

The ni d_mngr generates alist of mappings between the physical location and
Network Interface Controller ID (NIC ID) and distributes this information to the
blade controllers. Because the operating system always uses hode IDs (NIDs), the
HSS converts these to NIC I Ds when sending them onto the HSS network and back to
NIDs when forwarding events from the HSS network to a node.

For more information about node 1Ds, see Identifying Components on page 55.
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2.11.7 Automatically Discover and Configure Cray System Hardware

Thext di scover command automatically discovers the hardware components on a
Cray system and creates entries in the system database to reflect the current hardware
configuration. The xt di scover st at us command can correctly identify missing
or nonresponsive cabinets, empty or nonfunctioning slots, the blade type (service or
compute) in each dot, and the CPU type and other attributes of each node in the
system. The xt di scover command and the state manager ensure that the system
status represents the real state of the hardware. When it has finished, you can use the
xt cl i command to display the current configuration. No previous configuration

of the system is required; the hardware is discovered and made available, and you
can modify the components after xt di scover hasfinished creating entriesin the
system database.

The xt di scover interface steps a system administrator through the discovery
process. The xt di scover . ini filealowsyou to predefine values such as
topology class, cabinet layout, and so on. A template xt di scover . i ni
fileisinstalled with the SMW software. The default location of the fileis
/opt/cray/ hss/defaul t/etc/xtdi scover.ini.

Note: When xt di scover creates adefault partition, it usesc0- 0c0sOnl as
the default for the boot node and c0- 0c0s1n1 asthe default SDB node.

The xt di scover command does not use or configure the Cray High Speed
Network (HSN). The HSN configuration is done when booting the system with the
xt boot sys command.

If there are changes to the system hardware, such as adding a new cabinet or
removing a blade and replacing it with a blade of a different type (for example, a
service blade that is replaced with a compute blade), then xt di scover must be
executed again, and it will perform an incremental discovery of the hardware changes
without disturbing the rest of the system.

For more information, see the xt di scover (8) man page.

2.11.8 Cray System Network Routing Utility

Usethertr command to perform avariety of routing-related tasks. Thertr
command is also invoked as part of the xt boot sys process. For more information,
seether t r (8) man page.

2.11.9 Log Files

For more information about examining log files, see Managing Log Files Using CLE
and HSS Commands on page 98.

S-2393-5101 53



Managing System Software for the Cray® Linux Environment

2.11.9.1 Event Logs

2.11.9.2 Boot Logs

The event router records events to the event log in the

/ var/ opt/cray/ | og/ event - yyyymmdd file. When the log grows beyond a
reasonable size, it turns over and its contents are stored in a numbered filein the
directory.

The/var/ opt/cray/ | og/ session-id directory is a repository for files
collected by commands such as xt boot sys, xt consol e, xt consuner , and
xt net wat ch for the currently booted session. To determine the current sessionid,
see the xt sessi on(8) man page.

Note: A symbolic link will be created from
/ var/ opt/cray/ | og/ partition- cur r ent to the currently booted session
directory.

2.11.9.3 Dump Logs

The/ var/ opt/ cray/ dunp directory is arepository for files collected by the
xt dunpsys command. It contains time-stamped dump files.

For more information about examining log files, see Managing Log Files Using CLE
and HSS Commands on page 98.

2.12 SEC Software for Log Monitoring and Event Processing
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The simple event correlator (SEC) is released under the GNU Public License (GPL)
v2. Asdescribed at http://simple-evcorr.sourceforge.net/, SEC is"... an event
correlation tool for advanced event processing which can be harnessed for event log
monitoring, for network and security management, for fraud detection, and for any
other task which involves event correlation. Event correlation is a procedure where a
stream of eventsis processed, in order to detect (and act on) certain event groups that
occur within predefined time windows. Unlike many other event correlation products
which are heavyweight solutions, SEC is alightweight and platform-independent
event correlator which runs as a single process. The user can start it as a daemon,
employ it in shell pipelines, execute it interactively in aterminal, run many SEC
processes simultaneously for different tasks, and use it in awide variety of other
ways."

A simplified description of SEC isthat it parses every line being appended to system
log files, watches for specific strings to show up that represent significant events
occurring in the system, and sends out E-mail notification that the event has occurred.

For information about optionally using SEC for your Cray system, see Configuring
SEC Software for a Cray XC System.
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2.13 Storage

All Cray XC30 systemsrequire RAID storage. RAID storage consists of one or more
physical RAID subsystems; a RAID subsystem is defined as a pair of disk controllers
and all disk modules that connect to the controllers.

Functionally, there are two types of RAID subsystems: system RAID (also referred to
as boot RAID) and file system RAID. The system RAID stores the boot image and
system filesand is also partitioned for database functionality, while the file system
RAID stores user files.

File system RAID subsystems use the Lustre file system. Lustre offers high
performance scalable parallel 1/0 capabilities, POSIX semantics, and scalable
metadata access. For more information on Lustre file system configuration, see
Managing Lustre for the Cray Linux Environment (CLE) (S-0010).

Cray offers RAID subsystems from two vendors. DataDirect Network (DDN) and
NetApp. All DDN RAID subsystems function as dedicated file system RAID, while
NetApp RAID subsystems can function as dedicated file system RAID, a dedicated
system RAID, or a combination of both. Different controller models support Fibre
Channel (FC), Serial ATA (SATA), and Serial Attached SCSI (SAS) disk options.
In addition to vendor solutions for file system RAID, Cray offers an integrated file
system, software and storage product, the Sonexion.

RAID devices are commonly configured with zoning so that only appropriate service
nodes see the disk devices (LUNS) for the services that will be provided by each
node; thisis done in order to reduce the possibility of accidental or unauthorized
access to LUNSs.

Caution: Because the system RAID disk is accessible from the SMW, the service
database (SDB) node, the boot node, and backup nodes, it is important that you
never mount the same file system in more than one place at the same time. If you
do so, the Linux operating system will corrupt the file system.

For more information about configuring RAID, see the documentation for your site's
particular RAID setup.

2.14 Other Administrative Information

This section contains additional information that is helpful for the administrator.

2.14.1 Ildentifying Components
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System components (nodes, blades, chassis, cabinets, etc.) are named and located
by node ID, IP address, physical ID, or class number. Some naming conventions
are specificto CLE.
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2.14.1.1 Physical ID

The physical 1D identifiesthe cabinet's location on the floor and the component's
location in the cabinet as seen by the HSS.

The table below shows the physical ID naming conventions. Descriptions assume that
you are standing in front of the system cabinets.

Table 1. Physical ID Naming Conventions

Component For mat Description
SMW s0, al | All components attached to the
SMW.

xtcli power up sO powers
up al components attached to the
SMW.

cabinet cX-Y Compute/service cabinet, cabinet
controller hostname. Not used for
blower cabinets.

For example: ¢12- 3 iscabinet 12

inrow 3.

compute/service cabinet controller ¢ X- YV Compute/Service cabinet controller

HSS microcontroller HSS microcontroller; M isO.

power rectifier module within a cX-YrR Power rectifier module within a

cabinet cabinet; Ris 0 to 63.

cabinet controller (CC) FPGA cX-YfF Cabinet controller (CC) FPGA; F is
0.

blower cabinet bX-Y Blower cabinet, cabinet controller
hostname (if applicable). Xis0to
63; YisOto 15.

For example: b12- 3 is blower
cabinet 12 in row 3.

blower cabinet controller bX- YmM Blower cabinet, cabinet controller;
M isO.

blower within a blower cabinet bX- YbB Blower within a blower cabinet; B
is 0-5.
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Component Format Description

chassis cX-YcC Physical unit within cabinet: cX-Y;
cC isthe chassis number and C is
0-2. Chassis are numbered bottom
to top.

For example: ¢0- 0c2 ischassis 2

of cabinet cO- 0.
chassis host controller cX- YcCmM Chassis host controller; M isO.
optical connectors cX-YcCjJ Optical connectors per chassis;

there are 40 optical connectors per
chassis. Jis0-63.

chassis host FPGA cX-YcCfF Chassis host FPGA; F isO.

blade or slot cX- YcCsS Physical unit within a dlot of a
chassis c X- YcC; sSisthe dot
number of the blade and Sis 0-15.

For example: c0- 0c2s4 isdlot 4
of chassis 2 of cabinet cO- 0.

For example: c0- 0c2s* isall
slots (0...15) of chassis 2 of cabinet
c0-0.

optical controller groups cX- YcCoO Optical controller groups —
controller groups are associated
with dlots by multiplying controller
number by 2 (and optionally adding

1); Ois0-7.

individual optical controller cX- YcCoOx X Individual optical controller within
an optical controller group; X is0-4.

LOD FPGA within a base blade CX-YcCsS F LOD FPGA within a base blade; F
isO.

Aries™ ASIC CcX- YcCsSaA Aries ASIC within a base blade.

Thereis only one Aries ASIC per
blade, and all nodes on the blade
connect to it. aA isthe location of
the ASIC withinthe bladeand A is
0.

For example: c0- 1¢2s3a0.
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Component

Format

Description

AriesNIC

LCB tile row/column

SerDes macro associated with an
LCB

SerDes macro network processor
associated with an LCB

AriesASIC VRM

Processor Daughter Card (PDC)
within a base blade

quad Processor Daughter Card
(QPDC) within a base blade

general-purpose-accel erator
Processor Daughter Card (GPDC)
within a base blade

LOC FPGA within aPDC
LOC FPGA withinaQPDC

LOC FPGA withinaGPDC
VRM within a PDC associated
with a processor socket
SouthBridge chip within aPDC

SouthBridge chip within a QPDC

SouthBridge chip within a GPDC
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cX- YcCsSAnNIC

cX- YcCs SaAlIRCoal

¢ X- YcCs SaAmRCaol

cX- YcCs SaApRCal

cX- YcCsXaAvY
cX- YcCsSpP

cX-YcCsHQ

cX- YcCs KK

cX- YcCsPpPf F

cX- YcCsQf F

cX- YcCsSkKf F
cX- YcCsSHpPvV

¢ X- YcCs SpPs SouthBridge

¢ X- YcCs g Qs SouthBridge

cX- YcCs SkKs SouthBridge

NIC (Network Interface Controller)
within an Aries ASIC; NIC is0-3.

For example: ¢c0- 1c2s3a0nl

LCB tile row/column. Row 5 is
all processor tiles; al other rows
contain only HSN tiles. Note the
octal numbering. Ris 0-5 and Col
isO-7.

SerDes macro associated with an
LCB. Note the octal numbering. R
is0-5 and Col is0-7.

SerDes macro network processor
associated with an LCB. Note the
octal numbering. Ris 0-5 and Col
is0-7.

AriesASIC VRM; VisO.

Processor Daughter Card within a
base blade; P is 0-3.

Quad Processor Daughter Card
within abase blade; Q is 0-1.

General -purpose-accel erator
Processor Daughter Card (GPDC)
within abase blade; K is 0-1.

LOC FPGA withinaPDC; F isO.

LOC FPGA within a Quad PDC; F
isO.

LOC FPGA withinaGPDC; F isO.

VRM within a PDC associated with
aprocessor socket; Vis0-1.

SouthBridge chip within a PDC;
SouthBridge is 0.

SouthBridge chip within a Quad
PDC; SouthBridgeis 0-1.

SouthBridge chip within a GPDC;
SouthBridge is 0-1.
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Component

Format

Description

blade controller HSS
microcontroller within a base
blade

node

accelerator

processor socket associated with a
physical node

DIMM associated with a processor
socket

VDD VRM associated with
processor socket

VDR VRM associated with
processor socket

die within a processor socket

core within adie

memory controller within adie
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cX- YcCsarM

cX- YcCsSN

cX- YcCsSNaA

¢ X- Yc Cs ShNs Socket

¢ X- Yc Cs ShNs Socketmvi

¢ X- Yc Cs nNs Socketv V

¢ X- YcCs nNs Socketr R

¢ X- YcCs nNs SocketdD

¢ X- Yc Cs SnNs Socketd Dc Core
¢ X- Yc Cs SNs Socketd Drmivi

Blade controller HSS
microcontroller within a base
blade (not the blade controller
CPU); M isO.

Physical node on a base blade; nN
isthe location of the node and N is
0-3.

For example: c0-0c2s4n0 is
node O on blade 4 of chassis 2 in
cabinet cO0- 0.

For example: c0- 0c2s4n* isall
nodes on blade 4 of chassis 2 of
cabinet cO- 0.

Accelerator associated with a node;
may be any type of supported
accelerator. AisO-7.

Processor socket associated with a
physical node; Socket is 0-1.

DIMM associated with a processor
socket; M is 0-7.

VDD VRM associated with
processor socket; Vis 0.

VDR VRM associated with
processor socket; Ris 0.

Die within a processor socket; D is
0-3.

Core within adie; Coreis 0-63.

Memory controller within adie; M
is0-3.
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Component

Format Description

logical machine (partition) p# A partition is a group of

components that make up alogical
machine. Logical systems are
numbered from 0 to the maximum
number of logical systems minus
one. Because pO0 isreserved to refer
to the entire machine as a partition
a configuration with 31 logical
machines would be numbered p1
through p31 (see Logical Machines
on page 64) and pO would need

to be deactivated or removed as it
would no longer be valid.

2.14.1.2 Node ID (NID)
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The node ID (NID) is a decimal numbering of all CLE nodes. NIDs are sequential
numberings of the nodes starting in cabinet c0- 0. Each additional cabinet continues
from the highest value of the previous cabinet; so, cabinet O has NIDs 0-191, and
cabinet 1 has NIDs 192 - 383, and so on.

A cabinet contains three chassis; chassis 0 is the lower chassisin the cabinet. Each
chassis contains sixteen blades and each blade contains four nodes. The lowest
numbered NID in the cabinet isin chassis 0 slot 0 (lower left corner); slots (blades)
are numbered l€eft to right (slot O to slot 15; as you face the front of the cabinet). NID
numbering beginsin cabinet 0, cage 0, slot 0 with NIDs 0, 1, 2, and 3; NIDs 4, 5, 6,
and 7 arein dot 1, and this numbering scheme continuesto slot 15 and then moves up
to chassis 1 and so on.

Usethe xt ni d2st r command to convert aNID to a physical ID. For information
about using the xt ni d2st r command, see the xt ni d2st r (8) man page. To
convert aphysical ID to aNID number, you can usethertr --systenm map
command and filter the output. For example:

crayadm@nmw. ~> rtr --systemnmap | grep cl-0c0sl4n3 | awk '{ print $1 }'
251

Use the ni d2ni ¢ command to print the nid-to-nic_address mappings,
nic_address-to-nid mappings, and a specific physical_|ocation-to-nic_address
and nid mappings. For information about using the ni d2ni ¢ command, see the
Xt ni d2st r (8) man page.
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2.14.1.3 Class Name

Class names are a CLE construct. The/ et ¢/ opt/ cray/ sdb/ node_cl asses
fileis created as part of the system installation, based on the node_cl ass*
settings defined in CLEi nst al | . conf . During the boot process,

the ser vi ce_processor database table is populated from the

/ etc/opt/cray/ sdb/ node_cl asses file, which can be changed if you add or
remove nodes (see Changing Nodes and Classes on page 203).

Note: It isimportant to keep node class settingsin CLEi nstal | . conf and
/ et c/ opt/cray/ sdb/ node_cl asses consistent in order to avoid errors
during update or upgrade installations (see the Installing and Configuring Cray
Linux Environment (CLE) Software (S-2444).

The only restriction about how you name the classesis that the class name must be
valid (e.g., the name of adirectory.) Thereis no restriction about how many classes
you specify; however, you must use the same class names when you invoke the

Xt spec specialization command (see Specializing Files on page 138).

Change the class of anode (see Changing the Class of a Node on page 143) when you
change its function, for example, when you have added an additional login node.

The/ et ¢/ opt/ cray/ sdb/ node_cl asses filedescribes the nodes associated
with each class.

Example 1. Sample /et c/ opt/ cray/ sdb/ node_cl asses file

node: cl asses
. service

. service
:login

. service

©O© 0 O H*

2.14.2 Topology Class

Each Cray system is given atopology class based in the number of cabinets and
their cabling. Some commands, such as xt bounce, let you specify topology class
as an option.

You can see the class value of your system in a number of places, such asxt cl i
st at us output, r ca- hel per - o command output (r ca- hel per isrunfroma
Cray node), or by using the xt cl ass command from the SMW:

smw. ~> xt cl ass
1
2.14.3 Persistent / var Directory

You can set up a persistent, writable/ var directory on each service node served with
NFS. The boot node hasits own root filesystem and itsown / var directory; the boot
node/ var isnot part of the NFS exported / snv file system.
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Because the Cray system root file system is read-only, some subdirectories

of / var are mounted on t npf s (memory) and not on disk. Persistent

/ var retains the contents of / var directories between system boots. If

persi stent _var=yes inCLEi nstal | .conf,CLE nstall configuresthe
correct values for VAR_SERVER, VAR_PATH, and VAR_MOUNT_OPTI ONS in the

/ et c/ sysconfi g/ xt fileduring installation so the service nodes will NFS mount
the proper path at boot time.

Boot scripts and the xt opvi ew utility (see Managing System Configuration with
the xt opvi ew Tool on page 135) respect these configuration values and mount the
correct / var directory.

For more information, see the Installing and Configuring Cray Linux Environment
(CLE) Software (S-2444).

2.14.4 Default Network IP Addresses

The default | P addresses for network components are described in the Installing Cray
System Management Workstation (SMW) Software (S-2480).

2.145 |/ et c/ host s Files
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The host file on the boot node is for the HSN and external hosts accessible from login
and network nodes. The hosts file on the SMW isfor the HSS network.

The xt cdr 2pr oc utility takes information from the Resiliency Communication
Agent (RCA) to build the/ et c/ host s fileon the boot node. The/ et ¢/ host s
file on the boot node maps I P addresses to node 1Ds on the system interconnection
network (see I dentifying Components on page 55). The file can aso contain aiases
for the physical 1D location of the system interconnection network components and
classnames. The/ et c/ host s fileis updated or created at boot time and contains
the default host name mappings as well as service and HSS names. The upper
octets typically range from 10.128.0.0 to 10.131.255.255. Lower octets for nodes are
derived from their NID. The NID is a sequential numbering of nodes from cabinet

O up.

The/ et ¢/ host s fileon the boot node is generated at boot time to include
the compute nodes. Also, the installation and upgrade process modifies the
/ et c/ host s fileon the boot root to include compute nodesif they are not included.

The/ et ¢/ host s fileon the SMW contains phys| Ds (physical 1Ds that map to
the physical location of HSS network components), such as the blade and cabinet
controllers (see Physical ID on page 56).

The default system | P addresses are shown in the Installing Cray System Management
Workstation (SMW) Software (S-2480).
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The xt db2et chost s command converts service information in the SDB to an

/ et c/ host s stylefile. Theresulting/ et ¢/ host s file has lines of the following
form, where the first column is the | P address, the second column is the NID, and the
third column is the service type and class ID of the node:

10. 131. 255. 254 ni d12345 boot 001
10. 131. 255. 253 ni d67890 boot 002
10. 131. 255. 252 ni d55512 | ogi n001

The service configurationtable (ser vi ce_confi g) inthe SDB XTAdmin database
provides aline for each service I P address of the form, where SERV1 and SERV2 are
the service namesintheser vi ce_confi g table:

1.2.3.1 SERV1
1.2.3.2 SERV2

Note: Each time you update or upgrade your CLE software, CLEi nst al |
verifiesthe content of / et ¢/ opt / cray/ sdb/ node_cl asses and modifies
/ et ¢/ host s to match the configuration specifiedin your CLEi nst al | . conf
file. For additional detail about how CLEi nst al I modifiesthe/ et c/ host s
file, see Installing and Configuring Cray Linux Environment (CLE) Software
(S-2444).

Thext db2et chost s command is documented on the xt db2et chost s(8) man
page.

2.14.6 Realm-Specific IP Addressing (RSIP) for Compute Nodes

Realm-Specific IP Addressing (RSIP) alows compute nodes and the service nodes
to share the IP addresses configured on the external Gigabit and 10 Gigabit Ethernet
interfaces of network nodes. By sharing the external addresses, you may rely on your
system's use of private address space and do not need to configure compute nodes
with addresses within your site's | P address space. The external hosts see only the
external |P addresses of the Cray system.

To configure RSIP for compute nodes, see Configuring Realm-specific IP Addressing
(RSIP) on page 217.

2.14.7 Security Auditing
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Cray Audit is a set of Cray specific extensions to standard Linux security auditing.
When the Cray Audit is configured, separate |ogs are generated for each audited node
on a Cray system. Cray specific utilities smplify administration of auditing options
and log files across a large number of nodes. For more information, see Security
Auditing and Cray Audit Extensions on page 154.
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2.14.8 Logging Failed Login Attempts

Thecr ay_pammodule is a Pluggable Authentication Module (PAM) that, when
configured, provides information to the user at login time about any failed login
attempts since their last successful login. For more information, see Using the
cray_pamPAM to Log Failed Login Attempts on page 159.

2.14.9 Logical Machines

You can subdivide a single Cray system into two or more logical machines
(partitions), which can then be run as independent systems. An operable logical
machine has its own compute nodes and service nodes, external network connections,
boot node, and SDB node. Each logical machine can be booted and dumped
independently of the other logical machines. Once booted, alogical machine appears
asanormal Cray system to the users, limited to the set of hardware included for

the logical machine.

The HSS is common across all logical machines. Because logical machines apply
from the system interconnection network layer and up, the HSS functions continue
to behave as a single system for power control, diagnostics, low-level monitoring,
and so on.

In addition,

» Cray recommends that you do not configure more than one logical machine per
cabinet. That way, if you power down a cabinet, you do not affect more than one
logical machine. A logical machine can include more than one cabinet.

e A jobislimited to running within asingle logical machine.

» Although the theoretical maximum of allowable logical machines per physical
Cray system is 31 logical machines (as pO is the entire system), you must
consider your hardware requirements to determine a practical number of logical
machines to configure.

» Because no two logical machines can use the same components, once asystemis
partitioned into logical machines p0 is no longer avalid reference and should be
removed or deactivated.

* You can run only asingle instance of SMW software.
« Boot and routing commands affect only a single logical machine.

To create logical machines, see Creating Logical Machines on page 194.
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Important: SCSI device names (/ dev/ sd*) are not guaranteed to be numbered
the same from boot to boot. Thisinconsistency can cause serious system problems
following areboot. When installing CLE, you must use persistent device names
for file systems on your Cray system. This does not apply to SMW disks. For
additional information, see Using Persistent SCSI Device Names on page 264.

3.1 Connecting the SMW to the Console of a Service Node

Thext con command is a console interface for service nodes. When it is executing,
the xt con command provides atwo-way connection to the console of any running
service node.

See the xt con(8) man page for additional information.

3.2 Logging On to the Boot Node

The standard Cray configuration has a gigabit Ethernet connection between the SMW
and boot node. You can access the other nodes on the Cray system from the boot
node.

Procedure 1. Logging on to the boot node

e From the SMW, log on to the boot node.

crayadm@mv. ~> ssh boot
crayadm@oot : ~>

Note: You can open an administrator window on the SMW to access the boot
node:

crayadm@mv. ~> xterm-ls -vb -sb -sl 2049 6&

After the window opens, useit to ssh to the boot node.

3.3 Preparing a Service Node and Compute Node Boot Image
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This section describes how to prepare a Cray service hode and compute node boot
image.
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A boot image is an archive containing al the components necessary to boot Cray
service nodes and compute nodes. In general, a boot image contains the operating
system kernel, ramdisk, and boot parameters used to bring up anode. A single boot
image can contain multiple sets of these filesto support booting service nodes and
compute nodes from the same boot image as well as booting different versions of
compute node operating systems. The operating Systems supported by a particular
boot image are described through load files. A load fileis simply a manifest of
operating system components to include (represented as files) and load address
information to provide to the boot loader. Load files should not be edited by the
administrator.

Cray system compute and service nodes use a RAM disk for booting.

Service nodes and compute nodes use the same i ni tranf s

format and work space environment. This space is created in

/ opt / xt - i mages/ machine- xtrelease- LABEL][ - partition] / nodetype,

where machine is the Cray hostname, xtrelease is the CLE release level, LABEL is
the system set label in/ et ¢/ sysset . conf, partition describes a system partition
and istypically omitted if partitions are not used, and nodetype is either conput e
or servi ce.

3.3.1 Using shel | _booti nage_ LABEL. sh to Prepare Boot Images

The CLEi nst al | installation program creates a
/var/opt/cray/install/shell_booti mage_LABEL. sh script on the
SMW. This script is unique to the system set label you installed, based on settingsin
the CLEi nstal | . conf and/ et ¢/ sysset . conf instalation configurationfiles.
You can re-use this script to automate some of the steps for creating boot images.

Procedure 2. Preparing a boot image for CNL compute nodes and service nodes

Invoketheshel | _boot i mage_LABEL. sh script to prepare boot images for the
system set with the specified LABEL. This script uses xt ¢l one and xt package to
prepare the work spacein/ opt / xt - i mages.
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shel | _booti mage_ LABEL. sh acceptsthe following options:

-V Run in verbose mode.

-T Do not update the def aul t template link.

-h Display help message.

-C Create and set the boot image for the next boot. The default isto
display xt boot i ng and xt cl i commands that will generate
the boot image. Use the - ¢ option to invoke these commands
automatically.

- b bootimage

Specify bootimage as the boot image disk device or filename. The
default bootimage is determined by using values for the system

set LABEL when CLEi nst al | was executed. Use this option to
override the default and manage multiple boot images.

Optionally, this script includes CNL_* parameters that you can use to modify the
CNL boot image configuration you definedin CLEi nst al | . conf . Edit the script
and set the associated parameter to y to load an optional RPM or changethe/ t mp
configuration.

1

AN
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Executeshel | _booti mage_LABEL. sh, where LABEL is the system set
label specifiedin/ et ¢/ sysset. conf for thisboot image. For example, if the
system set label is BLUE, log on to the SMW as root and type:

smw. ~# /var/opt/cray/install/shell _booti nage_BLUE. sh

On completion, the script displays the xt boot i ng and xt cl i commands
required to build and set the boot image for the next boot. If you specifiedthe- ¢
option, the script invokes these commands automatically and you should skip
the remaining steps in this procedure.

. Create a unified boot image for compute and service nodes by using the

xt boot i ng command suggested by theshel | _boot i mage_ LABEL. sh
script.

In the following example, replace bootimage with the mountpoint for

BOOT_| MAGEO in the system set definedin/ et ¢/ sysset . conf . Set
bootimage to either araw device; for example/ r aw0 or afilename; for example
/ boot i magedi r/ boot i mage. new.

Caution: If bootimage is afile, verify that the file exists in the same path on
both the SMW and the boot root.
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Type the following command:

smw. ~# xtbooting \

-L /opt/xt-imges/ machine- xtrelease- LABEL/ conput e/ CNLO. | oad \
-L /opt/xt-images/ machine- xtrelease- LABEL/ servi ce/ SNLO. | oad \
- ¢ bootimage

a. At the prompt 'Do you want to overwrite', type y to overwrite the existing

boot image file.

If bootimage is afile, mount the boot node root filesystem to/ boot r oot 0O,
copy the boot image file from the SMW to the same directory on the

boot root, and then unmount the boot node root file system. If bootimage

is araw device, skip this step. For example, if the bootimage fileis

/ boot i magedi r/ boot i nage. newand boot r oot _di r issetto

/ boot r oot 0, type these commands.

smwv. ~ # nmount /dev/ bootrootdevice / boot r oot 0
smv. ~ # cp -p /bootimagedir/booti nage. new / boot r oot 0/ boot i magedi r/ boot i mage. new

smwv. ~ # unount /bootroot0O
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3. Set the boot image for the next system boot using the suggested xt cl i
command.

Theshel | _booti nage_ LABEL. sh program suggests an xt cl i command
to set the boot image based on the value of BOOT_| MAGEO for the system set
that you areusing. The - i bootimage option specifiesthe path to the boot image
and is either araw device, for example, / r aw0 or / r awl, or afilesuch as

/ boot i magedi r/ boot i mage. new.

Caution: The next boot, anywhere on the system, uses the boot image you
set here.

a. Display the currently active boot image. Record the output of this command.

If the partition variablein CLEi nst al | . conf issO, type:

smw. ~# xtcli boot_cfg show
Or

If the partition variable in CLEi nst al | . conf isapartition value such
aspO0, p1, and so on, type:

smw. ~# xtcli part_cfg show pN

Invoke xt cl i with the updat e option to set the default boot configuration
used by the boot manager.

If the partition variablein CLEi nst al | . conf issO, type thiscommand to
select the boot image to be used for the entire system.

smw. ~# xtcli boot_cfg update -i bootimage

Or
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If the partition variablein CLEi nst al | . conf isapartition value such as
pO, p1, and so on, type this command to select the boot image to be used
for the designated partition.

smw. ~# xtcli part_cfg update pN -i bootimage

3.3.2 Customizing Existing Boot Images

Cray recommends using Procedure 2 on page 66 to prepare production boot images.
However, you may use the xt cl one, xt package and xt boot i ng utilities on
the SMW to modify existing compute node or service node images for the purpose
of experimenting with custom options.

Note: You must have root privileges to invoke the xt cl one and xt package
commands.

You can customize a boot image on the SMW using a four-step process:

1. Executethext cl one utility to create your new work area, which is copied from
an existing work area.

2. Inyour new work area, make necessary changes, for example, install RPMs, edit
configuration files, or add or remove scripts.

3. Execute the xt package utility to properly package the operating system
components and prepare aload filefor use by xt boot i ng.

4. Executethext boot i ng utility to create a boot image (an archive or cpi o file)
from your work area. The xt boot i ng utility collects the components described
by one or more load filesinto a single archive. The load filesthemselves are also
included in the archive, along with other components, BIOS, and sources listed in
the load filefrom xt package.

The following is a sample service node load file (SNLO. | oad):

#NODES_REALLY_READY

SNLO/ si ze-initranfs 0x9021C

#Ker nel source: /opt/xt-inages/hostname-5. 0. 41- LABEL-s0/ servi ce/ boot/ bzl mage-3. 0.58-0.6.6.1_1.0500. 7272-cray_ari _s
SNLO/ bzl mage- 3. 0. 58-0. 6. 6. 1_1. 0500. 7272-cray_ari _s. bi n 0x100000

#Par amet ers source: /opt/xt-inages/ hostname-5. 0. 41- LABEL-sO/ servi ce/ boot/ par amet er s-sn

SNLO/ par anmet ers 0x90800

SNLO/initranfs.gz OxFA00000

To create load filesfor supporting, for example, different boot parameters or different
RAM disk contents, use the xt package command with the - L option.

Usethext boot i ng - L option to specify the path to the CNL compute node load
file and the path to the service node load file.
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Procedure 3. Creating a Cray boot image from existing file system images

1. Make copies of the compute-node-side and service-node-side of an existing work
area.

Note: It is recommended that your work area be in a subdirectory of
/ opt/ xt - i mages, as shown in the example.

smw. ~ # xtcl one /opt/xt-inages/ machine- xtrelease- LABEL/ conput e \
/opt/xt-images/test/conmpute

smw. ~ # xtclone -s /opt/xt-imges/ machine- xtrelease- LABEL/ servi ce \
/opt/xt-images/test/service

2. Make any changes to your work area that are necessary for your site. For
example, you can install or erase RPM's, change configuration files, or add or
remove scripts. Use the xt package - s option to create a "service-node-only"
boot image. When you are finished making changes, wrap up (package) the
compute-node-side and service-node-side of your work area.

smw. ~ # xtpackage /opt/xt-inmages/test/conpute
smw. ~ # xtpackage -s /opt/xt-inmages/test/service

Note: Thext package utility automatically createsan/ et c/ xt . snl file
inservice nodei ni t r anf s. This allows compute node hardware to boot
service node images, if necessary.

3. Finaly, make a boot image (acpi o file) from your work area.

smwv. ~ # xtbooting -L /opt/xt-inages/test/service/ SNLO. | oad \
-L /opt/xt-images/test/conpute/ CNLO. | oad \
-c /opt/xt-images/ cpi o/test/ bootimage

Note: The directory path for bootimage must exist on both the SMW and the boot
node, and the bootimage filesin each location must be identical.

Some configurations export / opt / xt - i nages/ cpi o viaNFS, so the

SMW and the boot node can see the same filesin/ opt / xt - i mages/ cpi o,
athough thisis not recommended for larger systems. Other configurationsuse a
non-networked filesystem at / t mp/ boot , in which case, you must put a copy
of smw: / t np/ boot / bootimage. cpi o at boot : / t np/ boot / bootimage.
Thisisrequired for the boot node to be able to distribute bootimage to the other
service nodes.

For more information about these utilities, see the xt cl one(8), xt package(8),
and xt boot i ng(8) man pages.
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3.3.3 Changing Boot Parameters

é Caution: Some of the default boot parameters are mandatory. The system may
not boot if they are removed.

Updating the parameters passed to the Linux kernel requires recreating the boot
image with the xt package and xt boot i ng commands. You can either edit the
filesin the file system image or specify a path to afile containing parameters. If
editing the files, the default service and compute node parameters can be found in
boot / par anet er s- snl and boot / par anet er s- cnl , respectively.

Example 2. Making a boot image with new parameters for service and CNL
compute nodes

smv. ~ # xtpackage -s -p /tnp/paraneters-service.new /opt/xt-inmages/test/service
smv. ~ # xtpackage -p /tnp/paraneters-conmpute. new /opt/xt-inmges/test/conpute

smv ~ # xtbooting -L /opt/xt-inages/test/service/ SNLO. | oad \
-L /opt/xt-images/test/conpute/ CNLO.load -c /raw0

3.4 Booting Nodes

This section describes how to manually boot your boot node, service nodes, and
compute nodes. It also describes how to reboot a single compute node, and reboot
login or network nodes.

For information about modifying boot automation files, see Modifying Boot
Automation Files on page 197.

3.4.1 Booting the System

Use the xt boot sys command to manually boot your boot node, service nodes,
and CNL compute nodes.

Note: You can also boot the system using both user-defined and built-in procedures
in automation files, for example, aut 0. generi c. cnl . Before you modify the
aut 0. generi c. cnl file Cray recommends copying it first because it will be
replaced by an SMW software upgrade. For related procedures, see Installing and
Configuring Cray Linux Environment (CLE) Software.
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The xt boot sys command prevents unintentional booting of currently booted
partitions. If aboot automation fileis being used, xt boot sys checks that fileto
determine if the string shut down exists within any actions defined in the file. If
it does, then xt boot sys assumes that a shutdown is being done, and no further
verification of operating on a booted partition occurs. If the partition is not being
shut down, and the boot nodeisin ther eady state, then xt boot sys announces
this fact to you and queries you for confirmation that you want to proceed. By
default, confirmationis enabled. To disable or enable confirmation when booting
booted partitions, use the xt boot sys confi g, confi rm booti ng_boot ed
and the confi g, confirm booti ng_booted | ast_sessi on

globa TCL variables, the - - conf i g name=value on the xt boot sys
command line, or the XTBOOTSYS_CONFI RM BOOTI NG_BOOTED and
XTBOOTSYS CONFI RM BOOTI NG BOOTED LAST SESSI ON environment
variables.

Procedure 4. Manually booting the boot node and service nodes

Note: The Lustre file system should start up before the compute nodes, and
compute node Lustre clients should be unmounted before shutting down the Lustre
file system.

Note: If you run more than one boot image, you can check which image you are
set up to boot withthext cl i boot _cf g showorxtcli part_cfg show
pN commands. To change which image you are booting, see Updating Boot
Configuration on page 196.

1. Ascrayadm usethext boot sys command to boot the boot node.

crayadm@mw. ~> xt boot sys

Note: If you have a partitioned system, invoke xt boot sys with the
--partition pnoption.

The xt boot sys command prompts you with a series of questions. Cray
recommends that you answer yes by typing Y to each question.

72 S-2393-5101



Managing the System

(3]

The session pauses at:

Enter your boot choice:

0)
1)
2)
3)
4)
5)
10)
11)
12)
13)
14)
15)
17)
18)
19)
20)
Q)

boot
boot
boot
boot
boot
boot
boot
boot
boot
boot
boot
boot
boot
turn
turn

boot node ...
sdb ...
conpute ...
service ...
all (not supported)
all _conp ...
boot node and wait
sdb and wait
conpute and wait
service and wait
all and wait (not supported)
all _conp and wai t
using a loadfile ...
console flood control off ...
console flood control on ..

spawn of f the network |ink recovery daemon (xtnlrd)..

quit.

Do you want to
Do you want to

Do you want to
Do you want to

Choose option 10 to boot the boot node and wait.

You are prompted to confirm your selection. Pressthe Ent er key or type Y to
each question to confirm your selection.

boot the boot node ? [Yn] Y
send the ec_boot event ('no' neans to only load nmenmory) ? [Yn] Y

2. After the boot node has finished booting, the process returns to the boot choice
menu. Choose option 11 to boot the SDB node and wait.

You are prompted to confirm your selection. Pressthe Ent er key or type Y to
each question to confirm your selection.

boot the sdb node ? [Yn] Y
send the ec_boot event ('no' neans to only load nenmory) ? [Yn] Y

3. Next, select option 13 to boot the service nodes and wait.

You are prompted to enter alist of the service nodes to be booted. Type pO to
boot the remaining service nodes in the entire system, or pN (where N is the
partition number) to boot a partition.

4. To confirmyour selection, pressthe Ent er key or type Y to each question.

Do you want to boot service pO ? [Yn] Y
Do you want to send the ec_boot event ('no' means to only |load nenory) ? [Yn] Y
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5. Log on to any service nodes for which there are local configuration or startup
scripts (such as starting Lustre) and run the scripts.

Procedure 5. Booting the compute nodes

1. After al service and login nodes are booted and L ustre has started (if configured

at thistime), return to the xt boot sys menu.
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Ent er
Ent er
Ent er
Ent er
Ent er

or

or
Ent er

2.

your boot choice:

Select 17 from the xt boot sys menu. A series of prompts are displayed.
Type the responses indicated in the following example. For the conponent

I'i st prompt, type pO to boot the entire system, or pN (where N is the partition
number) to boot a partition. At the final three prompts, pressthe Ent er key.

17

a boot type string (or nothing to do nothing): CNLO

a boot type option (or nothing to do nothing): conpute

a conponent list (or nothing to do nothing): pO

"any' to wait for any consol e output,

"linux' to wait for a linux style boot,

anything else (or nothing) to not wait at all: Enter

an alternative CPIO archive nane (or nothing): Enter

Do you want to send the ec_boot event ('no' means to only |oad nenory) ? [Yn] Enter

3.

After all the compute nodes are booted, return to the xt boot sys menu. Type
g to exit the xt boot sys program.

Remove the/ et ¢/ nol ogi n filefrom all service nodes to permit a non-root
account to log on.

smwv. ~# ssh r oot @oot
boot: ~# xtunspec -r /rr/current -d /etc/nologin

3.4.2 Using thextcli boot Command to Boot a Node or Set of Nodes
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To boot a specificimage or load file on a given node or set of nodes, you can execute
theHSSxt cl i boot boot_type command, as shown in the following examples.

Warning: Each system boot must be started with an xt boot sys session to
e establish a sessionid. Only perform direct boot commands using the xt cl i boot
command after a session has been established through xt boot sys.

Note: When using afilefor the boot image, the same file must be on both the
SMW and the boot r oot at the same path.

Example 3. Booting all service nodes with a specific image

The following example boots all service nodes with the specificimage located at
/ rawO:

crayadm@mw. ~> xtcli boot all_serv_ing -i /raw0
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Example 4. Booting all compute nodes with a specific image

The following example boots all compute nodes with the specificimage located at
/ bootimagedir/ bootimage:

crayadm@nmw ~> xtcli boot all_conp_ing -i / bootimagedir/ bootimage

Example 5. Booting compute nodes using a load file

The following example boots all compute nodes in the system with using a load file
name CNLO:

crayadm@mw ~> xtcli boot CNLO -o conpute sO

3.4.3 Rebooting a Single Compute Node

You can initiate awarm boot with the xt boot sys command's - - r eboot option.
This operation performs minimal initialization followed by aboot of only the selected
compute nodes. Unlike the sequence that is used by the xt bounce command,
thereis no power cycling of the Cray ASICs or of the node itself, so the high-speed
network (HSN) routing information is preserved. Do not specify a session identifier
(- s or--sessi on option) because - - r eboot continues the last session and adds
the selected components to it.

Example 6. Rebooting a single compute node

crayadm@mw. ~> xt boot sys --reboot cl1l-0c2s1n2

3.4.4 Rebooting Login or Network Nodes

Login or network nodes cannot be rebooted through a shut down or reboot
command issued on the node; they must be restarted through the HSS system using
thext boot sys --reboot idlist SMW command. The HSS must be used so that
the proper kernel is pushed to the node.

Note: Do not attempt to warm boot nodes running other servicesin this manner.
Example 7. Rebooting login or network nodes

crayadm@mw. ~> xt boot sys --reboot idlist

For additional information, see the xt boot sys(8) man page.

3.5 Rebooting Controllers of a Cabinet or Blade

Thext ccr eboot command provides a meansto reboot controllers. Options allow
for rebooting all controllers of a specified type (cabinet or blade) or providing alist of
controllers of a specified type to be rebooted.
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Example 8. Rebooting cabinet controller c0- 0, with verbose output

smv. ~> xtccreboot -v -c c0-0
xtccreboot: /opt/cray-xt-pdsh/defaul t/bin/pdsh -w "c0-0" /sbin/reboot
xtccreboot: reboot sent to specified CCs

For additional information, see the xt ccr eboot (8) man page.

3.6 Requesting and Displaying System Routing

Usethe HSSr t r command to request routing for the HSN, to verify your current
route configuration, or to display route information between nodes. Upon startup,
rtr determines whether it is making arouting request or an information request.

Example 9. Displaying routing information

The--system map optiontortr writesthe current routing information to
st dout or to aspecified file. This command can also be helpful for trandating node
IDs (NIDs) to physical ID names.

crayadm@mw. ~> rtr --system nmap

Example 10. Routing the entire system

Thertr -RJ--route-systemcommand sends arequest to perform system
routing. If no components are specified, the entire configuration is routed as asingle
routing domain based on the configuration information provided by the state manager.
If acomponent list (idlist) is provided, routing is limited to the listed components.
The state manager configuration further limits the routing domain to omit disabled
blades, nodes, and links and empty blade dots.

crayadm@mw. ~> rtr --route-system

For more information about displaying system routing information, seethert r (8)
man page.

3.7 Initiating a Network Discovery Process
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Usethe HSSrtr - -di scover command to initiate a network discovery process.

crayadm@nmw. ~> rtr --discover

Important: The discovery process must be done on the system as awhole; it
cannot be applied to individual partitions. Therefore, discovery will immediately
fail if the system does not have partition pO enabled.

See ther t r (8) man page for additional information about using thertr
- - di scover command.
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3.8 Bouncing Blades Repeatedly Until All Blades Succeed

Example 11. Bounce failed blades repeatedly until all blades succeed

To bounce failed blades multiple times in order to have them eventually all succeed,
complete these steps.

Important: Doing thisiterative xt bounce should typically be done in concert
with an xt boot sys automation filewhere bounce and routing are turned off.

1. Bounce the system.

smwv. ~> xt bounce sO
2. Bounce any blades that failed the first bounce.
3. Repeat step 2 as necessary.

4. Execute the following command, which copies route configuration files, based
on theidlist (such as s0), to the blade controllers. This avoids having old, partia
route configuration filesleft on the blades that were bounced in step 2 above and
ensures that the links are initialized correctly. For example,

smw. ~> xt bounce --linkinit sO

5. Route and boot the system, without executing xt bounce again; if using a
xt boot sys automation file, specify set dat a( confi g, xt bounce) 0, or
you can usethe xt boot sys --confi g xtbounce=0 command.

3.9 Shutting Down the System Using the aut 0. xt shut down File
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The preferred method to shut down the system is to use the xt boot sys

-s last -aauto.xtshutdown command. This method shuts down

the compute nodes (which are commonly also Lustre clients), then executes

xt shut down on service nodes, halting the nodes and then stopping processes
on the SMW. You can shut down the system using both user-defined and built-in
proceduresin the aut 0. xt shut down file, which islocated on the SMW in the
/ opt/cray/ hss/ def aul t/ et ¢ directory.

Example 12. Shutting down the system using the aut 0. xt shut down file

To shut down the system using the aut 0. xt shut down file, execute the following
command from the SMW:

crayadm@mwv. ~> xt bootsys -s |last -a auto.xtshutdown

Or
for a partitioned system with partition pN:

smv. ~# xtbootsys --partition pN -s last -a auto.xtshutdown
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For related procedures, see Installing and Configuring Cray Linux Environment
(CLE) Software. For more information about using automation files, see the
xt boot sys(8) man page.

3.10 Shutting Down Service Nodes Using the xt shut down
Command

The xt shut down command executes from the boot node to shut down the services
on service nodes and then shut down the service nodes of the Cray system. It executes
a series of commands locally on the boot node and on the service nodes to shut down
the system in an orderly fashion.

Procedure 6. Shutting down service nodes

* Modify the/ etc/ opt/cray/init-service/xtshutdown. conf file
or in the file specified by the XTSHUTDOWN_CONF environment variable to
define the sequence of shutdown steps and the nodes on which to execute them.
(The/ etc/opt/cray/init-service/xtshutdown. conf fileresides
on the boot node.)

é Caution: Thext shut down command does not shut down compute nodes. To
shut down the compute and service nodes, see Shutting Down the System or
Part of the System Using thext cl i shut down Command on page 79.

The xt shut down command uses pdsh to invoke commands on

the service nodes you select. You can choose the boot node, SDB

node, a class of nodes, or a single host. You can define functions to

execute when the system is shut down. Place these functions in the
/etc/opt/cray/init-servicel/xt_shutdown_| ocal fileorthefile
defined by the XTSHUTDOWN L OCAL environment variable.

Note: You must be r oot user to use the xt shut down command.
Passwordless ssh must be enabled for the root user from the boot node to all
service nodes.

boot : ~ # xt shut down

After you have shut down the software on the nodes, you can halt the hardware,
reboot, or power down.

For information about shutting down service nodes, see the xt shut down(8)
man page.
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3.11 Shutting Down the System or Part of the System Using the
xt cli shut down Command

The HSSxt cl i shut down command allows you to shut down the system or a
part of the system. To shut down compute nodes, execute the xt cl i shut down
command. Under normal circumstances, for example to successfully disconnect from
Lustre, invoking the xt cl i shut down command attempts to gracefully shut down
the specified nodes.

Example 13. Shutting down all compute nodes

To gracefully shut down all compute nodes, execute the following command:
crayadm@mw. ~> xtcli shutdown conpute

Example 14. Shutting down specified compute nodes

To gracefully shut down only compute nodes in cabinet c13- 2:
crayadm@nmw ~> xtcli shutdown c13-2

Example 15. Shutting down all nodes of a system

Thext cl i shut down command alows you to shut down the system gracefully;
to shut down a partition, use the pn command, where n is the partition you want
to shut down.

crayadm@nmw. ~> xtcli shutdown sO

Example 16. Forcing nodes to shut down (immediate halt)

To force nodes to shut down, for example when all nodes of a system must be halted
immediately, usethe - f argument; nodes will not go through their normal shutdown
process. You can force a shutdown by using the - f argument, even if the nodes have
an dert status present. For example:

crayadm@nmw. ~> xtcli shutdown -f sO

After you have shut down the software on the nodes, you can halt the hardware,
reboot, or power down.

For information about shutting down nodes using the xt cl i shut down command,
see the xt cl i (8) man page.

3.12 Stopping System Components

When you remove, stop, or power down components, any applications and compute
processes that are running on those components are |ost.
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3.12.1 Reserving a Component

If you want the applications and compute processes to complete before you stop
components, usethe HSS xt cl i set _reserve idlist command to select the
nodes you want to remove. This prevents them from accepting new jobs.

Note: If you are running CNL and using ALPS, after anode is reserved it is
considered to be down by ALPS. The output from apst at will show the node as
down (DN), even though there may be an application running on that node. This
DN designation indicates that no other work will be placed on the node after the
currently running application has terminated.

Procedure 7. Reserving a component

o Type

crayadm@mwv. ~> xtcli set_reserve idlist

For information about reserving a component, seethext ¢l i _set (8) man page.

3.12.2 Powering Down Blades or Cabinets
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Warning: Power down the cabinets with software commands. Tripping the circuit
breakers may result in damage to system components.

Warning: Ensure the operating system is not running before you power down a
blade or a cabinet.

Thextcli power down command powers down the specified cabinet and/or
blades within the specified partition, chassis or list of blades. Cabinets must be in
the READY state (see Appendix B, System States on page 371) to receive power
commands.

Thextcli power force downandxtcli power down_sl ot commands
aredliasesfor thext cl i power down command.

Procedure 8. Powering down a specified blade

Thextcli power down command has the form, where physlDlist is a
commarseparated list of cabinets or blades present on the system (see Physical ID
on page 56).

xtcli power down physiDlist

e To power down a blade with the ID c0- 0c0s7, type:

crayadm@mv. ~> xtcli power down c0-OcOs7

Warning: Although ablade is powered off, the HSS in the cabinet is live and
has power.
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For information about disabling and enabling components, see Disabling
Hardware Components on page 86, and Enabling Hardware Components on

page 86, respectively. For information about powering down a component, see the
xt cl i _power (8) man page.

3.12.3 Halting Selected Nodes

You can halt selected nodes withthe HSS xt cl i hal t command.
Procedure 9. Halting a node

The command has the form:
xtcli halt node
o Type
crayadm@mv. ~> xtcli halt node

For more information about halting a node, see the xt cl i (8) man page.

3.13 Restarting a Blade or Cabinet
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Note: Change the state of the hardware only when the operating system is not
running or is shut down.

Thextcli power up command powers up the specified cabinet and/or blades
within the specified partition, chassis or list of blades. Cabinets must be in the READY
state (see Appendix B, System States on page 371) to receive power commands.

Thextcli power up command does not attempt to power up network mezzanine
cards or nodes, which are handled by the xt bounce command during system boot.
Thextcli power up_sl ot commandisanaliasforthextcli power up
command.

Usethe HSSxt cl i power up command to restart a component.
Procedure 10. Power up blades in a cabinet

Thextcli power up command has the form, where physIDlist is a
commarseparated list of cabinets or blades present on the system (see Physical ID
on page 56).

xtcli power up physiDlist

e Power up the selected blade:

crayadm@mv. ~> xtcli power up blade

For more information, seethe xt cl i _power (8) man page.
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3.14 Aborting Active Sessions on the HSS Boot Manager

Usethe HSSxt cl i sessi on abort command to abort sessions in the boot
manager. A session corresponds to executing a specific command such as xt cl i
power uporxtcli boot.

Example 17. Aborting a session running on the boot manager
To display all running sessions in the boot manager, execute the following command.
crayadm@mw. ~> sessi on show BM al |

Execute the following HSS xt cl i sessi on abort command to abort session 1
running on the boot manager:

crayadm@mw ~> xtcli session abort BM 1

Use this command if you have started an xt cl i power or xtcli boot
command but want to stop it before the command has compl eted.

Note: Only the boot manager supports multiple simultaneous sessions.

For more information about manager sessions, see the xt cl i (8) man page.

3.15 Displaying and Changing Software System Status

There are a number of tools that enable you to inspect and change the status of
compute nodes on arunning system.

3.15.1 Displaying the Status of Nodes from the Operating System

The user command xt nodest at provides adisplay of the status of nodes: how
they are allocated and to what jobs. The xt nodest at command provides current
job and node status summary information, and it provides an interface to ALPS
and jobs running on CNL compute nodes. You must be running ALPS in order for
xt nodest at to report job information.

For more information, see the xt nodest at (1) man page.

3.15.2 Viewing and Changing the Status of Nodes
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Use the xt pr ocadm n command on a service node to view the status of
components of abooted systeminthe pr ocessor table of the SDB. The command
enables you to retrieve or set the processing mode (i nt er act i ve or bat ch)

of specified nodes. You can display the state (up, down, adni ndown, r out €,

or unavai | abl e) of the selected components, if needed. You can also alocate
processor slots or set nodes to become unavailable at a particular time. The node is
scheduled only if the statusis up.
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Example 18. Looking at node characteristics

| ogi n: ~> xtprocadm n

NI D (HEX) NODENAME TYPE STATUS MODE
1 0x1 c¢0-0c0s0Onl service up bat ch
2 0x2 ¢0-0c0s0n2 service up bat ch
5 0x5 c¢0-0c0s1nl service up bat ch
6 0x6 ¢0-0c0s1n2 service up bat ch
8 0x8 ¢0-0c0s2n0 conpute up bat ch
9 0x9 c¢0-0c0s2nl compute up bat ch
10 Oxa ¢0-0c0s2n2 conpute up bat ch
11 Oxb ¢0-0c0s2n3 conpute up bat ch

Example 19. Viewing all node attributes

Use the xt pr ocadni n command to view current node attributes. The
xt procadni n - Aoption lists al attributes of selected nodes. For example:

l ogi n: ~> xtprocadnmn -A

ND  (HEX)
1 ox1

2 0x2

5 0x5

6 0x6

8 0x8

9 0x9
10 Oxa
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cO0-
cO0-
c0-
cO0-
cO0-
c0-
cO0-

NCDENAMVE TYPE ARCH 0S CPUS CU AVAILMEM  PAGESZ CLOCKMHZ GPU SOCKETS DI ES T/ CU
0cO0sOnl service xt (service) 16 8 32768 4096 2600 0 1 1 2
0c0s0On2 service xt (service) 16 8 32768 4096 2600 0 1 1 2
0cOslnl service xt (service) 16 8 32768 4096 2600 O 1 1 2
0c0s1n2 service xt (service) 16 8 32768 4096 2600 0 1 1 2
0c0s2n0 conpute  xt CNL 32 16 65536 4096 2600 O 2 2 2
0cOs2nl conpute  xt CNL 32 16 65536 4096 2600 O 2 2 2
0c0s2n2 conpute  xt CNL 32 16 65536 4096 2600 O 2 2 2

Example 20. Viewing selected node attributes of selected nodes

Thext procadm n -a attrl, attr2 option lists selected attributes of selected nodes.
For example:

| ogi n: ~> xtprocadnmin -n 8 -a arch, cl ocknmhz, os, cores
NI D (HEX) NODENAME TYPE ARCH CLOCKMHZ Os CPUS
8 0x8 ¢0-0c0s2n0 conpute xt 2600 CNL 32

Example 21. Disabling a node

To mark anode as adni ndown and not allow it to be alocated, type the following
command:

crayadm@ni d00004: ~> xtprocadmi n -n c0-0c0s3nl -k s admi ndown

Example 22. Disabling all processors

To mark all processors as adm ndown and to disable the system's ability to change
their state, type the following command:

crayadm@ni d00004: ~> xtprocadmi n -k s adnm ndown

Note: When the xt pr ocadni n - ks option is used, then the option can either
anormal argument (up, down, etc.), or it can have acolon in it to represent a
conditional option; for example, the option of the form up: down means "if state
was up, mark down".

For more information, see the xt pr ocadm n(8) man page.
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3.15.3 Marking a Compute Node as a Service Node

Usethext cl i mar k_node command to mark a node in a compute blade to have
arole of servi ce or conput e; conput e isthe default. It is not permitted to
change the role of anode on a service blade, which always hasthe ser vi ce role.

Marking a node on a compute blade asser vi ce or conput e alows you to load
the desired boot image at boot time. Compute nodes marked as ser vi ce can run
software-based services. A request to change the role of arunning node (that is, the
nodeisinther eady state and the operating system is running) will be denied.

For more information, see the xt cl i (8) man page and Checking the Status of
System Components on page 100.

3.15.4 Finding Node Information

3.15.4.1 Translating Between Physical ID Names and Integer NIDs

To tranglate between physical ID names (cnames) and integer NIDs, generate a
system map by using thertr --syst em nap command on the SMW and filter
the output; for example:

crayadm@nmw. ~> rtr --systemmap | grep cname | awk '{ print $1 }'

For more information, see ther t r (8) man page.

3.15.4.2 Finding Node Information Using the xt ni d2str Command

The xt ni d2st r command converts numeric node identification values to their
physical names (cnames). This alows conversion of Node ID values, ASIC NIC
address values, or ASIC ID values.

Example 23. Finding the physical ID for node 38

smw. ~> xtni d2str 28
node id 0x26 = 'c0-0c0s1n2'

Example 24. Finding the physical ID for nodes 0, 1, 2, and 3

smw, ~> xtnid2str 0 1 2 3

node id 0x0 = 'c0-0c0s0On0'
node id Ox1 = 'c0-0c0OsOnl'
node id 0x2 = 'c0-0c0s1n0’
node id 0x3 = 'c0-0c0s1nl’
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Example 25. Finding the physical IDs for Aries IDs 0-7

snmw, ~> xtnid2str -a 0-7

aries id 0x0O = ' c0-0c0s0al’
aries id 0x1 = 'c0-0c0Osla0
aries id 0x2 = 'c0-0c0s2a0
aries id 0x3 = 'c0-0c0s3a0’
aries id 0x4 = 'c0-0c0s4a0
aries id 0x5 = 'c0-0c0s5a0
aries id Ox6 = 'c0-0c0s6a0’
aries id 0x7 = 'c0-0c0s7a0

For additional information, see the xt ni d2st r (8) man page.

3.15.4.3 Finding Node Information Using the ni d2ni ¢ Command

Use the ni d2ni ¢ command to print the nid-to-nic address mappings, nic-to-nid
address mappings, and a specific physical_location-to-nic address and nid mappings.

For information about using the ni d2ni ¢ command, see the ni d2ni ¢(8) man
page.
Example 26. Printing the nid-to-nic address mappings for the node with NID 31.

smw, ~> nid2nic 31
NI D; Ox 1f NI C. Ox1f c0-0c0s7n3

Example 27. Printing the nid-to-nic address mappings for the same node as
shown in Example 26, but specifying the NIC value in the command line

smw, ~> nid2nic -n 0x21
NI C. 0x21 NI D: 0x21 c0-0c0s8n1

3.16 Displaying and Changing Hardware System Status

You can execute commands that look at and change the status of the hardware.

Caution: Execute commands that change the status of hardware only when the
operating system is shut down.

3.16.1 Generating HSS Physical IDs
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Execute the HSS xt geni d command to generate HSS physical IDs, for example,
to create alist of blade controller identifiersfor input to the flash manager. You can
restrict your selections to components that are of a particular type.

Note: Only user r oot can execute the xt geni d command.

Example 28. Creating a list of node identifiers that are not in the DI SABLE,
EVPTY, or OFF state

smv. ~ # xtgenid -t node --strict

For more information, see the xt geni d(8) man page.
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3.16.2 Disabling Hardware Components

If links, nodes, or Cray ASICs have hardware problems, you can direct the system to
ignore the componentswiththe xt cl i di sabl e command.

By default, when disabling a component, this command takes into consideration the
hierarchy of components, performs the action upon the identified component(s) and
cascades that action to any subcomponent of the identified component(s), unless the
- n option is specified.

Important: The - n option withthext cl i di sabl e command must be used
carefully because this may create invalid system state configurations.

Disabling of a cabinet, chassis, or blade will fail if any nodes under the component
areinther eady state, unless the force option (- f ) is used. An error message will
indicate the reason for the failure.

Disabling of anodein ther eady state will fail, unless the force option (- f ) is used.
An error message will indicate the reason for the failure.

The state of enpt y components will not change when using the di sabl e
command, unless the force option (- f ) is used.

Thextcli di sabl e command has the form:
xtcli disable [{-t type[-a] } | -n][-f] idlst

whereidlist isacomma-separated list of components (in cname format) that you want
the system to ignore. The system disregards these links or nodes.

Example 29. Disabling the Aries ASIC c0- Oc1s3a0
1. Determine that the ASIC isin the OFF state.

crayadm@mv. ~> xtcli status -t aries c0-0cls3a0
2. If the ASIC is not in the OFF state, power down the blade that contains the ASIC.

crayadm@mwv. ~> xtcli power down c0-0cls3

3. Disablethe ASIC.

crayadm@mv. ~> xtcli di sabl e c0-0cls3a0

4. Power up the blade that contains the ASIC.

crayadm@mv. ~> xtcli power up c0-0cls3

For detailed information about using the xt cl i di sabl e command, see the
xt cl i (8) man page.

3.16.3 Enabling Hardware Components

If links, nodes, or Cray ASICs that have been disabled are later fixed, you can add
them back to the system withthe xt cl i enabl e command.
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By default, when enabling a component, this command takes into consideration the
hierarchy of components, performs the action upon the identified component(s) and
cascades that action to any subcomponent of the identified component(s), unless the
- n option is specified.

Important: The - n option with thext cl i enabl e command must be used
carefully because this may create invalid system state configurations.

The state of enpt y components does not change when usingthext ¢l i enabl e
command, unless the force option (- f ) is used.

Thextcli enabl e command has the form:
xtcli enable [{-t type [-a] } | -n][-f] idlist

whereidlist is a comma-separated list of components (in cname format) that you
want the system to recognize.

The state of of f means that a component is present on the system. If the component
is a blade controller, node, or ASIC, then thiswill also mean that the component

is powered off. If you disable a component, the state shown becomes di sabl ed.
When you usethe xt cl i enabl e command to enable that component for use once
again, its state switches from di sabl ed to of f . In the same manner, enabling an
empty component means that its state switches from enpt y to of f .

For more information, see the xt cl i (8) man page.

3.16.4 Setting Components to Empty
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Usethextcli set_enpty command to set a selected component to the
enpt y state. HSS managers and the xt cl i command ignore empty or disabled
components.

Setting a selected component to the enpt y state is typically done when a component,
usually ablade, is physically removed. By setting it to enpt y, the system ignores
it and routes around it.

By default, when setting a component to an enpt y state, this command takes into
consideration the hierarchy of components, performs the action upon the identified
component(s) and cascades that action to any subcomponent of the identified
component(s), unless the - n option is specified.

Note: The - n option with the set _enpt y command must be used carefully
because this may create invalid system state configurations.

Example 30. Setting a blade to the enpt y state

Set the blade and al its componentsto enpt y:

crayadm@mw. ~> xtcli set_enpty -a c0-0cls7

For more information, see the xt cl i (8) man page.
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3.16.5 Locking Components

Components are automatically locked when a command that can change their stateis

running. Asthe command is started, the state manager |ocks these components so that
nothing else can affect their state while the command executes. When the manager is

finished with the command, it unlocks the components.

Usethe HSSxt cl i | ock command to lock components.
Example 31. Locking cabinet c0-0

The lock command identifiesthe session ID. Locking a component prints out the
state manager session ID.

crayadm@nmwv. ~> xtcli lock -1 ¢c0-0
Example 32. Show all session (lock) data
Youcanusethext cli | ock showcommand to show session (lock) information.

crayadm@mw ~> xtcli | ock show

3.16.6 Unlocking Components

Usethe HSSxt cl i | ock command to unlock components.
Example 33. Unlocking cabinet c0- 0

Thextcli | ock command isuseful when a manager fails to unlock some set
of components. You can manually check for lockswiththext cl i | ock show
command and unlock them. Unlocking a component does not print out the state
manager session ID. The - u option must be used to unlock a component.

crayadm@mw. ~> xtcli |ock -u lock_number

lock_number is the value given when initiating the lock; it is also indicated in
thextcli | ock showquery. Unlocking does nothing to the state of the
component other than to release locks associated with it. HSS managers cannot affect
components that are locked by a different session.

3.17 Performing Parallel Operations on Service Nodes
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Use the pdsh command, which is the CLE parallel remote shell utility, on a service
node to issue commands to groups of nodesin parallel. You can select the nodes on
which to use the command, exclude nodes from the command, and limit the time
the command is allowed to execute. You must be user r oot to execute the pdsh
command. The command has the form:

pdsh [ options] command
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Example 34. Restarting the NTP service

To restart the network time protocol (NTP) service on the first 9 login nodes, type:

boot:~ # pdsh -w 'login[1-9]"' /etc/init.d/ntp restart

For more information, see the pdsh(1) man page.

3.18 Performing Parallel Operations on Compute Nodes
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The parallel command tool (pcd) allows you to execute the same commands on
compute nodesin paralel, similar to pdsh. (You launch the pcnd command from a
service node, but it acts on compute nodes.) It alows administrators and/or, if your
sitedeemsit feasible, other users to securely execute programsin parallel on compute
nodes. You can specify on which nodes to execute the command. Alternatively,

you can specify an application 1D (apid) to execute the command on all the nodes
available under that apid.

An unprivileged user must execute the command targeting nodes where the user is
currently running an apr un. A r oot user isallowed to target any compute node,
regardless of whether there are jobs running there or not. In either case, if theapr un
exits and the associated applications are killed, any commands launched by pcnd
will aso exit.

By default, pcnd isinstalled asar oot -only tool. It must beinstalled asset ui d
r oot in order for unprivileged usersto useit.

The pcnd command islocated in the nodeheal t h module. If thenodeheal t h
moduleis not part of your default profile, you can load it by specifying:

nodul e | oad nodeheal th

For additional information, see the pcnd(1) man page.
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3.19 xt bounce Error Message Indicating Cabinet Controller and
Its Blade Controllers Not in Sync

During thegat her _cab_pw _st at es phase of xt bounce, if the HSS software
on a cabinet controller and any of its blade controllersis out of sync, error messages
such as the following will be printed during the xt bounce:

**%**x gather_cab_pw _states *****
18:28:42 - Beginning to wait for response(s)

ERROR: rs_phys_node2ascii () failed for node struct Oxb7e70150080700f 8
ERROR: rs_phys_node2ascii() failed for node struct Oxb7e70150080700f 8
ERROR: rs_phys_node2ascii () failed for node struct Oxb7e70150080700f 8
ERROR: rs_phys_node2ascii () failed for node struct Oxb7e70150080700f 8

If this occurs, it indicates that the blade controller softwareis at a different revision
than the cabinet controller software. xt bounce will print alist of cabinets for which
this error has occurred. The message will be like:

ERROR: power state check error on 2 cabinet(s)
WARNI NG unable to find c0-0 in err_cabli st
WARNI NG unable to find c0-2 in err_cablist

This error is an indication that when the HSS software was previously updated, the
cabinet controllers and the blade controllers were not updated to the same version.

To correct this error, cancel out of xt bounce (withCt r | - C), wait approximately
five minutes for the xt bounce related activities on the blade controllers to finish,

then reboot the cabinet controller(s) and their associated blade controllers to get the
HSS software synchronized. Following this, the xt bounce may be executed once

again.

3.20 Handling Bus Errors
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Bus errors are caused by machine-check exceptions. If you have received a bus error,
try the following procedure.

Procedure 11. Power-cycling a component

Power down then power up components. The physIDlist is acomma-separated list of
components present on the system (see Physical ID on page 56).

1. Power down the components.

crayadm@mv. ~> xtcli power down physiDlist

2. Power up the components.

crayadm@mwv. ~> xtcli power up physlDlist
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3.21 Handling Component Failures

Components that fail are replaced as field replaceabl e units (FRUs). FRUs include
compute blade components, service blade components, and power and cooling
components.

When afield replaceable unit (FRU) problem arises, contact your Customer Service
Representative to schedule a repair.

3.22 Capturing and Analyzing System-level and Node-level

Dumps

3.22.1 Dumping Information Using the xt dunpsys Command
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Thext dunpsys command collects and analyzes information from a Cray system
that isfailing or has failed, has crashed, or is hung. Analysisis performed on, for
example, event log data, active heartbeat probing, voltages, temperatures, health
faults, in-memory console buffers, and high-speed interconnection network errors.
When failed components are found, detailed information is gathered from them.

To collect similar information for components that have not failed, invoke the

xt dunpsys command with the - - add option and name the components from
which to collect data. The HSS xt dunpsys command saves dump information in
[ var / opt/ cray/ dunp/ timestamp by default.

Example 35. Dumping information about a working component

To dump the entire system and collect detailed information from all blade controllers
in chassis 0 of cabinet 0, type:

crayadm@mw. ~> xt dunpsys --add c0-0c0s0

Note: When using the - - add option to add multiple components, separate
components with spaces, not commas.

Effective with the 7.0.UPO3 release of the Cray SMW software, the xt dunpsys has
been rewritten. The previous implementation is still supported and has been renamed
xt dunpsys- ol d.

The new xt dunpsys command is written in Python and support plug-ins written
in Python. A number of plug-in scripts are included in the software release. Call
xt dunpsys --1i st toview alist of included plug-ins and their respective
directories.

The xt dunpsys command also now supports the use of configuration filesto
specify xt dunpsys presets, rather than entering them via the command line.

For more information, see the xt dunpsys(8) man page.
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3.22.2 cdunp and cr ash Utilities for Node Memory Dump and Analysis

Thecdunp and cr ash utilities may be used to analyze the memory on any Cray
service node or CNL compute node. The cdunp command is used to dump node
memory to afile. After cdunp completes, you may then usethe cr ash utility on the
dump file generated by cdunp.

Cray recommends executing the cdunp utility only if a node has panicked or is hung,
or if adump isrequested by Cray.

To select the desired access method for reading node memory, use the cdunp - r
access option. Valid access methods are:

e Xt -bhs: Thext - bhs method uses a basic hardware system server that runs on
the SMW to access and read node memory. xt - bhs isthe default access method
for these systems.

e Xt -hsn: Thext - hsn method utilizes a proxy that reads node memory through
the High-speed Network (HSN). The xt - hsn method is faster than the xt - bhs
method, but there are situations where it will not work (for example, if the ASIC
is not functional). However, the xt - hsn method is preferable because the dump
completes in a short amount of time and the node can be returned to service
Sooner.

e xt-file:Thext-fil e methodisusedfor memory dump file created by the
- z option. The compressed memory dump file must be uncompressed prior to
executing this command. Use the file name for node-id.

To dump Cray node memory, access takes the following form:

method[ @nost]

For additional information, see the cdunp(8) and cr ash(8) man pages.

3.22.3 Using dunpd to Automatically Dump and Reboot Nodes

92

AN

The SMW daemon dunpd initiates automatic dump and reboot of nodes when
requested by Node Health Checker (NHC).

Caution: The dunpd daemon is invoked automatically by xt boot sys on
system (or partition) boot. In most cases, system administrators do not need to
use this daemon directly.

You can set globa variables in the

/ et c/ opt/ cray/ nodeheal t h/ nodeheal t h. conf configurationfileto
control the interaction of NHC and dunpd. For more information about NHC
and the nodeheal t h. conf configuration file, see Configuring Node Health
Checker (NHC) on page 168.

You can also set variablesin the/ et ¢/ opt / cr ay- xt - dunpd/ dunpd. conf
configuration file on the SMW to control how dunpd behaves on your system.
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Each CLE release package aso includes an example dunpd configuration
file,/ et ¢/ opt/ cray- xt - dunpd/ dunpd. conf . exanpl e.

The dunpd. conf . exanpl e fileis a copy of the

/ et c/ opt/cray- xt-dunpd/ dunpd. conf fileprovided for an initial
installation.

Important: The/ et ¢/ opt/ cray- xt - dunpd/ dunpd. conf fileis not
overwritten during a CLE upgrade if the file already exists. This preserves
your site-specific modifications previously made to the file. However, you
should compare your / et ¢/ opt / cr ay- xt - dunpd/ dunpd. conf file
content with the/ et ¢/ opt/ cr ay- xt - dunpd/ dunpd. conf . exanpl e
file provided with each release to identify any changes, and then update your
/ et c/ opt/cray- xt - dunpd/ dunpd. conf fileaccordingly.

If the/ et c/ opt/ cray- xt - dunpd/ dunpd. conf filedoesnot exist, then the
[ etc/opt/cray-xt-dunpd/ dunpd. conf. exanpl e fileis copied to the
[ etc/opt/cray-xt-dunpd/ dunpd. conf file.

The CLE installation and upgrade processes automatically install dunpd software
but you must explicitly enableit.

3.22.3.1 Enabling dunpd
Procedure 12. Enabling dunpd

1. Inthenodeheal t h. conf configuration file on the shared root (located in
/et c/ opt/cray/ nodeheal t h/ nodeheal t h. conf) change:

dunpdon: off

to

dunpdon: on

This allows node health to make requests to dunpd.

2. Inthe samefile, set the maxdunps variable to some number greater than zero if
you want dumps to be taken.

3. Specify an action of dunp, r eboot , or dunpr eboot for any tests for which
you want NHC to make a request of dunpd when that test fails.

4. In dunpd. conf configuration file on the SMW (in
[ etc/opt/cray-xt-dunpd/ dunpd. conf), change:

enabl e: no

to

enabl e: yes

After the changes to the configuration filesare made, NHC will request action from
dunpd for any test that fails with an action of dunp, r eboot , or dunpr eboot .
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3.22.3.2 [ et c/ opt/ cray- xt - dunpd/ dunpd. conf Configuration File
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The dunpd configurationfile, / et ¢/ opt / cr ay- xt - dunpd/ dunpd. conf,
is located on the SMW. There is no need for you to change any

installation configuration parameters; however, you may edit the

/ et c/ opt/cray-xt-dunpd/ dunpd. conf fileto customize how dunpd
behaves on your system using the following configuration variables.

enabl e: yes|no

partitions:

Provides a quick on/off switch for al dunpd functionality (the
default value in the file provided from Cray Inc. isno.)

number

Specifieswhether or not dunpd acts on specific partitions or ranges
of partitions. Placing! in front of a partition or range disablesit.

For example, specifying
partitions: 1-10,!2-4

enables partitions 1, 5, 6, 7, 8, 9, and 10 but not 2, 3, or 4. Partitions
must be explicitly enabled. Leaving this option blank disables all
partitions.

di sabl ed_action: ignore|queue

Specifieswhat to do when requests come in for a disabled partition.
If you specify i gnor e, requests are removed from the database
and not acted upon. If you specify queue, requests continue to
build while dunpd is disabled on a partition. When the partition is
reenabled, the requests will be acted on. Specifying queue is not
recommended if dunpd will be disabled for long periods of time, as
it can cause SMW stress and database problems.

save_output: always|errors|never

Indicates when to save st dout and st derr from dunpd
commands that are executed. If save_out put issettoal ways,
al output is saved. If err or s is specified, output is saved only
when the command exits with a nonzero exit code. If never is
specified, output is never saved.

The default is to save output on errors.

command_out put : directory

Specifies where to save output of dunpd commands, per the
save_out put variable. The command output is put in the file
action.pid.timestamp. out in the directory specified by this option.
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Default directory is/ var / opt / cr ay/ dunp.
dunp_di r: directory

Specifiesthe directory in which to save dumps.

Default directory is/ var / opt / cr ay/ dunp.
max_di sk: nnnMB| unl i m t ed

Specifiesthe amount of disk space beyond which no new dumps will

be created. Thisis not ahard limit; if dunpd sees that this directory

has less than this amount of space, it starts a new dump, even if that

dump subsequently uses enough space to exceed the max_di sk

limit.

The default valueismax_di sk:  unlinited.
no_space_acti on: action

Specifiesa command to be executed if the directory specified by the
variable dunp_di r does not have enough space free, as specified
by max_di sk.

Examples of possible actions:

Deletes the oldest dump in the dump directory:
no_space_action: rm-rf $dunp_dir/$(ls -rt $dunp_dir | head -1)

Moves the oldest dump somewhere useful:
no_space_action: nv $dunp_dir/$(ls -t $dunp_dir| head -1) /some/dump/archive

Sends E-mail to an administrator at admin@fictional craysite.com:
no_space_action: echo "" | mail -s "Not Enough Space in $dunp_dir" \

adm n@i ctional craysite.com

3.22.3.3 Using the dunpd- dbadm n Tool

The dunpd daemon sits and waits for requests from NHC (or some other entity using
the dunpd- r equest tool on the shared root.) When dunpd gets a request, it
creates a database entry in the nenhc database for the request, and calls the script

/ opt/ cray- xt - dunpd/ def aul t/ bi n/ execut or toread thedunpd. conf
configuration file and perform the requested actions.

You can use the dunpd- dbadmi n tool to view or delete entriesin the nenhc
database in a convenient manner.
3.22.3.4 Using the dunpd- r equest Tool

You can use the dunpd- r equest tool to send dump and reboot requests to dunpd
from the SMW or the shared root.
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dunpd- r equest

A request includes a comma-separated list of actions to perform, and the node or
nodes on which to perform the actions.

A typical request from NHC looks like this:

cname: c0-0c1s4n0 actions: halt, dunp, reboot

You can define additional actionsin thedunpd. conf configuration file; to use, you
must execute the dunpd- r equest tool located on the shared root or the SMW.
A typical call would be:

dunpd-request -a halt, dunp, reboot -c c0-0cls4n0

Or

-a nyactionl, nyaction2 -c¢ c1-0c0s0On0, c1l-0c0s0Onl, c1l-0c0s0On2, c1-0c0s0ON3

For this example to work, you must defineamyact i onl and myact i on2 in the
dumpd. conf file. See the examplesin the configuration filefor more detail.

3.23 Using xt nm Command to Collect Debug Information from

Hung Nodes
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Caution: Thisisnot a harmlesstool to use to repeatedly get information from a
node at various times; only use this command when you need debugging data from
nodes that are in trouble. The xt nm command output may be used to determine
problems such as a core hang.

The sole purpose of the xt nimi command is to collect debug information from
unresponsive nodes. As soon as that debug information is displayed to the console,
the node panics.

For additional information, see the xt nimi (8) man page.
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4.1 Monitoring the System with the System Environmental Data
Collector (SEDC)

To use the System Environmental Data Collector (SEDC) to collect data about
internal cabinet temperatures, cooling system air pressures, critical voltages, etc., see
Using and Configuring System Environment Data Collections (SEDC).

4.2 Displaying Installed SMW Release Level

Following a successful installation, the file
/opt/cray/ hss/ defaul t/etc/smwrel ease ispopulated with the
installed SMW release level.

Example 36. Displaying installed SMW release level

% cat /opt/cray/hss/default/etc/smwrel ease
7.1.UPOO

4.3 Displaying Current and Installed CLE Release Information

Following a successful installation, several filesinthe/ et c/ opt/ cray/ r el ease
directory are populated with various CLE release information.

The current xt r el ease value (build number) is stored in
/etcl/opt/cray/rel easel/ xtrel ease. The most recently
installed CLE version number and update level is stored in

/ etc/opt/cray/rel ease/ cl erel ease.

Example 37. Displaying the current xtr el ease value

crayadm@ ogi n: ~> cat /etc/opt/cray/rel ease/ xtrel ease
DEFAULT=5. 1. 29
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The/ et c/ opt/cray/ rel ease/ CLEI nf o filecontains alist of install-time
options that other scripts may want access to, such as network type, installer version,
and existence of the lustre file system.

Example 38. Displaying the most recently installed CLE release information

crayadm@ ogi n: ~> cat /etc/opt/cray/rel ease/ CLE nfo
CLERELEASE=5. 1. UPO1

| NSTALLERVERSI ON=j 03

LUSTRE=yes

NETWORK=ar i

XTRELEASE=5. 1. 29

Note: The CLEI nf o fileis an install-time "snapshot" and does not change; the
release values may not be the currently booted version on your system.

4.4 Displaying Boot Configuration Information

Usethext cl i command to display the configuration information for the primary
and backup boot nodes, the primary and backup SDB nodes, and the cpi o path.

Procedure 13. Showing boot configuration information for the entire system

« To display boot configuration information for the entire system, execute the
xtcli boot _cfg showcommand:

crayadm@mwv. ~> xtcli boot_cfg show

Net wor k topol ogy: class 2

=== xtcli_boot_cfg ===

[ boot]: cO0-0c0sOnl:ready, cO-0c0sONnl: r eady

[sdb]: c1-0cOslnl:ready

[cpio_path]: /tnp/boot/kernel.cpio_5.1.29-wGPFS

Procedure 14. Showing boot configuration information for a partition of a
system

» Todisplay boot configuration information for one partition in a system, specify
the partition number, pN. pO is always the whole system:

crayadm@mv. ~> xtcli part_cfg show pl

4.5 Managing Log Files Using CLE and HSS Commands
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Boot, diagnostic, and other Hardware Supervisory System (HSS) events are logged
onthe SMW inthe/ var/ opt/ cray/ | og directory, which is created during the
installation process.

CLE logs are saved on the SMW in/ var / opt / cr ay/ | og/ sessionid.
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Controller logs are saved on the SMW in

/var/opt/cray/l og/controll er/ cabinet_name/ controller_name/ log_name,
where cabinet_nameis of the form c0- 0, c1- O, etc.; and where controller_nameis
of theform c0- 0 c1- O, etc. for the cabinet controller (CC) and is of the form

c0- 0c0s0 for each blade controller (BC).

For more information, seethei ntro_I| | m | ogfi | es(5) man page.

4.5.1 Filtering the Event Log

Thext | ogfil t er command enables you to filter the event log for information
such as the time a particular event occurred or messages from a particular cabinet.

Example 39. Finding information in the event log

To search for all console messages from node c9- 2c0s3n2, type:

crayadm@mwv. ~> xtlogfilter -f
[var/opt/cray/log/event - yyyymmdd c9-2c0s3n2

For more information, seethe xt | ogfi | t er (8) man page.

4.5.2 Adding Entries to Log Files

You can add entriesto the sys| og with thel ogger command. For example, to
identify the start or finish of system activities, usethe/ bi n/ | ogger command to
log events into the system log. The message is then available to anyone who reads
the log.

Example 40. Adding entries to sysl og file

To mark the start of a new system test, type:

| ogi n# logger -is "Start of test 4A $(date) "
Start of test 4A Thu Jul 14 16:20:43 CDT 2011

The system log shows:

Jul 14 16:20: 43 ni d0O0003 xx[21332]:
Start of test 4A Thu Jul 13 16:20:43 CDT 2012

For more information, seethe | ogger (1) man page.

4.5.3 Examining Log Files
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Time-stamped log files of boot, diagnostic and other HSS events are located

on the SMW inthe/ var/ opt/ cray/ | og directory. The time-stamped
boot i nf o, consol e, consuner, and net wat ch log filesare located in the
/var/ opt/cray/| og/ sessionid directory by default.
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For example, the HSS xt boot sys command starts the xt consol e
command, which redirects the output to a time-stamped log file, such as
[ var/opt/cray/l og/ p0-20120716t 104708/ consol e- 20120716.

The SMW nst al | , SMAéonf i g, and SMW nst al | CLE commands create several
detailed log filesinthe/ var / adni cr ay/ | ogs directory. The log filesare named
using the PID of the SMW nst al | or the SMA nst al | CLE command; the exact
names are displayed when the command is invoked.

4.5.4 Removing Old Log Files

Thext t ri mutility isused to provide a simple and configurable method to automate
the compression and deletion of old log files. The xt t ri mutility is intended

to be run on the SMW from cr on and is automatically configured to do this as

part of the Cray SMW software installation process. Review thextt ri m conf
configuration fileand ensure that xt t r i mwill manage the desired directories and
that the compression and del etion times are appropriate.

Note: Thext t ri mutility does not perform any action unlessthe- - confi rm
flagis used to avoid unintended actions, nor will xt t r i mperform any action on
open files. All actions are based on file-modifiedtime.

For additional information, seethext t ri m(8) and xt t ri m conf (5) man pages.

4.6 Checking the Status of System Components

To check the status of the system or a component, usethext cl i st at us command
on the SMW. By default, thext cl i st at us command returns the status of nodes.

Procedure 15. Showing the status of a component
e Thextcli status command hasthe form:
xtcli status [-N] [-NM [{-t type] [-a]} node list
Note: Thelist should have component IDs only (no wild cards).

typemay be: cc, bc, cage, node, ari es,ari es_|I cb, pdc, or gpdc.
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Use the - moption to display all nodes that were repurposed by using the xt cl i
mar k_node command. (Thext cl i mar k_node command can be used to
repurpose a service node to a compute role or to repurpose a compute node to a
servicerole.)

Example 41. Display nodes that were repurposed with the xt cl i mar k_node
command

¢0- 0c0s2n0 isaservice node, repurposed as a compute node. c0- 0c0s3n0 isa
compute node, repurposed as a service node.
crayadm@nmw. ~> xtcli status -m c0-0cO

Net wor k t opol ogy: class 2
Net work type: Aries

Nodei d: Service Core Arch| Conp state [ Fl ags]
c0-0c0s2n0: - SB16 X86| of f [ nof I ags| ]
c0-0c0s3n0: service SB16 X86| of f [ nof I ags| ]

For more information, see the xt cl i (8) man page.

4.7 Checking the Status of Compute Processors
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To check that compute nodes are available after the system is booted, use the
xt procadni n command on a service node.

Example 42. Identifying nodes in down or adm ndown state

To identify if there are any nodes that are in adown or admi ndown state, execute
the following command from a node:

ni d00007: ~> xtprocadm n | grep down

Example 43. Display current allocation and status of each compute processing
element and the application that it is running

Use the user xt nodest at command to display the current allocation and status of

101



Managing System Software for the Cray® Linux Environment

each compute processing element and the application that it is running. A simplified
text display shows each processing element on the Cray system interconnection
network. For example:

ni d00007: ~> xt nodest at
Current Allocation Status at Wed Jul 06 13:53:26 2011

C0-0
n3 AAaaaaaa
n2 AAaaaaaa
nl Aeeaaaa-
c2n0 Aeeaaaaa
n3 Acaaaaa-
n2 cb- aaaa-
nl AA- aaaa-
c1ln0 Aadaaaa-

n3 SASaSa- -
n2 ShSaSa- -
nl SaSaSa- -
cOn0 SASaSa- -
s01234567
Legend:
nonexi st ent node S service node
; free interactive conmpute node - free batch conpute node
A allocated interactive or ccmnode ? suspect conpute node
W waiting or non-running job X down conpute node
Y down or admi ndown service node Z admi ndown conpute node
Avai | abl e conpute nodes: 0 interactive, 15 batch
Job ID User Si ze Age State comand |ine
a 3772974 userl 48 0h06m  run appl
b 3773088 user?2 2 0hO1m run app2
c 3749113 user3 2 28h26m  run app3
d 3773114 user4 1 0h0Om  run app4
e 3773112 userb5 4 0h0Om  run app5

For more information, see the xt pr ocadni n(8) and xt nodest at (1) man pages.

4.8 Checking CNL Compute Node Connection

Use the Linux pi ng command to verify that a compute node is connected to the
network. The Linux pi ng command must be run from anode, not run on the SMW.

Example 44. Verifying that a compute node is connected to the network

ni d00007: ~> pi ng ni dO0015

PI NG ni dO0O015 (10.128.0.16) 56(84) bytes of data.

64 bytes from ni d00015 (10.128.0.16): icnp_seq=1 ttl=64 tinme=0.032 s
64 bytes from ni d00015 (10.128.0.16): icnp_seq=2 ttl=64 tinme=0.010 ns

For more information, see the Linux pi ng(8) man page.
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4.9 Checking Link Control Block and Router Errors

The HSS xt net wat ch command monitors the Cray system interconnection
network. It requests link control block (LCB) and router error information from the
blade controller-based router daemons and specifies how often to sample for errors.
It then detects events that contain the error information sent by these daemons and
displays the information as formatted output in alog file.

You can specify which system components to sample and control the level of
verbosity of the output, select the sampling interval, and log results to an output file.

Although the command can be invoked standal one from the SMW prompt, Cray
recommends that you run xt net wat ch each time you boot the system with the
xt boot sys command (the default). The output is atime-stamped log file such as:

[var/opt/cray/l og/ p0-20120803t 185511/ net wat ch. p0- 20120803t 185511

Check thelog filefor fatal link errors and router errors. Fatal link errors signal faulty
hardware. Fatal router errors can be generated either by hardware or software; they
do not cause the network or individual links to become inoperable but imply that a
single transfer was discarded.

Note: To turn off blade controller high-speed interconnect link monitoring, use
the xt net wat ch - d option.

Example 45. Running xt net wat ch to monitor the system interconnection
network

Sampl e the network once every 10 seconds using the least verbose display format:

crayadm@mwv. ~> xtnetwatch -i 10
120718 13:31: 21 ###4##HAHAHHEHRYE  HHEHBHREHBHREHEY  HHURE TR R HUfHHEH R HE SR H ]

120718 13:31:21

LCB ID Peer LCB Cat egory Description

120718 13: 31: 21 #HH#HHHHHHBHBHERE  BHAHHHHBHBHHERE HHERH R R WA T T
Recei ved all responses to request to start nonitoring
Tinme of last |inktune: Wed Jul 18 13:25:53 2012

Nunmber of LCBs
Nunber of Bl ades
120718 13:31:22

120718 13:31:22

Sequential CRC Error

112
17
c1-0c2s8a0ll 35 c1-0c2s0a0l 32 ute M cropacket CRC\
Error, cnt: 122
c1l-0c2s8a0l 35 cl- 0c2s0a0l 32 ute

For more information, see the xt net wat ch(8) man page.

4.10 Displaying System Network Congestion Protection

Information
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Two utilities help you more easily identify the time and duration of system network
congestion events, either by parsing through logs (xt cpr eport ) or inreal time

(xt cpt op):

e Thext cpreport command usesinformation contained in the given xt nl r d
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fileto extract and display information related to system network congestion
protection. Using this command, you can display a start time and an end time
of the system network congestion protection information to display. See the
xt cpr epor t (8) man page for additional information.

e Thext cpt op command monitors an xt nl r d filethat is currently being
updated and displays real-time system network congestion protection information,
including start time, duration, and apid. See the xt cpt op(8) man page for
additional information.

Note: You may need to execute the nodul e | oad congesti on-tool s
command to be able to call these utilities.

4.11 Monitoring the Health of PCle Channels

Processors are connected to the high-speed interconnect network (HSN) ASIC
through PCle channels. The xt pci mon command is executed from the SMW and
is started and run during the boot process. Any PCle-related errors are reported

to stdout, unless directed to alog file. xt pci non also displays CLE-originated
GHAL-based Advanced Error Reporting (AER) errors for PCle. If the optional
/opt/cray/ hss/ defaul t/etc/xtpcinon.ini initiaization fileis present,
the xt pci mon command uses the settings provided in the file.

For more information, see the xt pci mon(8) man page.

Example 46. Reporting PCle-related errors to stdout

crayadm@nw. ~> Xt pci non

starting

---> connection to event router nade

121017 04:57:
121017 04:57:
121017 04:57:

Recei ved al |

121017 04: 58:

121008 05:42:
121008 05: 43:

01
01
01

HHHHIHHBHBHIR  HHHEHH AR H R HHHHHBHBHI R RH BT
Node Cat egory Description
WA T T i WA T T

responses to request to start nonitoring

01

00
30

c0-0c0s7a0n1 Corr ect abl eMenEr r 0:0: 0 AER Correctable: Non-fatal \

error (mask bit: 1)
c0-0cls6a0n2 Correct abl eMenErr Link CRC error (cnt: 3)
c0-0cls6a0n2 Info Correctabl e/ CRC error

4.12 Monitoring the Status of Jobs Started Under a Third-party
Batch System

104

To monitor the status of jobs that were started under a third-party batch system,
use the command appropriate to your batch system. For more information, see the
documentation provided by your batch system vendor.
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4.13 Using the cray _pamModule to Monitor Failed Login
Attempts

The cr ay_pammodule is a Pluggable Authentication Module (PAM). When
configured, the cr ay _pammodule provides information to the user at login time
about any failed login attempts since their last successful login. See Using the
cray_pamPAM to Log Failed Login Attempts on page 159 and the procedure to
configurethe cr ay_pammaodule, Procedure 31 on page 161.

4.14 Monitoring DDN RAID

Use Data Direct Networks tools to monitor DDN RAID. These can be accessed

by telnetting to the RAID device from the SMW. To configure remote logging of
DDN messages, see the Cray System Management Workstation (SMW) Software
Installation Guide. For additional information, see your DDN documentation.

4.15 Monitoring NetApp, Inc. Engenio RAID

Use NetApp, Inc. Engenio tools to monitor NetApp, Inc. Engenio RAID. The
NetApp, Inc. Engenio storage system uses SNMP to provide boot RAID messages.
For additional information, see your NetApp, Inc. Engenio Storage System
documentation.

4.16 Monitoring HSS Managers

This section provides procedures to view active sessions and to check whether the
boot manager or the blade or cabinet controller daemons are running.

4.16.1 Examining Activity on the HSS Boot Manager

Usethe HSSxt cl i sessi on showcommand to examine sessions in the boot
manager. A session corresponds to running a specific command such as xt cl i
power uporxtcli boot. Thiscommand reports on sessions, not daemons.

Example 47. Looking at a session running on the boot manager

ExecutetheHSSxt cl i sessi on showcommand to view the session running on
the boot manager:

crayadm@nmw. ~> xtcli session show BM

For more information about manager sessions, see the xt cl i (8) man page.
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4.16.2 Polling a Response from an HSS Daemon, Manager, or the Event

Router

Usethe HSS xt al i ve command to verify that an HSS daemon, manager, or the
event router is responsive.

Example 48. Checking the boot manager

crayadm@mw ~> xtalive -1 smw -a bm sO

For more information, see the xt al i ve(8) man page.

4.17 Monitoring Events

The HSS xt consuner command enables you to monitor events mediated by the
event router daemon er d, which runs passively.

Example 49. Monitoring for specific events

This command shows watching two events: ec_hear t beat _st op, which will
be sent if either the node stops sending heartbeats or if the system interconnection
network ASIC stops sending heartbeats, and ec_| 0_heal t h, which will be sent if
any of the subcomponents of a blade controller report a bad health indication.

crayadm@mwv. ~> xt consuner -b ec_heartbeat _stop ec_I 0_health
Example 50. Checking events except heartbeat:
To display all events except heartbeats:

crayadm@nmw. ~> xtconsuner -x ec_|l 1_heart beat

Use the xt hb command to confirm the stopped heartbeat. Use the xt hb command
only when you are actively looking into a known problem because it is intrusive and
degrades system performance.

For more information, see the xt consuner (8) and xt hb(8) man pages.

4.18 Monitoring Node Console Messages

106

The xt boot sys program will automatically start an xt consol e session which
processes console messages for booted partition or system. The console messages
will be writteninto/ var/ opt/ cray/ | og/ sessionid/ consol e- yyyymmadd
where the administrator may monitor them.

The xt consol e utility may only have one concurrent instance.

For more information, see the xt consol e(8) man page.
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4.19 Showing the Component Alert, Warning, and Location
History

Usethextcl i

conp_hi st command to display the component alert, warning,
and location history. Either an error history, which displays alerts or warnings found
on designated components, or alocation history may be displayed.

Procedure 16. Displaying the location history for component c0- 0c0s0Onl

o Type

crayadm@mwv. ~> xtcl i

conp_hi st

For more information, see the xt cl i (8) man page.

4.20 Displaying Component Information

-0 loc c0-0c0s0On1

Use the HSS xt show command to identify compute and service components.
Commands are typed as xt show - - option_name. You can also combine the
--servi ce or - - conput e option with other xt show options to limit your

selection to the specified type of node.

For alist of adl xt show - - option_names, see the xt show(8) man page.

Example 51. Identifying all service nodes

crayadm@nmw. ~> xt show --service

Lls ...

Cages ...

LOs ...

c0- 0c0s0:
c0-0cO0s1:
c1l-0cO0sO0:
c1-0cO0s1:
c2-0c0s1:
c2-0cls1:

Nodes ...

c0- 0c0s0nO0:
c0- 0c0sOn1:
c0- 0c0s0n2:
c0- 0c0s0n3:
c0- 0c0s1n0:
c0-0c0s1nl:
c0-0c0s1n2:
c0-0c0s1n3:
c1- 0c0s0nO:
c1-0c0sOnl:
c1l-0c0s0On2:
c1-0c0s0n3:
c1-0c0s1n0:
c1l-0c0s1nl:
c1-0c0s1n2:
c1-0c0s1n3:
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servi
servi
servi
servi
servi
servi

servi
servi
servi
servi
servi
servi
servi
servi
servi
servi
servi
servi
servi
servi
servi
servi

ce
ce
ce
ce
ce
ce

ce
ce
ce
ce
ce
ce
ce
ce
ce
ce
ce
ce
ce
ce
ce
ce

SB08
SBO08

SBO08
SBO08

SBO08
SB08

SB08
SBO08

X86|
X86|
X86|
X86|
X86|
X86|

X86|
X86|
X86|
X86|
X86|
X86|
X86|
X86|
X86|
X86|
X86|
X86|
X86|
X86|
X86|
X86|

r eady
r eady
r eady
r eady
r eady
r eady

enpty
r eady
r eady
enpty
enpty
r eady
r eady
enpty
enpty
r eady
r eady
enpty
enpty
r eady
r eady

enpty

[ nof I ags| ]
[ nof I ags| ]
[ nof I ags| ]
[ nof I ags| ]
[ nof I ags| ]
[ nof I ags| ]

[ nof I ags| ]
[ nof I ags| ]
[ nof I ags| ]
[ nof I ags| ]
[ nof I ags| ]
[ nof I ags| ]
[ nof I ags| ]
[ nof I ags| ]
[ nof I ags| ]
[ nof I ags| ]
[ nof I ags| ]
[ nof I ags| ]
[ nof I ags| ]
[ nofl ags| ]
[ nof I ags| ]
[ nof I ags| ]
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Aries ...

c0- 0c0s0a0:
c0- 0c0s1a0:
c1- 0c0s0a0:
c1-0c0s1a0:
c2-0c0s1a0:
c2-0clsla0:

ArieslLcbs ...

108

c0- 0c0s0a0l 00:
c0- 0c0s0a0l 01:
c0- 0c0s0a0l 02:
c0- 0c0s0a0l 03:
c0- 0c0s0a0l 04:
c0- 0c0s0a0l 05:
c0- 0c0s0a0l 06:
c0- 0c0s0a0l 07:
c0- 0c0s0a0l 10:
c0- 0c0s0a0l 11:
c0- 0c0s0a0l 12:
c0- 0c0s0a0l 13:
c0- 0c0s0a0l 14:
c0- 0c0s0a0l 15:
c0- 0c0s0a0l 16:

service X86|
service X86|
service X86|
service X86|
service X86|
service X86|
service X86|
service X86|
service X86|
service X86|
service X86|
service X86|
service X86|
service X86|
service X86|
service X86|
service X86|
service X86|
service X86|
service X86|
service X86|

Example 52. Showing compute nodes in the di sabl ed state

on
on
on
on
on
on

on
on
on
on
on
on
on
on
on
on
on
on
on
on
on

[ nof I ags| ]
[ nof I ags| ]
[ nof I ags]| ]
[ nof I ags| ]
[ nof I ags| ]
[ nof I ags| ]

[ nof I ags| ]
[ nof I ags| ]
[ nof I ags| ]
[ nof I ags| ]
[ nof I ags| ]
[ nof I ags| ]
[ nof I ags| ]
[ nof I ags| ]
[ nof I ags| ]
[ nof I ags| ]
[ nof I ags]| ]
[ nof I ags| ]
[ nof I ags| ]
[ nof I ags| ]
[ nofl ags| ]

crayadm@mv. ~> xt show --conpute --disabl ed

Lls ...
Cages ...
LOs ...
Nodes ...

c0-0c2s0n3:
c0-0c2s11n0:
c0-0c2s11n3:
c1-0c0s11n2:

Aries ...
ArieslLcbs ...

X86| di sabl ed
X86| di sabl ed
X86| di sabl ed
X86| di sabl ed

[ nof I ags| ]
[ nof I ags| ]
[ nof I ags| ]
[ nof I ags| ]
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Example 53. Showing components with a status of not empty

crayadm@mv. ~> xt show --not_enpty c0-0c0s0

Lls ...

c0-0:

Cages ...
LOs ...

c0- 0c0sO0:

Nodes ...

c0- 0c0sOn1l:
c0- 0c0s0On2:

Aries ...

c0- 0c0s0a0:

ArieslLcbs ...

c0- 0c0s0a0l 00:
c0- 0c0s0a0l 01:
c0- 0c0s0a0l 02:
c0- 0c0s0a0l 03:
c0- 0c0s0a0l 04:
c0- 0c0s0a0l 05:
c0- 0c0s0a0l 06:
c0- 0c0s0a0l 07:
c0- 0c0s0a0l 10:
c0- 0c0s0a0l 11:
c0- 0c0s0a0l 12:
c0- 0c0s0a0l 13:
c0- 0c0s0a0l 14:
c0- 0c0s0a0l 15:
c0- 0c0s0a0l 16:
c0- 0c0s0a0l 17:
c0- 0c0s0a0l 20:
c0- 0c0s0a0l 21:
c0- 0c0s0a0l 22:
c0- 0c0s0a0l 23:
c0- 0c0s0a0l 24:
c0- 0c0s0a0l 25:
c0- 0c0s0a0l 26:
c0- 0c0s0a0l 27:

servi

servi
servi

servi

servi
servi
servi
servi
servi
servi
servi
servi
Servi
servi
servi
servi
servi
servi
servi
Servi
servi
servi
servi
servi
sServi
servi
servi
servi

ce

ce
ce

ce

ce
ce
ce
ce
ce
ce
ce
ce
ce
ce
ce
ce
ce
ce
ce
ce
ce
ce
ce
ce
ce
ce
ce
ce

SBO08
SB08

4.21 Displaying Alerts and Warnings
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X86|

X86|
X86|

X86|

X86|
X86|
X86|
X86|
X86|
X86|
X86|
X86|
X86|
X86|
X86|
X86|
X86|
X86|
X86|
X86|
X86|
X86|
X86|
X86|
X86|
X86|
X86|
X86|

on

r eady

r eady
r eady

on

on
on
on
on
on
on
on
on
on
on
on
on
on
on
on
on
on
on
on
on
on
on
on
on

[warn|alert]|]

[ nof I ags| ]

[ nof I ags| ]
[ nof I ags| ]

[ nof I ags| ]

[ nof I ags| ]
[ nof I ags| ]
[ nof I ags| ]
[ nof I ags| ]
[ nof I ags| ]
[ nof I ags| ]
[ nof I ags| ]
[ nof I ags| ]
[ nof I ags| ]
[ nof I ags| ]
[ nof I ags| ]
[ nofl ags]| ]
[ nofl ags]|]
[ nof I ags| ]
[ nofl ags]| ]
[ nofl ags]| ]
[ nof I ags| ]
[ nofl ags]| ]
[ nofl ags| ]
[ nof I ags| ]
[ nofl ags]| ]
[ nof I ags| ]
[ nof I ags| ]
[ nofl ags]| ]

Use the xt show command to display alerts and warnings. Type commands as
xt show- - option_name, where option_nameisal er t,war n, or nof | ags.

Note: Alerts are not propagated through the system hierarchy, so you only receive
information for the component you are examining. A node can have an aert, but
you would not seeit if you ran thext show - - al ert command for a cabinet.
In asimilar fashion, you would not detect an alert on a cabinet if you checked the

status of a node.

Example 54. Show all alerts on the system

smw. ~> xtshow --al ert
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4.22 Clearing

For additional information, see the xt show(8) man page.

Alerts and warnings typically occur whilethe HSS xt cl i command operates; these
alerts and warnings are listed in the command output with an error message. After
they are generated, alerts and warnings become part of the state for the component
and remain set until you manually clear them. For example, the temporary loss of a
heartbeat by the blade controller may set a warning state on a chip.

Flags

Usethext cl ear command to clear system information for components you select.
Type commands as xt cl ear - - option_name, where option_nameisal ert,
reserve, orwarn.

Example 55. Clear all warnings in specified cabinet
To clear al warningsin cabinet c13- 2:

smw, ~> xtclear --warn c13-2

You must clear alerts, reserves, and warnings before a component can operate.
Clearing an alert on a component frees its state so that subsequent commands can
execute (see Appendix B, System States on page 371).

For more information, see the xt cl ear (8) man page.

4.23 Displaying Error Codes

110

When a Hardware Supervisory System (HSS) event error occurs, the related message
is displayed on the SMW. You can aso use the xt er r or code command on the
SMW to display asingle error code or the entire list of error codes.

Example 56. Displaying HSS error codes

smw. ~> Xxterrorcode erorcode

A system error code entered in alog fileis a bit mask; invoking the xt er r or code
bitmask _code number command on the SMW displays the associated error code.

Example 57. Displaying an HSS error code using its bit mask number

smw. ~> xterrorcode 131279
Maxi mum error code (RS_NUM ERR CODE) is 297
code = 207, string = 'node voltage fault'
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For a description of administrator accounts that enable you to access the functions
described in this chapter, see Administering Accounts on page 119.

5.1 Load Balancing Across Login Nodes

Having all userslog on to the same login node may overload the node. (Also, seethe
Caution in Login Nodes on page 40.) For typical interactive usage, asingle login
node is expected to handle 20 to 30 batch users or 20 to 40 interactive users with
double this number of user processes. You can use the | bnamed |oad-balancing
software to distribute logins to different login nodes. Thel bnamed daemonisa
name server that gathers the output of | bcd client daemons to select the least loaded
node, provides DNS-like responses, interacts with the corporate DNS server, and
directs the user login request to the least busy login node.

Because | bnaned runs on the SMW, et hO on the SMW must be connected to the
same network from which users log on the login nodes.

Note: If security considerations do not allow you to put the SMW on the public
network, | bnamed may beinstalled on an external server. This can be any type
of computer running the SUSE Linux Enterprise Server (SLES) operating system
(not a 32-bit system). However, this option is not a tested or supported Cray
configuration.

The behavior of the | bnamed daemon is site-configurable and determined by

the contents of the/ et ¢/ opt / cr ay- xt - | bnamed/ | bnaned. conf and

[ etc/opt/cray-xt-1bnamed/ pol | er. conf configurationfiles. For details
about configuring the load balancer, see Configuring the Load Balancer on page 167,
and thel bcd(8), | bnamed(8), and| bnamed. conf (5) man pages.

5.2 Passwords

The default passwords for ther oot and cr ayadmaccounts are the same for the
System Management Workstation (SMW), the boot node, and the shared root.
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Default passwords for the r oot and cr ayadmaccounts are provided in the
Installing and Configuring Cray Linux Environment (CLE) Software. Also,
default MySQL passwords and an example of how to change them are provided
in the Installing and Configuring Cray Linux Environment (CLE) Software. Cray
recommends changing these default passwords as part of the software installation
process.

5.2.1 Changing Default SMW Passwords After Completing Installation

After completing the installation, change the default SMW passwords. The SMW
containsitsown/ et ¢/ passwd filethat is separate from the password file for the
rest of the system. To change the passwords on the SMW, log on to the SMW as

r oot and execute the following commands:

crayadm@mv. ~> su - root

smv. ~# passwd root

smv. ~# passwd crayadm

smv. ~# passwd cray-vnc
smv. ~# passwd nysql

To change the default iIDRAC6 password see Procedure 117 on page 410.

5.2.2 Changing r oot and cr ayadmPasswords on Boot and Service

Nodes

112

For security purposes, it is desirable to change the passwords for ther oot and
cr ayadmaccounts on aregular basis.

Use the Linux passwd command to change the/ et ¢/ passwd file. For
information about using the passwd command, see the passwd(1) man page.

Procedure 17. Changing the r oot and cr ayadmpasswords on boot and service
nodes

1. The boot node containsitsown / et ¢/ passwd filethat is separate from the
password file for the rest of the system. To change the passwords on the boot
node, use these commands. You will be prompted to type and confirm new root
and administrative passwords.

boot: ~ # passwd root
boot: ~ # passwd crayadm
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2. To change the passwords on the other service nodes, you must run these
commands on the shared root. Again, you will be prompted to type and confirm
new passwords for ther oot and cr ayadmaccounts.

Note: If the SDB node is not started, you must add the
-x /etc/opt/cray/sdb/ node_cl asses option to the
xt opvi ew command in this procedure.

boot: ~ # xtopvi ew
default/:/ # passwd root
default/:/ # passwd crayadm
defaul t/:/ # exit

For more information about using the xt opvi ew command, see Managing System
Configuration with the xt opvi ew Tool on page 135, and the xt opvi ewm8) man

page.

5.2.3 Changing the r oot Password on CNL Compute Nodes
Procedure 18. Changing the r oot password on CNL compute nodes

For compute nodes, update the r oot account password in the
/opt/ xt-imges/tenpl at es/ def aul t/ et c/ shadow file on
the SMW.

Note: To make these changes for a system partition, rather than for
the entire system, replace / opt / xt - i mages/ t enpl at es with
[ opt/ xt-i mages/tenpl at es- pN, where N is the partition number.

1. Copy the master password fileto the template directory.

smw. ~ # cp /opt/xt-inmages/ master/default/etc/shadow \
/opt/xt-images/tenpl at es/ def aul t/ et ¢/ shadow

2. Edit the password fileto include a new encrypted password for ther oot account.

smw. ~ # vi /opt/xt-inmages/tenplates/default/etc/shadow

3. After making these changes, update the boot image by following the stepsin
Procedure 2 on page 66.

5.2.4 Changing the HSS Data Store (MySQL) Password

Usethe hssds_i ni t command to change the HSS data store (MySQL) r oot
password. Thehssds_i ni t command prompts you for the current HSS data store
(MySQL) r oot password. When you type the current and new passwords, they
are not echoed.

Note: Thehssds_i ni t utility isrun by the SMA nst al | command, so you do
not have to run it during installation of an SMW release package.

For additional information, seethe hssds_i ni t (8) man page.
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5.2.5 Changing Default MySQL Passwords on the SDB

Procedure 19. Changing default MySQL passwords on the SDB
For security, you should change the default passwords for MySQL database accounts.

1. If you have not set a site-specific MySQL password for root, type the following
commands. Pressthe Ent er key when prompted for a password.

boot: ~ # ssh root @&db

sdb: ~ # nysqgl -h local host -u root -p

Ent er password:

Wel cone to the MySQ. nonitor. Commands end with ; or \g.

Your MySQL connection id is 4

Server version: 5.0.64'-enterprise'-log MyYSQL Enterprise Server (Commercial)

Type "help;' or '\h' for help. Type '\c' to clear the buffer.

nysql > set password for 'root' @Il ocal host' = password(' newpassword' ) ;
Query OK, 0 rows affected (0.00 sec)

nmysql > set password for 'root' @% = password(' newpassword ) ;

Query OK, 0 rows affected (0.00 sec)

nmysql > set password for 'root' @sdb' = password(' newpassword' ) ;

Query OK, 0 rows affected (0.00 sec)

2. (Optional) Set a site-specific password for other MySQL database accounts.

a. To change the password for the sys_ngnt account, type the following
MySQL command. You must also update. my. cnf in step 4.

nysql > set password for 'sys nmgnt' @% = password(' newpassword' ) ;
Query OK, 0 rows affected (0.00 sec)

b. To change the password for the basi ¢ account, type the following MySQL
command. You must also update/ et ¢/ opt / cray/ MySQL/ ny. cnf in
step 5.

Note: Changing the password for the basi ¢ MySQL user account will
not provide any added security. This read-only account is used by the
system to allow all usersto run xt pr ocadmi n, xt nodest at , and other
commands that require SDB access.

nysql > set password for 'basic' @% = password(' newpassword' ) ;
Query OK, 0 rows affected (0.00 sec)
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c. To change the password for the mazama account, type the following MySQL
commands. You must also update/ et ¢/ sysconfi g/ mazama in step 6.
nysql > set password for 'nmazama' @ % = password(' newpassword' ) ;
Query OK, 0 rows affected (0.00 sec)

nmysql > set password for 'mazama' @I ocal host' = password(' newpassword' ) ;
Query OK, 0 rows affected (0.00 sec)

Note: When making changes to the MySQL database, your connection may
time out; however, it is automatically reconnected. If this happens, you will see
messages similar to the following. These messages may be ignored.

ERROR 2006 (HYO00): MySQL server has gone away
No connection. Trying to reconnect...
Connection id: 21127

Current database: *** NONE ***

Query OK, 0 rows affected (0.00 sec)

3. Exit from MySQL and the SDB.

mysql > exit
Bye

sdb: ~ # exit
boot: ~ #

4. (Optiona) If you set a site-specific password for sys_ngnt in step 2, update
the. my. cnf filefor root with the new password. Additionally, update the
.odbc.ini.root filewith the new password.

a. Edit. my. cnf for root on the boot node.

boot:~ # vi /root/.my.cnf
[client]

user =sys_ngnt

passwor d=newpasswor d

b. Edit. ny. cnf for root in the shared root.

boot: ~ # xtopvi ew

default/:/ # vi /root/.ny.cnf
[client]

user =sys_ngnt

passwor d=newpasswor d
default/:/ # exit

boot: ~ #

c. Edit. odbc.ini.root for theroot on the boot node. Update each
database section with the new password.

boot:~ # vi /root/.odbc.ini.root

Driver = MySQL_ODBC

Description = Connect or/ CDBC Dri ver DSN
USER = sys_ngnt

PASSWORD = newpasswor d
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After updating thefile, copy . odbc. i ni . root to. odbc. i ni .

boot:~ # cp —p /root/.odbc.ini.root /root/.odbc.ini

d. Edit. odbc.ini.root fortheroot in the shared root. Update each
database section with the new password.

boot: ~ # xtopvi ew
default/:/ # vi /root/.odbc.ini.root

Driver = MySQL_ODBC

Description = Connector/ CDBC Driver DSN
USER = sys_ngnt

PASSWORD = newpassword

default/:/ # exit

boot: ~ #

After updating the file, restart the SDB service on all service nodes.

boot:~ # pdsh -a /etc/init.d/sdb restart

5. (Optiona) If you set a site-specific password for basi ¢ in step 2, update the
[ etclopt/cray/ MySQL/ ny. cnf filewith the new password. Additionally,
update the / et ¢/ opt/ cray/ sysadm odbc. i ni filewith the new
password.

a Edit/etc/opt/cray/ MySQ./ nmy. cnf on the boot node.

boot:~ # vi /etc/opt/cray/ MySQ/ nmy. cnf

# The following options will be passed to all MySQ clients
[client]

user =basi c

passwor d=newpasswor d

b. Edit/ etc/opt/cray/ MySQ./ ny. cnf inthe shared root.

boot: ~ # xtopvi ew

default/:/ # vi [etc/opt/cray/ MySQ/ ny. cnf

# The following options will be passed to all MySQ clients
[client]

user =basi c

passwor d=newpasswor d

default/:/ # exit

boot: ~ #

c. Edit/etc/opt/cray/sysadm odbc. i ni for thebasic user on the boot
node. Update each database section with the new password.

boot: ~ # vi /etc/opt/cray/sysadn odbc.ini

Driver = MySQ._ODBC

Description = Connect or/ CDBC Dri ver DSN
USER = basic

PASSWORD = newpasswor d
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d. Edit/ etc/opt/cray/sysadnf odbc. i ni inthesharedroot. Update
each database section with the new password.

boot: ~ # xtopvi ew
default/:/ # vi [etc/opt/cray/sysadn odbc. i ni

Driver = MySQL_ODBC

Description = Connector/ CDBC Driver DSN
USER = basic

PASSWORD = newpassword

default/:/ # exit

boot: ~ #

6. (Optional) If you set a site-specific password for mazana in step 2, update the
[ et c/ sysconfi g/ mazama filewith the new password. In addition, update
the mazanma MySQL account on the SMW to match.

a Edit/ etc/sysconfi g/ mazama on the boot node.

boot: ~ # vi /etc/sysconfig/ mazam

## Type: string

## Defaul t: mazama

## Confi g: "

#

# Default password for mazama user in the mazama dat abase
#

passwd=newpasswor d

b. Edit/ et c/ sysconfi g/ mazana in the shared root.

boot: ~ # xtopvi ew
default/:/ # vi /etc/sysconfig/ mazama

## Type: string

## Defaul t: mazanme

## Config: "

#

# Default password for mazama user in the mazama dat abase
#

passwd=newpasswor d
default/:/ # exit
boot: ~ #

c. To change the password for the MySQL accounts on the SMW, type the
following MySQL commands.

boot: ~ # ssh smw
smwv. ~ # mysqgl -u root -p
nmysql > set password for 'mazama' @% = password(' newpassword' ) ;

nysql > set password for 'nmazama' @I ocal host' = password(' newpassword' ) ;
nysql > set password for 'mazama' @snw = password(' newpassword' ) ;
nysqgl > exit
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d. Update/ et c/ sysconfi g/ mazanma onthe SMW.

smw. ~# vi [etc/sysconfig/ mazama

## Type: string

## Defaul t: mazana

## Config: "

#

# Default password for mazama user in the nmazama dat abase
#

passwd=newpasswor d

Make the following additional change, unless you are using aremote MySQL
server for CMS logs.

## Type: string

## Defaul t: nmazama

# Default password for nmazama user in the mazama Log dat abase
#

| og_passwd=newpasswor d

5.2.6 Assigning and Changing User Passwords

Because a Cray system has a read-only shared-root configuration, users cannot
execute the passwd command on a Cray system to change their password. If your
site has an external authentication service such as Kerberos or LDAP, users should
follow your site instructions to update their passwords. If your site does not have
external authentication set up, you can implement a manual mechanism, such as
having users change their password on an external system and you periodically
copying their entries in the external / et ¢/ passwd, / et ¢/ shadow, and

/ et c/ gr oup filesto the equivaent Cray system filesin the default xt opvi ew.

Warning: Be careful to not overwrite Cray system accounts (cr ayadm
cray_vnc and standard Linux accounts such asr oot ) inthe/ et ¢/ passwd,
/ et c/ shadow, and/ et ¢/ gr oup files.

5.2.7 Logins That Do Not Require Passwords
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All logins must have passwords; however, you can set up passwordless ssh by
creating an ssh key with a null passphrase and distributing that ssh key to another
compulter.

While the key-based authentication systems such as OpenSSH are relatively secure,
convenience and security are often mutually exclusive. Setting up passphrase-less
ssh is convenient, but the security ramifications can be dire; if the local host is
compromised, access to the remote host will be compromised as well.

If you wish to use passphrase-less authentication, Cray encourages you to consider
using ssh- agent if available, or take other steps to mitigate risk.
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5.3 Administering Accounts

Your Cray system supports several types of accounts:

» Boot node accounts allow only system administrator (cr ayadn) and superuser
(r oot ) access. To modify configuration files, the administrator must become
superuser by supplying the r oot account password.

*  SMW user account access is managed using local files(that is, / et c/ passwd,
/ et c/ shadow, etc.). In addition to the standard Linux system accounts, Cray
includes an account named cr ayadm cr ayadmis used for many of the Cray
system management functions, such as booting the system.

e Cray provides a Virtua Network Computing (VNC) account on the SMW (for
details, see Appendix C, Remote Access to the SMW on page 373).

5.3.1 Managing Boot Node Accounts

The only accounts that are supported on the boot node are r oot (superuser),
cr ayadm(administrator), and those accounts for various services such as network
time protocol (NTP). The boot node does not support user accounts.

The boot node hasan / et c/ passwd filethat is separate from the password filefor
the rest of the system. For alist of default passwords, see Installing and Configuring
Cray Linux Environment (CLE) Software.

5.3.2 Managing User Accounts That Must Be Maintained on the Cray

System Directly
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Note: Normally, user account and passwords are managed through an external
LDAP or Kerberos server. However, for those accounts that must be maintained on
the Cray system directly, in case LDAP or Kerberos service are not available, this
section describes how you manage them in shared root.

User accounts are set up on the shared-root file system by using the xt opvi ew
command. Your Cray system supports 16-bit and 32-bit user IDs (UIDs). The 16-hbit
user 1Ds run 0-65535; that is 0-(2'6-1). The 32-bit user IDs run 0-(2%%-1), although
Cray systems are limited to a maximum of 65,536 user accounts, including those that
are predefined, such asr oot , cr ayadm and mysq|l .

For more information about using the xt opvi ew command in the default view, see
Managing System Configuration with the xt opvi ew Tool on page 135, and the

xt opvi ew(8) man page. For more information about mysql accounts, see Database
Security on page 201.
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5.3.2.1 Adding a User or Group

boot: ~ # xtopvi ew

To add additional accounts to the shared root for login nodes, use the gr oupadd and
user add commands using the xt opvi ew command in the default view.

Example 58. Adding a group

To add the group xt user s with agid of 5605, type:

boot: ~ # xtopvi ew
default/:/ # groupadd -g 5605 xtusers
defaul t/:/ # exit

The above gr oupadd command adds group xt user s to/ et ¢/ gr oup.

Example 59. Adding a user account

This example creates a new user bobp from xt opvi ewin the default view. The
new user account, bobp, hasauser ID of 12645, a home directory bobp, and runs
a/ bi n/ bash login shell. Then, asr oot , create the user's home directory and
chown the directory to the new user.

default/:/ # useradd -d /home/users/bobp -g 5605 -s /bin/bash -u 12645 bobp

default/:/ # exit

boot:~ # ssh root@ogin
login:~ # nkdir -p /hone/users/bobp
| ogi n: ~ # chown -R bobp: xtusers /honme/ users/bobp

After the account is created, use the passwd command to set a password in either
/ et c/ passwd or / et c/ shadow.

For more information, see the user add(8), passwd(1), and gr oupadd(8) man
pages.

5.3.2.2 Removing a User or Group
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To remove a user account, first remove all files, jobs, and other references to the user.
Then using the xt opvi ew command in the default view, remove users or groups by
using Linux commands/ usr/ sbi n/ user del and/ usr/ sbi n/ groupdel,
respectively; and, asr oot , remove the user's home directory.

Example 60. Removing a user account

To remove the user bobp and the user's home directory, type:

boot: ~ # xtopvi ew

default/:/ # userdel -r bobp
defaul t/:/ # exit

boot:~ # ssh root@ogin

login:~ # rm-rf /home/users/bobp
login:~ # exit

For more information, seethe user del (8) and gr oupdel (8) man pages.
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5.3.2.3 Changing User or Group Information

To change user and group information, use Linux commands. For more information,
seetheuser nod(8) and gr oupnod(8) man pages.

5.3.2.4 Assigning Groups of CNL Compute Nodes to a User Group

Usethe/ et c/ opt/cray/ sdb/attr. defaul ts filel abel attribute
to assign groups of CNL compute nodes to specific user groups without
the need to partition the system. For more information, see Setting Node
Attributes Using the/ et ¢/ opt / cray/ sdb/ attr. xt hwi nv. xm and
/etcl/opt/cray/sdb/attr. defaul ts Fileson page 210.

5.3.2.5 Associating Users with Projects

You can assign project names for users to submit jobs in order to determine project
charges. Project names can be up to 80 characters long.

To associate users with project names, add the following line to their individual login
scripts in their home directories:

set _account a_project_name

After accounts are set, users do not have to manually run the set _account
command at each login.

If your users run batch jobs, they can set a project code; for example, when using

PBS Professional, a user can set a project code with the ENVI RONVENT variable.
This associates the project code with the job in the accounting database. For more
information, see the documentation provided by your batch system vendor.

5.3.2.6 Enabling LDAP Support for User Authentication

account sufficient
account required
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To enable LDAP support for user authentication, you must edit files as shown, in
addition to making any other standard L DAP configuration setting changes necessary
for your site.

Note: The following changes should be made using xt opvi ewin the default
view.

boot: ~ # xtopvi ew
default/:/ # vi /etc/pam d/ cormobn-account -pc

Infile/ et c/ pam d/ conmon- account , replace:
account required pam uni x2. so
with

pam | dap. so confi g=/ et c/ openl dap/ | dap. conf
pam_ uni x2. so

default/:/ # vi /etc/pam d/ cormon-aut h-pc
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Infile/ et ¢/ pam d/ conmon- aut h, replace:

aut h required pam env. so
aut h required pam uni x2. so
with
aut h required pam env. so
aut h suf ficient pam | dap. so confi g=/ et c/ openl dap/ | dap. conf
aut h required pam_uni x2. so

default/:/ # vi /etc/pam d/ comon-password-pc

Infile/ et ¢/ pam d/ cormon- passwor d, replace:

password required pam pwcheck.so nul | ok
password required pam_uni x2. so nul | ok use_aut ht ok
with
password required pam pwcheck.so nul | ok
password sufficient pam | dap. so confi g=/ et c/ openl dap/ | dap. conf
password required pam uni x2. so nul | ok use_aut ht ok

default/:/ # vi /etc/pam d/ cormbn-sessi on-pc

Infile/ et c/ pam d/ conmon- sessi on, replace:

session required pamlimts.so
session required pam_uni x2. so
sessi on optional pam umask. so
with
session required pamlimts.so
session sufficient pam | dap. so confi g=/ et c/ openl dap/ | dap. conf
session required pam_uni x2. so
sessi on optional pam unmask. so

Createthe/ var/ run/ sl apd directory, and set its ownership to the | dap user
and group.

default/:/ # nkdir /var/run/slapd/
default/:/ # chown |dap:|ldap /var/run/slapd/

On the boot root, in the xt opvi ew default view, make your site-specific
changes to the/ et c/ openl dap/ | dap. conf or/etc/ | dap. conf,

/ etc/nsswi tch. conf,/etc/sysconfig/ldap,/etc/passwd, and
/ et c/ group files.

Note: Adding the LDAP serversto the local host filealows you to not run DNS
on the SDB and MDS. The SDB and MDS need access to the LDAP server. You
can set up this access through RSIP or NAT; see Configuring Realm-specific IP
Addressing (RSIP) on page 217.

default/:/ # exit
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5.3.3 Setting Disk Quotas for a User on the Cray Local, Non-Lustre File

System

The quot a and quot a- nf s RPMsareinstalled by default. You can activate disk
quotas for a user on service nodes on the Cray local, non-Lustre file system. You
must activate two boot scripts, as discussed in the README. SUSE filelocated in

/ usr/ shar e/ doc/ packages/ quot a.

Note: When following the procedure in the READVE. SUSE file, remember that
any commands should be issued from within the default view of xt opvi ew. Also,
use the chkconf i g command instead of theyast 2 run level editor to turn on
quot a and quot ad services:

boot: ~ # xtopvi ew

default/:/ # chkconfig boot.quota on
default/:/ # chkconfig quotad on
default/:/ # exit

Then start the services on all service nodes; either reboot the system or execute
/etc/init.d/ boot.quota start; /etc/init.d/ quotad start on
each service node.

After the quota services have been enabled, for each user you can use standard Linux
guota commands to do the following:

« Enable quotas (quot aon command)
e Check quotas (quot acheck command)
e Set quotas (edquot a command)

When a quotais exceeded, the quotas subsystem warns users when they exceed their
alotted limit, but it allows some extra space for current work (that is, thereisahard
limit and a soft limit).

For more information, see the quot aon(8), quot acheck(8), and edquot a(8)
Linux man pages.

5.4 About Modules and Modulefiles
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The Modules software package enables your users to modify their environment
dynamically by using modulefiles. The nrodul e command is a user interface to the
Modules package. The modul e command interprets modul efiles, which contain
Tool Command Language (Tcl) code, and dynamically modifies shell environment
variables such as PATH, and MANPATH.

For more information about the Modul es software package, see the nodul e(1) and
nodul ef i | e(4) man pages.

The shell configuration files/ et ¢/ csh. cshrc. | ocal and
/ et c/ bash. bashrc. | ocal contain module commands which
establish the default user environment which is set by the system at login time.
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To support customer-specific needs, you can create your own modulefilesfor a
product set for your users; for details, see Appendix E, Creating Modulefiles on
page 383.

5.5 Aboutthe/etc/*rc. | ocal Files

The/ et c/ csh/ cshrc. |l ocal and/ et c/ bash/ bashrc. | ocal filescontain
several ordered blocks, each clearly delimited by ##BEG N and ##END tags.

The CLE installation and upgrade process creates and maintains the first two
##BEGQ N and ##END blocks. These blocks contain clearly delimited sections for
operating system and programming environment changes only. These sections should
not be modified by the administrator.

The administrator should add site local changes within the SI TE- set - up block
only. A CLE upgrade may modify the operating system blocks in place, preserving
SI TE- set - up local changes you have made.

5.6 System-wide Default Modulefiles
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The/ etc/ csh/cshrc. | ocal and/ et ¢/ bash/ bashrc. | ocal filesload
Base- opt s, which loads two lists of modulefiles: a default list and a site-specified
local list.

The default list differs between the SMW and the Cray system. On the SMW,
thefile/ et c/ opt/ cr ay/ nodul es/ Base- opt s. def aul t . SMANcontains
the list of the CLE modulefilesto load by default. On the Cray system, the file

/ etc/opt/cray/ nodul es/ Base- opts. def aul t containsthelist of CLE
modulefilesto load by default.

Additionaly, al the modulefiles listed in the file
/ et c/ opt/cray/ nodul es/ Base-opts. defaul t.| ocal areloaded. Edit
this fileto make your site-specific changes.

The/ et ¢/ opt/ cray/ nodul es/ Base-opts. defaul t. | ocal fileinitialy
includes the adm n- nodul es modulefile, which loads afull set of modulefiles.
You do not need to manually load the adni n- nodul es modulefile, unless the
you have removed it from the default list. The CLE installation process removes
adm n- nodul es modulefilefrom the default list on login nodes.

The fileson the Cray system are installed on both the boot root and the shared root.

An example file,

/ etc/opt/cray/ nodul es/ Base-opts. default. | ocal . exanpl e,
is also provided. The example file is a copy of the

/ et c/ opt/cray/ nodul es/ Base-opts. defaul t. | ocal

file provided for an initial installation.
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5.7 Configuring the Default Programming Environment (PE)
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The Cray, PGI, GCC, PathScale (Cray XE systems only), and Intel compilers
are available to Cray System users, if installed. A Programming Environment is
comprised of a compiler and its supporting libraries and tools.

The system wide default PE is set to Pr gEnv- cr ay inthe PE- set - up block in the
/etc/*rc. | ocal files. For Cray XE sites without a Cray Compiling Environment
license, Pr gEnv- pgi isthe default. If you wish to alter the system default PE, do
not edit the PE- set - up block manually.

To change the default PE and add more PE user defaults, add appropriate instructions
tothe Sl TE- set - up block. Theinstructionsin the SI TE- set - up block are not
atered by operating system installations. The instructions are evaluated after the
PE- set - up block, so make sure new instructions do not conflict with the onesin
the PE- set - up block.

For example, if you want to change the default PE to Pr gEnv- abc, add this to the
S| TE- set -up blockin/etc/*rc. | ocal files:

nmodul e unl oad PrgEnv-cray
nodul e | oad PrgEnv-abc

Targeting modules are released in the xt - asyncpe and the cr ay pe packages and
installed in either the/ opt / cr ay/ xt - asyncpe/ def aul t/ nodul efi | es
or/ opt/cray/ craype/ def aul t/ nodul ef i | es directory, depending on
the package name.

The following commands display the list of available targeting modul efiles:

modul e avail xt-asyncpe
nodul e avail craype

If there are no targeting modules loaded in the user's environment, the compiler driver
scripts (cc, CC, f t n) set the CPU target to sandybr i dge on Cray XC30 systems,
andtoi nt er | agos on Cray XE and Cray XK systems. To change the default CPU
target, configure/ et ¢/ *rc. | ocal toload the appropriate cr aype- * target
module.

For example, to set the default target to xyzinthe*r c. | ocal files, add the
following lineto the SI TE- set - up section:

nmodul e add craype- xyz

Other commonly used modules and settingsin the SI TE- set - up block are:

#l oad a wor kl oad nanager

nmodul e | oad pbs

#define target architecture

nodul e | oad craype- abudhabi

#npi ch2 is not | oaded by PrgEnv-cray

nodul e | oad cray-npi ch2

#enabl e abnornal term nation processing (see intro_atp)
setenv ATP_ENABLED 1
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5.8 Using the pam |istfil e Modulein the Shared Root
Environment

The Linux pam | i st fi | e Pluggable Authentication Module (PAM) may be used
to maintain alist of authorized users. Usingthepam | i stfil e PAM may aso
help to reduce impacts on service nodes if users consume too many resources (see
Caution in Login Nodes on page 40).

Thepam | i stfil e PAM requiresthat the filespecifiedwiththef i | e= parameter
be aregular file. The usual approach of storing the filein the/ et c directory does not
work in the shared-root environment of Cray systems: filesin the/ et ¢ directory are
symbolic links, so the required file must be created in a directory other thanthe/ et ¢
directory. For example, you can placeit in persistent / var or another directory that
is not controlled by the shared root.

Example 61. Creatingapam |istfil e listfile

This example assumes you have created an empty pam | i stfil e caled
/ var [path/to/ pam | i stfil e_aut hori zed_users_|i st . It adds authorized
usersto it.

boot: ~ # xtopview -x /etc/opt/cray/sdb/node_cl asses -c | ogin
class/login/:# vi [var/path/to/ pam |istfile_authorized users_Iist

userl
user 2
Example 62. Adding alineto/ et c/ pam d/ sshd to enablepam |istfile

Edit the pam d/ sshd fileto include an alternative path for f i | e=.

class/login/:# vi [etc/pamd/sshd

auth required pamlistfile.so \
fil e=/var/path/to/ pam |istfile_authorized users_li st

If you need nodes to have different pam | i stfi | e list files, create the list filesand
specialize the PAM configuration files (such as pam d/ sshd) to point to them.

59 ulimt Stack Size Limit

The login environment defaults to the kernel default stack size limit. To set up the
default user environment to have an unlimited stack size resource limit, add the
followingto/ et c/ profil e. | ocal intheshared root:

ulimt -Ss unlimted

5.10 Stopping a User's Job

This section describes how to stop a user's job.
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5.10.1 Stopping a Job Running in Interactive Mode

If thejob is running on a CNL compute node in interactive mode (through apr un),
perform the following procedure.

Procedure 20. Stopping a job running in interactive mode

e Usetheapki |l I - signal apid command to send asignal to all processes that are
part of the specified application (apid); signal 15 (SI GTERM is sent by default.

The signaled application must belong to the current user unless the user isa
privileged user. For more information, seethe apr un(1) and apki | | (1) man pages.

5.10.2 Stopping a Job Running Under a Batch System

S-2393-5101

To stop ajob that is running under a batch system, see the documentation provided
by your batch system vendor.

Example 63. Stopping ajob running under PBS Professional

If the job isrunning under PBS Professional, use the gdel command and name the
job.

To terminate job 104, type:
% qdel 104

For Platform L SF the command to kill ajobisbki | I .
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6.1 Configuring the Shared-root File System on Service Nodes

CLE implements a shared-root file system where/ is exported from the boot node
and is mounted as read-only on all service nodes. To overcome the restriction that all
nodes must have the same shared-root file system, / et ¢ directories can be symbolic
links to unique directories that have the same structure as the default / et ¢ directory
but contain modified files. These node-specific filesreside in subdirectories in the

/ . shar ed/ base directory.

Specialization is the process of changing thelink to afilein the/ et c directory to
point to aunique filefor one, afew, or al nodes. You can specialize one or more files
for an individual node or for a class (type) of nodes, such aslogin. You must be r oot
user to configurethe shared-root file system in this manner. You can specialize files
when you install the system or at a later time.

The hierarchical structure of the specialized filesis shown in Figure 2. Node
specialization is more specific than class specialization. Class speciadization is more
specific than default specialization. Generally, about 98% of what the service nodes
use is the default version of the shared root.

Figure 2. Types of Specialization

Default Class Node
Specialization Specialization Specialization

node
root directory

def aul t
root directory
lrr

override class /etc

default files  and other files

specific to
node

override/rr
default files

letc
and other files
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6.1.1 Specialization

You specialize fileswhen you need to point to a unique version of afileinthe/ et ¢
directory rather than to the standard version of the filethat is shared on al nodes.
For example, you might specialize fileswhen differences exist in hardware, network
configuration, or boot scripts or when there are services that run on a single node.
You can also specialize filesfor aclass of nodes that have a particular function, such
aslogin.

Generally, filesare specialized as part of the installation process, but the process can
be done at any time. It is good practice to enter the xt opvi ew shell (see Managing
System Configuration with the xt opvi ew Tool on page 135) and then specialize
your files (see Specializing Files on page 138).

Table 2 lists filesand directories that you can specialize by class and the reasons
to do so. Table 3 lists filesand directories that you can specialize by node and the
reasonsto do so. Inthese tables, * refersto "wildcard" characters that represent no
characters or any number of characters.

Table 2. File Specialization by Class

File or Directory

Reason for Specialization

/ et c/ audi t d. conf
/etc/audit.rules

/ etc/cron*
/etc/fstab

/ etc/ hosts. {al | ow, deny}
/etc/init.d/boot.d/*
letc/init.d/rc*/
/etclissue

/ et ¢/ nodpr obe. conf
/etc/notd

/ et c/ pant
letc/profile.d/*

/ etc/resolv. conf

letclsecurityl/*

/ etc/ sysconfi g/ network/*

Cray Audit configured on login nodes.

Cray Audit configured on login nodes.

Different classes need custom crontabs.

I/0 nodes need to mount other file systems.

Must restrict logins on login nodes.

Different classes have different start-up scripts enabled.
Different classes have different start-up scripts enabled.
Different classes have different messages.

I/0 and login nodes have different hardware.

Different classes have different messages.
Authentication is class-specific.

Login nodes have custom environments.

Hosts that interact with external servers need special
resolver configurations.

Authorization and system limits are class-specific.

I/0 and login nodes need custom network configuration.
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Table 3. File Specialization by Node

File or Directory

Reason for Specialization

[ etc/cron*

/ etc/ ntp. conf

/ etc/sysconfi g/ network/*

/ et c/ sysl og- ng/ sysl og-ng. conf.in

/ et c/ sshl/ *key*

Certain service nodes, such assdb and sysl og,
need custom crontabs.

A node that runs an NTP server needs a different
configuration than NTP clients.

Each network node should have a different IP
address.

A node that runs a syslog server needs a different
configuration than syslog clients.

Use when sharing keys across systems is
unacceptable.

6.1.2 Visible Shared-root File System Layout

Figure 3 is a detailed illustration of shared-root directory structure. The directory
current isasubdirectory of / rr. Thecurr ent directory linksto atime-stamped
directory (in this example 20110726). The timestamp indicates the date of the
software installation, not the date of the release.

S-2393-5101
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Figure 3. Shared-root Implementation
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Service nodes mount the/ r r / cur r ent directory from the boot node as read-only
for use as their root file system. The visible filelayout, that is, how it appears from
the node you are viewing it from, contains the following files:

/ Root file system

/ r oot Equivalent to directory of the ssmenamein/ rr/ current
/ bin Equivalent to directory of the sasmenamein/rr/ current
/[1ib Equivalent to directory of the ssmenamein/ rr/ current
/ sbin Equivalent to directory of the ssmenamein/ rr/ current
[ usr Equivalent to directory of the sasmenamein/rr/ current
/ opt Equivalent to directory of the ssmenamein/ rr/ current
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letc Contains links to the shared-root files

/ homre Link to/ hone, a customer-specific location

[t Implemented through the t npf s (in RAM)

/ var Directory in thet npf s and RAMFS but populated with skeleton
filesif you do not have persistent / var

/ proc Per-node pseudo-file system

/ dev Per-node pseudo-file system implemented through the DEVFS

/ufs Mount point for the/ uf s file system to be mounted from the uf s
node

6.1.3 How Specialization Is Implemented

The shared-root file system isimplemented in the/ . shar ed directory. Only the

/ et c directory has been set up for specialization. Filesin/ et ¢ are symbolic links
tofilesin/ . shar ed/ base. A specidized fileis aunique version of the filein the
/ . shar ed/ base directory.

The/ . shar ed directory contains four subdirectories: base, node, cl ass, and

def aul t. Thenode, cl ass, and def aul t directories are also known asvi ew
directories, because you can look at the file system (with the xt opvi ew command)
asif the view directory were/ .

The base subdirectory also contains subdirectories called node, cl ass, and

def aul t . These arereferred to asbase directories. They contain filesthat are
specificto a certain node, specific to a class of nodes, or shared as the default among
al nodes. Under each of the base directoriesis arooted directory hierarchy where
filesare stored.

Example 64. Shared-root links
The path of the link shows the type of specialization for thefile.
Default specialization:

default/: # 1s -la /etc/hosts
I rwxrwxrwx 1 root root 31 Dec 8 17:12 /etc/hosts -> /.shared/ base/ default/etc/hosts

Class specidlization:

class/login/: # 1s -la /etc/security/access. conf
I rwxrwxrwx 1 root root 46 Dec 8 17:14 /etc/security/access.conf ->\
/ . shar ed/ base/ cl ass/ | ogi n/ et c/ security/access. conf

Node specialization:

node/ 128/: # |s -la /etc/resolv. conf
I rwxrwxrwx 1 root root 36 Dec 8 17:15 /etc/resolv.conf ->\
/ . shar ed/ base/ node/ 128/ et c/ r esol v. conf
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6.1.4 Working with the Shared-root File System

CLE commands shown in Table 4 control and monitor the shared-root file system.
For more information, refer to the sections noted and the related man pages.

134

Table 4. Shared-root Commands

Command Function

Xt opvi ew View filelayout from the specified node (see Managing
System Configuration with the xt opvi ew Tool on
page 135).

xt opconmmi t Record file specialization before leaving xt opvi ew
shell (see Updating Specialized Files From Within the
xt opvi ew Shell on page 138).

Xt spec Specialize; create a directory structure that linksfilesto
non-default files (see Specializing Files on page 138).

xt howspec Determine the type of specialization (see Determining

xtveri fyshroot

xtverifyconfig

xtverifydefaults

xt cl oneshar ed

Xt nce

which Files are Specialized on page 140).

Verify that node-specialized and class-specialized
filesare linked correctly (see Checking Shared-root
Configuration on page 142).

Verify that start/stop links generated by tools such as
chkconfi g are consistent across al views of the
shared root. You can configurext opvi ewto invoke
xtveri fyconfi g automaticaly; thisisthe preferred
usage. xt veri fyconfi g isnot intended for direct
use. (See Verifying the Coherency of /etc/init.d
Files Across All Shared Root Views on page 142.)

Verify and fix inconsistent system default links within
the shared root. You can configure xt opvi ewto
invoke xt veri f ydef aul t s automaticaly; thisis
the preferred usage. xt veri f ydef aul t s isnot
intended for direct use. (See Verifying the Coherency of
/etc/init.dFilesAcrossAll Shared Root Views
on page 142.)

Create a directory structure for a new node or class
based on an existing node or class (see Cloning a
Shared-root Hierarchy on page 143).

Modify the class of a node or display the current
class of a hode (see Changing the Class of a Node on

page 143).
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Command Function

xtunspec Remove specidization (see Removing Specialization
on page 144).

xt oprl og Display RCS log information for shared root files (see
Displaying RCS Log Information for Shared Root Files
on page 144).

Xt opco Check out (restore) RCS versioned shared root files(see
Checking Out an RCS Version of Shared Root Files on
page 145).

xt opr dunp Print alist of file specificationsthat can be used as the

list of filesto operate on an archive of shared root file
system files (see Listing Shared Root File Specification
and Version Information on page 146).

xt opar chi ve Perform operations on an archive of shared root
configuration files (see Performing Archive Operations
on Shared Root Files on page 147).

6.1.4.1 Managing System Configuration with the xt opvi ewTool

S-2393-5101

Thext opvi ewtool manages the filesin the shared-root file system. You specify
the view of the system you want, such as from a particular node, when you invoke
the command. The system appears as if you were logged in directly to the location
you specify; that is, the filesthat are specialized for that node appear inthe/ et ¢
directory. You can specify location by node ID or hostname.

Changes you make within xt opvi ew are logged to a revision control system
(RCS) file. When you exit the shell, you are prompted to type a message about each
change you have made. Use the ¢ command to comment the work you have done in
xt opvi ew. Thisinformation is saved in the Revision Control System (RCY) files.

Tip: Usethe- m nsg option when starting an xt opvi ew session to make similar
changes to multiple files.

The changed files and messages are then logged to create a history that is stored in
the/ . shar ed/ base directory by its specialization (node, class, or default) and
file name. For example, changes and messages relating to default-specialized file

/ etcl/ spk arestoredin/ . shar ed/ base/ def aul t/ et ¢/ RCS. Use standard
RCStoals, such asr | og, for retrieving information.

Warning: If you do not want the changes you have made in your xt opvi ew
session, you must invoke any necessary commands to undo them. Thereis no
automatic way to back out.
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Cray recommends that you configure the shared root from within the xt opvi ew
shell. Only operations that take place within the xt opvi ewshell arelogged. If you
choose to use specialization commands outside of xt opvi ew, they are not logged.
Logsresideinthe/ rr/ current/. shared/| og path relative to the boot node.

New filesthat are created from within the xt opvi ew shell automatically have the
specidization that is associated with the view under which you are operating. You
do not have to speciaize them. If you want afileto be used by all service nodes,
create the filein the default view.

Thext opvi ewcommand is typically executed on the boot node; however, you may
perform xt opvi ewwork from the SMW if the system is not booted, for example,
if your system is undergoing hardware maintenance. For more information, see
Example 70.

Example 65. Starting the xt opvi ewshell for a node

To start the xt opvi ew shell for node 131, type:

boot: ~ # xtopview -n 131
node/ 131/: #

Example 66. Starting the xt opvi ewshell for a class of nodes

To start the xt opvi ew shell for the login nodes, type:

boot:~ # xtopview -c |l ogin
class/login/: #

Note: If you are using the ermracs editor within the xt opvi ew shell, you may see
the following message:

Synmbolic link to RCS-controlled source file; follow link [yes or no]?

The symbolic link pointsto areal fileinthe/ . shar ed directory. If you choose
yes, you edit the filedirectly. If you choose no, you replace the symbalic link
with areal file, but when you exit the xt opvi ew shell, the fileis moved to the
correct location and the link is recreated. The differenceisthat if you are editing
the real file, modifications appear immediately in other views.

Example 67. Starting the xt opvi ewshell for a directory other than
lrr/current

To start the xt opvi ewshell in adirectory other than/ rr/ current, whichisa
link to the most current directory, type:

boot:~ # xtopview -r /rr/20120901
defaul t/:/ #
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Example 68. Sample xt opvi ewsession

boot:~ # xtopview -n 3

node/ 3:/ # vi etc/fstab

. (edited the file)

node/ 3:/ # exit

exit

***File /etc/fstab was MODI FI ED

operation on file /etc/fstab? (h for help):c

enter description, terminated with single '.' or end of file:
>changed the fstab file to add support for xyz.
boot: ~ #

Generally, the xt opvi ew command obtains node and class information from
the SDB. If the SDB is not running, you can direct xt opvi ewto access the
/ et c/ opt/cray/ sdb/ node_cl asses fileby selecting the - x option.

Example 69. Starting xt opvi ewusing node_cl asses for information
For nodes:

boot: ~ # xtopview -x /etc/opt/cray/sdb/node_cl asses -n 4

For classes:

boot: ~ # xtopview -x /etc/opt/cray/sdb/node_cl asses -c |l ogin

Example 70. Running xt opvi ewfrom the SMW while the system is not booted

You may use xt opvi ewfrom the SMW to perform software work while the system
is not booted. This can be quite useful during hardware maintenance periods.

Asr oot onthe SMW, verify that the boot node is down:
smv. ~ # ping boot
Mount the boot root and shared root file systems (if they are not already mounted).

This example uses the default boot r oot _di r and the shared root mount point is
lrr.

smv. ~ # nmount /dev/ di sk/ by-i d/ your_system bootroot ID / bootroot0
smv. ~ # nmount /dev/ di sk/ by-i d/ your_system shareroot_ID / bootrootO/rr

Start a default view xt opvi ew session:

Note: Additiona optionslike- ¢ cl ass or- n ni d can be used here as well.

smv. ~ # chroot /bootrootO
smv. / # xtopview -x /etc/opt/cray/sdb/node_classes -r /rr/current

When you are finished with your changes, exit from the xt opvi ewand chr oot
Sessions:

default/:~ # exit
smwv./ # exit
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Unmount the boot root and shared root file systems:

smw, ~ # unount /bootrootO/rr
smwv. ~ # unount /bootrootO

Verify that the boot root and shared root file systems are not mounted:

smv. ~ # nount
smwv. ~ # df

For more information, see the xt opvi ew(8) man page.

6.1.4.2 Updating Specialized Files From Within the xt opvi ew Shell

When you exit the xt opvi ew shell (see Managing System Configuration with the
xt opvi ew Tool on page 135), changes you make are propagated to the shared-root
filesystem. Usethe xt opcomi t command to immediately update the shared root
with modificationsyou have made. You do not need to leave the xt opvi ewshell.

Example 71. Updating a file within xt opvi ewshell

boot:~ # xtopview -n 3

node/ 3:/ # vi /etc/fstab

node/ 3:/ # xtopconmit

***Fjle /etc/fstab was MODI FI ED

operation on file /etc/fstab? (h for help):h
c:check-in - record changes in RCS file
d:diff - diff between file and backup RCS file
h:help - print this help nessage

m message - set message for |ater checkins

M nonsg - clear previously set nessage

I:list - list fileinfo (Is -1)

s:skip - check-in file with enpty | og nessage
g:quit - check-in ALL files wi thout querying

6.1.4.3 Specializing Files
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Specifying aview with the xt opvi ew command does not automatically specialize
existing files. To specialize existing files, you must use the specialization command
xt spec. The command runs on the boot node and creates a copy of afilethat is
unique to anode or class. The xt spec command has the form:

xt spec [ optiong] file

The command specializes the file at the location file and updates each node or class of
nodes that contains the newly specialized fileif the new fileis the most speciaized
fileinitsview. For example, if afileis specialized by classi o, for al nodes with
classi o the symbolic links associated with this file are updated to point to the new
file unless they are aready speciaized by node (see Figure 2), which is a more
restrictive class.
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If you are not within xt opvi ew (see Managing System Configuration with the

xt opvi ew Tool on page 135) when you specialize afile, you must specify the path
of the shared root with the - r option. In addition, the RCS log of changes has a
generic entry for each file.

Note: The xt spec command can be used only to specify filesor directories
residing in or under the / et ¢ directory. If you attempt to specify afileor
directory outside of the/ et ¢ directory, the command fails and an error message
is generated.

The - V option of the xt spec command specifiesthe location from which the file
that is to be the specialized fileis copied. If the - V option is specified, the newly
speciadized fileis a duplicate of the filefrom the target's view. If the - V option is not
specified, the newly specialized fileis a duplicate of the filefrom the default view.

If you do not specialize afile, the default specialization level is based on the current
view if you are running in the xt opvi ewshell (see Managing System Configuration
with the xt opvi ew Tool on page 135) or on the default view if you are operating
outside the xt opvi ew shell.

Classes are definedin the node_cl asses file (see Class Name on page 61).
Procedure 21. Specializing afile by class login

1. To speciadizethefile/ et c/ dhcpd. conf by the class of login nodes, enter
the login shell.

boot: ~ # xtopview -c login
2. Specialize the selected file.

class/login:~ # xtspec /etc/dhcpd. conf

3. Edit/ et ¢/ dhcpd. conf if itisthe default copy of thefile. If you have pointed
to aunique copy of thefilein the xt spec command, omit this step.

As aresult of this procedure, each node in the class| ogi n links to the "new"
/ et c/ dhcpd. conf fileunless the node is already specialized by node.
For example, node 23 might already be specialized and link to a different

/ et c/ dhcpd. conf file.

Procedure 22. Specializing a file by node

1. To specializethefile/ et ¢/ not d for node 11, enter the login shell.

boot: ~ # xtopview -n 4

2. Specialize the selected file.

node/ 11/: # xtspec /etc/notd

This procedure creates a node-specific copy of / et ¢/ not d. That is, the directory
entry inthe/ et c fileassociated with node 11 isupdated to point to the new
version of / et ¢/ not d and the activity islogged.
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Procedure 23. Specializing a file by node without entering xt opvi ew

»  Specify the root path and view mode.

boot: ~ # xtspec -r /rr/current -V -n 4 /etc/notd

Asaresult of this procedure, the directory entry in the/ et c fileassociated with
node 11 isupdated to point to the new version of / et ¢/ not d but the activity
is not logged.

After you have specialized nodes, you can unspecialize them (see xt unspec
command, Removing Specialization on page 144) or determine how they are
speciaized (see xt howspec command Determining which Files are Specialized
on page 140). You can also view or change the class type of a particular node (see
xt nce command, Changing the Class of a Node on page 143).

You can use specidization commands only from the boot node. You must be r oot
user to use them. For more information, seethe shar ed_r oot (5) and xt spec(8)
man pages.

6.1.4.4 Determining which Files are Specialized
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The CLE xt howspec command displays how the filesin a specified path are
speciaized. For example, you might use this command to examine restrictions on
login nodes.

The xt howspec command has the form:

xt howspec [ options] path

You can display file specialization for all nodes or all classes, for a particular node
or class, for the default view, or for a selection of parameters. Inside the xt opvi ew
shell, the xt howspec command acts on filesin the current view by default.

Output has the form TYPE:ITEM:FILE:SPEC, where the fields are as follows:

TYPE Node, class or default.

ITEM The specific node or class type; this field is empty for the default
view.

FILE The file upon which the command is acting.

SPEC The specidization level of the filein the view; for example, for

default view thisis default; for class view options are class or default.
Procedure 24. Finding files in / et ¢ that are specialized by a node

1. Enter the xt opvi ew shell for the node.

boot: ~ # xtopview -n 4
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2. Usethe xt howspec command for the node.

node/ 4/ : # xthowspec -t node /etc
node: 4:/ et ¢/ f st ab. h: node
node: 4:/ et ¢/ host nane: node

Or, outside the xt opvi ew shell:

boot: ~ # xthowspec -r /rr/current -t node -n 4 /etc
node: 4: / et c/ f st ab. h: node
node: 4: / et ¢/ host nane: node

Example 72. Finding files in / et c that are specialized by class

To find all files specialized by class, type:

class/login:~ # xthowspec -r /rr/current -t class /etc
node: 4:/etc/init.d/rc3.d/ KOlpbs: cl ass

node: 4:/etc/init.d/rc3.d/ Sllpbs:cl ass

node: 16:/etc/init.d/rc3.d/ KOlpbs: cl ass

node: 16: /etc/init.d/rc3.d/ Sllpbs: cl ass

cl ass: | ogi n: / et c/ HOSTNAME: cl ass
class:login:/etc/sysconfig/network/routes:class

Example 73. Finding specialization of a file on a node

To find the specialization of / et ¢/ dhcpd. conf on node 4, type:

boot:~ # xtopview -n 4
node/ 4/ : # xthowspec /etc/dhcpd. conf
node: 4: / et ¢/ dhcpd. conf : def aul t

Example 74. Finding nodes on which afile is specialized

To find the nodes that the / et ¢/ f st ab is specialized on, type:

boot: ~ # xthowspec -r /rr/current -N /etc/fstab
node: 0: / et c/ fstab: defaul t

node: 1:/etc/ fstab: defaul t

node: 8:/etc/ fstab: cl ass

node: 9: / et c/ f st ab: node

To examine specialization outside the xt opvi ew shell, you must type the full path

name.

Example 75. Finding specialization of a file on a node without invoking the
xt opvi ewshell

To find the specialization of / et ¢/ f st ab on node 102, type:

boot: ~ # xthowspec -r /rr/current -n 102 /etc/fstab
node: 102: / et ¢/ f st ab: node
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Example 76. Finding specialization of files by class without invoking the
xt opvi ewshell

Tofind al filesthat are specialized by classin/ et ¢ for al nodes, type:

boot: ~ # xthowspec -r /rr/current -N -t class /etc
node: 11:/ et c/ cront ab: class
node: 1:/ et ¢/ cront ab: class

For more information, see the xt howspec(8) man page.

6.1.4.5 Checking Shared-root Configuration

You can check the configuration of the shared-root file system with the
xtveri fyshroot command:

xtverifyshroot [options] path

If there are node-specialized or class-specialized files, the command verifies that
they are linked correctly. If aproblem is detected with afile, it is reported but not
corrected.

Note: You must be in the xt opvi ew shell to use the xt veri f yshr oot
command.

For more information, seethe xt ver i f yshr oot (8) man page.

6.1.4.6 Verifying the Coherency of / etc/i nit. d Files Across All Shared Root Views
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The xt opvi ew command is configured to invoke the xt veri f yconfi g utility
automatically to resolve potential inconsistencies in the mechanism used to configure
various CLE software services on or off.

Note: Thisisthe preferred usage; the xt veri f yconf i g utility is not intended
for direct use.

When you use the chkconf i g utility to configure services on or off, a collection
of encoded symboalic links are generated to determine which system services are
started or shut down and in what order. The chkconf i g utility does not account
for the multiple levels of specialization within the shared root when xt opvi ewis
used. Asaresult, chkconf i g occasionally produces a startup or shutdown order
that violates dependencies between services when al levels of specialization are taken
into account. To resolve this problem, you can configurext opvi ewto invoke the
xtveri fyconfi g verification utility upon exit. Thext veri f yconfi g utility
will detect inconsistencies and may rename startup and shutdown links to maintain
the proper dependency ordering. The/ . shar ed/ | og log filein the shared root
contains alog of modificationsxt veri f yconf i g makesto the shared root.
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The xt opvi ew command will run xt veri f yconfi g upon exit if the

XTOPVI EW VERI FY_I NI TD environment variable is non-zero when xt opvi ew
isinvoked, or if the XTOPVI EW VERI FY_| NI TD variableis set to non-zero in the
/ et c/ sysconfi g/ xt fileon the boot node. By default, this parameter is not
included in the configuration file and this feature is not enabled.

For more information, seethe xt veri f yconf i g(8) man page.

6.1.4.7 Cloning a Shared-root Hierarchy

You can create a directory structure for anew node or class name in the shared-root
hierarchy based on an existing node or class with the xt cl oneshar ed command.
For more information, see the xt cl oneshar ed(8) man page.

6.1.4.8 Changing the Class of a Node
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If you remove nodes, you may need to change the class of the remaining nodes.
If you add alogin node, you must add it to class| ogi n. The xt nce command
displays the current class of a node or modifiesits class. The command has the form:

xtnce [options] nodename

Example 77. Finding the class of a node

To identify the class of node 750, type:

boot:~ # xtnce 750
750: snx- | net

Example 78. Adding a node to a class

Enter xt opvi ewand use the xt nce command for the node and specify the class
it should be:

boot: ~ # xtopview -x /etc/opt/cray/sdb/node_cl asses
default/:/ # xtnce -c login 104

You also need to change/ et ¢/ opt / cr ay/ sdb/ node_cl asses on the boot
node so the data is preserved across a boot; thisis because the node_cl asses file
isused to initialize the SDB data on the next boot, and the boot node file cannot be
updated from within xt opvi ew.

Note: If you make changesto/ et c/ opt/ cray/ sdb/ node_cl asses, you
must make the same changes to the node class settingsin CLEi nst al | . conf
before performing an update or upgrade installation; otherwise, the install utility
will complain about the inconsi stency.

For more information, see the xt nce(8) man page.

Note: The xt nodecl asses2db command inserts the node-class list into the
database, but it does not make any changes to the shared root.
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6.1.4.9 Removing Specialization

If you specialized a node or class of nodes and, for example, you want to remove
unique start-up scripts from them, you can remove this specialization with the
Xt unspec command:

xt unspec [ options] path

You can unspecialize filesfor all nodes and classes (default), for a specified class of
nodes or for a particular node. Cray strongly recommends that you unspecialize files
from within the xt opvi ew shell; if you do not unspecialize your filesfrom within
the xt opvi ew shell (see Managing System Configuration with the xt opvi ew Tool
on page 135), you must also specify the path for the shared root.

Note: You can only use xt unspec on the boot node.

Example 79. Removing node specialization

Toremove all versionsof / et ¢/ f st ab specialized by node, type:

boot: ~ # xtopvi ew
default/:/ # xtunspec -N /etc/fstab

Each nodeis updated so that it usesaversion of / et ¢/ f st ab based onits class, or
if that is not available, based on the default version of / et ¢/ f st ab.

Example 80. Removing class specialization

Toremove all versionsof / et ¢/ f st ab that are specialized by, for example, class
I/O (i 0), type:

boot: ~ # xtopvi ew
default/:/ # xtunspec -c io /etc/fstab

I/0 nodes that link to the class-specialized version of the fileare changed to link
to the default version of / et ¢/ f st ab. However, 1/O nodes that already link
to node-specialized versions of / et ¢/ f st ab are unchanged. To remove afile
speciaized by node, you must use the xt unspec command on the node (see
Example 79).

For more information, see the xt unspec(8) man page.

6.1.4.10 Displaying RCS Log Information for Shared Root Files
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Thext opr | og command displays Revision Control System (RCS) log information
for shared root files. Specify the file name using the required filename command-line
argument. Thext opr | og command can be executed from within an xt opvi ew
shell or from the boot node asr oot . If xt opr | og is executed from within

Xt opvi ew, it will operate on the current view; if the command is executed outside
of xt opvi ew on the boot node, then you must specify a view to use with the - d,

- C, or - n options and also the xt opvi ewroot location with the - - r oot option.
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The scope of thistool is limited to identification and manipulation of / et ¢
configuration data within the shared root. Configuration files on the boot root file
system or on the SMW are not managed by this utility.

For more information, see the xt opr | og(8) man page.

Example 81. Printing the latest version of a file

Usethext oprl og - - ver si on option to print the latest version (revision) number
of a specified file:

default/:/ # xtoprlog --version /etc/fstab
1.1

Example 82. Printing the RCS log for / et ¢/ f st ab in the node 3 view

Usethe xt opr | og - n option to specify the/ et ¢/ f st ab node view RCSlog
to print:

default/:/ # xtoprlog -n 3 /etc/fstab

RCS file: /.shared/ base/ node/ 3/ etc/ RCS/ fstab, v

Working file: /.shared/ base/ node/ 3/ etc/fstab
head: 1.6

Example 83. Displaying differences between two versions of the/ et ¢/ f st ab
file

Usethe xt opr | og - x option with the xt opr | og - r option to display the
differences between the current version of / et ¢/ f st ab and version 1.3:

default/:/ # xtoprlog -x -r 1.3 /etc/fstab

RCS file: /.shared/ base/defaul t/etc/RCS/ fstab,v
retrieving revision 1.3

diff -r1.3 /.shared/base/default/etc/fstab
1,3c1,4

< # Default view fstab file 1.3

---> # Default view fstab file 1.7

6.1.4.11 Checking Out an RCS Version of Shared Root Files
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Use the xt opco command to check out a version of shared root files. The xt opco
command should be run on the boot node using the xt opvi ew utility in the default
view.

The scope of thistool is limited to identification and manipulation of / et c
configuration data within the shared root. Configuration fileson the boot root file
system or on the SMW are not managed by this utility.

Example 84. Checking out a version 1.2 copy of / et c/ f st ab

Usethext opco - r option to specify the version of the fileto check out:

boot: ~ # xtopvi ew
default/:/ # xtopco -r 1.2 /etc/fstab
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Example 85. Recreating the file link for / et c/ f st ab to the current view's
[etc/fstabfile

To recreate the filelink only, use the xt opco - -1i nk option:

boot: ~ # xtopvi ew
default/:/ # xtopco --link /etc/fstab

For more information, see the xt opco(8) man page.

6.1.4.12 Listing Shared Root File Specification and Version Information

Using RCS information, combined with the xt opvi ew specialization information,
xt opr dunp prints alist of file specificationsthat can be used asthe list of filesto
operate on an archive of shared root file system files. The xt opr dunp command
should be invoked using the xt opvi ew utility unlessthe - - r oot optionis
specified.

The scope of thistool is limited to identification and manipulation of / et c
configuration data within the shared root. Configuration fileson the boot root file
system or on the SMW are not managed by this utility.

Example 86. Printing specifications for login class specialized files

Use the xt opr dunp - ¢ option to specify the class view; set to | ogi n to print
the login class specifications:

boot: ~ # xtopvi ew
default/:/ # xtoprdunp -c login

cl ass: | ogin:/etc/ HOSTNAME: 1. 2: *
class:login:/etc/fstab:1.2:*
class:login:/etc/fstab.old:1.1:*
cl ass: | ogi n: /et c/ nodprobe. conf.local:1.2:*
class: |l ogin:/etc/opt/cray/ nodul es/ Base-opts. default.local:1.2:*
class:login:/etc/sysconfig/network/config:1.2:*
class:login:/etc/sysconfig/network/routes: 1.1:*
n

class:login:/etc/yp.conf:1.1:*
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Example 87. Printing specifications for all node specialized files

Usethext opr dunp - n option to specify the node view; setto al | for all nodes:

boot: ~ # xtopvi ew

default/:/ # xtoprdunp -n al

node: 22: /et c/ sysconfi g/ network/ifcfg-ib0:1.1:*
node: 23:/etc/sysconfi g/ network/ifcfg-ib0:1.1:*
node: 30: /etc/new file:1.1:*

node: 30: /etc/opt/cray/rsipd/rsipd.conf: 1. 1:*
node: 30:/etc/ sysconfi g/ network/ifcfg-ethO:1.1:*
node: 30: /etc/sysctl.conf:1.2:*

node: 30: / etc/ sysctl.conf.14524:1.1:*

node: 30: /etc/udev/rul es.d/ 77-network. rul es: 1. 1: *

node: 5:/etc/exports: 1.2:*

node: 5:/etc/fstab:1.5:*

node: 5:/etc/fstab.old: 1.4:*

node: 5:/etc/init.d/ boot.local:1. 1:*

node: 5:/etc/notd: 1. 2: *

node: 5: /et c/ sysconfig/syslog:1.1:*

node: 5: / et ¢/ sysl og- ng/ sysl og-ng. conf: 1. 2:*
node: 8: /et c/ sysconfi g/ network/ifcfg-ib0:1.1:*
node: 9:/ et c/ sysconfi g/ network/ifcfg-ib0:1.1:*

Example 88. Printing specifications for files modified in the default view and
include any warning messages

The following xt opr dunp command prints specifications for modified files
(- moption) in the default view (- d option), including warning messages (- w option):

boot: ~ # xtopvi ew

default/:/ # xtoprdump -m-d -w
default::/etc/al ps.gpus:1.2:*

defaul t::/etc/bash. bashrc.local :1.5:*

defaul t::/etc/bash. bashrc.local . rpnsave: 1. 2: *

For more information, see the xt opr dunp(8) man page.

6.1.4.13 Performing Archive Operations on Shared Root Files
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Usethe xt opar chi ve command to perform operations on an archive of shared root
configuration files. Run the xt opar chi ve command on the boot node using the

xt opvi ew utility in the default view. The archive is a text-based file similar to atar
fileand is specified using the required ar chi vef i | e command-line argument. The
xt opar chi ve command is intended for configuration filesonly. Binary fileswill
not be archived. If abinary fileis contained within a specificationfilelist, it will be
skipped and a warning will be issued.

The scope of thistool is limited to identification and manipulation of / et ¢
configuration data within the shared root. Configuration fileson the boot root file
system or on the SMW are not managed by this utility.
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Example 89. Adding files specified by specifications listed in specfi |l e to an
archive file

Use the following xt opar chi ve command to add files specified by the
specificationslisted in specfi | e to the archivefilear chi ve. 20110422; create
the archive fileif it does not already exist:

boot: ~ # xtopvi ew
default/:/ # xtoparchive -a -f specfile archive. 20110422

Example 90. Listing specifications for files currently in the ar chi ve. 20110422
archive file

Usethext opar chi ve -1 command to list specificationsfor filescurrently in the
archivefilear chi ve. 20110422:

boot: ~ # xtopvi ew
default/:/ # xtoparchive -1 archive.20110422

For more information, see the xt opar chi ve(8) man page.

6.1.5 Logging Shared-root Activity

All specialization activity islogged in the log file/ . shar ed/ | og, which tracks
additions, deletions, and modifications of files. To view the details of your changes,
you must access the RCS logs that were created during the xt opvi ew session.

Note: If you have exited xt opvi ewwith Ct r | - ¢, you do not log the operations
you performed within the shell, The changes to the system are present nonethel ess.
This means that if you want to back out of changes, it is not sufficient to exit

xt opvi ew. You must submit the commands to undo what you have done.

6.2 PBS Professional Licensing Requirements for Cray Systems

The licensing scheme for PBS Professional uses a central license server to allow
licenses to float between servers. The PBS server and scheduler are run on the service
database (SDB) node, therefore, network connectivity must exist between the license
server and the SDB node. For information about network configuration options for
PBS, see Appendix F, PBS Professional Licensing for Cray Systems on page 387.

6.3 Disabling Secure Shell (SSH) on Compute Nodes
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By default, the SSH daemon, sshd, is enabled on compute nodes. To disable sshd
follow this procedure.
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Procedure 25. Disabling SSH daemon (sshd) on CNL compute nodes

1. Editthe CLEi nstal | . conf fileand set ssh_gener at e_r oot _sshkeys

to no (by default, thisis set to yes).

smv, ~ # vi CLEinstall.conf
ssh_gener at e_r oot _sshkeys=no

. Invokethe CLEi nst al | program on the SMW; you must specify the xtrelease

that is currently installed on the system set that you are using and located in the
CLEnedi a directory.

smw. ~ # [ hone/ crayadm i nstal | . xtrelease/ CLEi nstal | --upgrade \
- - | abel =system_set label - - XTr el ease=xtrelease \
--configfil e=/home/crayadm i nstall.xtrelease/ CLEi nstal | . conf \
- - CLEmedi a=/ hone/ crayadni i nst al | . xtrelease

. Typey and pressthe Ent er key to proceed when prompted to update the boot

root and shared root.

*** Do you Wi sh to continue? (y/n) -->vy

Upon completion, CLEI nst al | lists suggested commands to finish the
installation. Those commands are also described here. For more information
about running the CLEi nst al | program, see Installing and Configuring Cray
Linux Environment (CLE) Software.

. Rebuild the boot image using the

/var/opt/cray/install/shell _bootimge_ LABEL. sh script and
the xt boot i ng and xt cl i commands. Suggested commands are included in
output from CLEi nst al | andshel | _boot i nage_ LABEL. sh. For more
information about creating boot images, follow Procedure 3 on page 70.

. Runtheshel | _post . sh script on the SMW to unmount the boot root and

shared root file systems and perform other cleanup as necessary.

smw. ~# /var/opt/cray/install/shell _post_install.sh
/ bootrootO / sharedrootO

6.4 Modifying SSH Keys for Compute Nodes
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Thedr opbear RPM is provided with the CLE release. Using dr opbear SSH
software, you can supply and generate site-specific SSH keys for compute nodes
in place of the keys provided by Cray.

Procedure 26. Using dr opbear to generate site-specific SSH keys

Follow these steps to replace the RSA and DSA/DSS keys provided by the
CLEi nstal | program.

1. Load thedr opbear module.

crayadm@mv. ~> nodul e | oad dr opbear
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2. Create adirectory for the new keys on the SMW.

crayadm@mv. ~> nkdir dropbear_ssh_keys
crayadm@mv. ~> cd dr opbear _ssh_keys

3. Togenerate adr opbear compatible RSA key, type:

crayadm@mw. ~/ dr opbear _ssh_keys> dropbearkey -t rsa -f ssh_host_rsa_key. db

W1l output 1024 bit rsa secret key to 'ssh_host_rsa_key. db'

Cenerating key, this may take a while...

Public key portion is:

ssh-rsa AAAAB3NzaClyc2EAAAADAQABAAAAgWCPohUgsr r Bws Gk 7w2H5RcaBGaj mUv8XN6f xg/ Ygr sL4t 5
Cl kNghl 3DQDxoi uC/ ZVI JCt dwZLQe708ei Zee/ t g5y29g8JI b3st g+ol / 9BLPDLMeX24FBhCwe Upf GCO6Jf mi
Xg4wj KJI Gr cnt DJAYOCRj Oh9l r dDXXj pS7el 4AMBXYZ

Fi ngerprint: md5 00: 9f: 8e: 65: 43: 6d: 7c: ¢3:f9: 16: 48: 7d: dO: dd: 40: b7

crayadm@mw. ~/ dr opbear _ssh_keys>

To generate adr opbear compatible DSS key, type:

crayadm@mw. ~/ dr opbear _ssh_keys> dropbearkey -t dss -f ssh_host_dss_key. db

W Il output 1024 bit dss secret key to 'ssh_host_dss_key. db'

CGenerating key, this may take a while...

Public key portion is:

ssh-dss AAAAB3NzaClkc3MAAACBAMEKThI E9NBi czLpf gOwlt uPt Pcpl s7Y4KbG3W)1T4CAEXDnf MCKSy uCy
21TVAVVGECv Yd80z Pt LO4ycleUt DSRqEKy0h8j SBsOhuEvhalGHx9FzKf GhW 1ZOVX5v G3R+UCOXG+71wZp3LU
yCcv/ U+Ghhal TWHUDaRUS1MPRLW r nAAAAFQCEqNgW6 1bouSORQE2d+MRi wp27 MVAAAI EAho69y Af Gr Nz x El /
kj yDE5I axj Jpl BF262N9Us x| eTX6F650 NoL84f cKql SL6NV5XI50Q00SKgTuVZj pX0913q9SEhkcl 0ZyOvR®8
H5x30sZZ+Bg20Qnf +Ct WIqgCoVWA2xvneONt ET41 g81qCt / KGRglt Y6WG+a0lyr vunz Quaf QAAACASXvs8h8AA
EK+3TED 57r BRV4pz5JgWsl UaZSt SQ2wJ 30y 1pl JI hKf qGWt v/ nSoWhr 8 YbQovHOk1Bsy QU8sCe51 Jy CFu7+
Exomlyr xq/ oi r f eSgg6xC2r odcs+j H K8BEKoVt Tak3/ j HQeZW j Rok4xDxwHdZ7e3l 2HgYbZLmA5Y=

Fi ngerprint: md5 cd: a0: Ob: 41: 40: 79: f 9: 4a: dd: f 9: 9b: 71: 3f: 59: 54: 8b

crayadm@mw. ~/ dr opbear _ssh_keys>

4. Asr oot , copy the SSH keys to the boot image templ ate.

Note: To make these changes for a system partition, rather than for
the entire system, replace / opt / xt - i mages/ t enpl at es with
[ opt/ xt-i mages/tenpl at es- pN, where N is the partition number.

crayadm@mv. ~/ dr opbear _ssh_keys> su root
For the RSA key:

smv. / home/ cr ayadm dr opbear _ssh_keys # cp -p ssh_host_rsa_key. db \
[ opt/xt-images/tenpl at es/ def aul t/ et c/ ssh/ ssh_host _rsa_key

For the DSA/DSS key:

smv. / home/ cr ayadm dr opbear _ssh_keys # cp -p ssh_host _dss_key. db \
[ opt/xt-images/tenpl at es/ def aul t/ et c/ ssh/ ssh_host _dss_key

5. Update the boot image to include these changes; follow the steps in Procedure
2 on page 66.
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6.5 Configuring the System Environmental Data Collector
(SEDC)

To configurethe System Environmental Data Collector (SEDC), which collects data
about internal cabinet temperatures, cooling system air pressures, critical voltages,
etc., see Using and Configuring System Environment Data Collections (SEDC).

6.6 Configuring Optional RPMs in the CNL Boot Image

You can configure which optional RPMs are installed into the CNL boot image
for your system in one of two ways. First, several parameters are available in

the CLEi nst al | . conf fileto control whether specific RPMs are included
during installation or upgrade of your system software. When you edit

CLEi nstal | . conf priortorunning CLEI nt al | , set the CNL__ parameters to
either yes or no to indicate which optional RPMs should be included in your CNL
compute node boot images. For example, to include these optional RPMss, change
the following lines.

CNL_audi t =yes

CNL_dvs=yes

CNL_nt pcl i ent =yes
CNL_r si p=yes

The second method is to add or remove specific RPMs by editing the
/var/opt/cray/install/shell _booti mage LABEL. sh command
used when preparing boot images for CNL compute nodes. Change the settings for
these parametersto y or n to indicate which optional RPMs should be included.
For example, to include the optional Cray Audit, DVS, and RSIP RPMs, change
the following lines.

Note: If you make changes to

/var/opt/cray/install/shell_booti mage_LABEL. sh directly, itis

important that you make similar changesto the CLEi nst al | . conf filein order

to avoid unexpected configuration changes during update or upgrade installations.
CNL_AUDI T=y

CNL_DVS=y
CNL_RSI P=y

6.7 Configuring Memory Control Groups

CLE alows an administrator to force compute node applications to execute within
memory control groups. Memory control groups are a Linux kernel feature that can
improve theresiliency of the kernel and system services running on compute nodes
while also accounting for application memory usage.
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Before ALPS launches an application on a compute node, it determines how much
memory is available. It then creates a memory control group for the application with
amemory limit that is slightly less than the amount of available memory on the
compute node. CLE tracks the application's memory usage, and if any allocations
meet or try to exceed this limit, the allocation fails and the application aborts.

Since non-application processes execute outside of the memory control group and are
not bound to this limit, system services should continue to execute normally during
these low memory scenarios, resulting in improved resiliency for the kernel and
system services. For details on how the memory control group limit is calculated, see
the description of the - Moption in the api ni t (8) man page.

Procedure 27. Adjusting the memory control group limit
You adjust the memory control group limit using one of two methods:

1. Editther cad_svcs. conf in the compute node image in
/ opt/ xt-i mages.

a. Change the api ni t - Mvalue in the compute node image
/etcl/opt/cray/rcalrcad_svcs. conf file. Thefollowing illustrates
theapi ni t linewithinr cad_svcs. conf . Thetotal amount of memory
taken by the memory control group is the - Mvalue multiplied by the number
of cores on the reserved compute node.

apinit 0 3 1 0x7000016 O /usr/shin/apinit -n -r -M 400k

b. Rebuild the compute node and service node boot images as detailed in
Preparing a Service Node and Compute Node Boot Image on page 65 to
ensure the new value is used whenever the new boot image is used.

c. Reboot the compute nodes.

d. To ensurethe changeis not lost during an upgrade of CLE, copy the modified
compute node/ et c/ opt/ cray/ rcal/ rcad_svcs. conf fileinto the
default template directory in/ opt / xt - i mages/ t enpl at es/ .

2. Alternatively, set the memory control group limit using the ncgr oup option
with the apnmgr command while the compute node is booted. However, when
the compute node is rebooted it will revert to the settings in the compute node
image/ et c/ opt/cray/rcal/ rcad_svcs. conf. Seetheapngr (8) man
page for more details.

Procedure 28. Disabling memory control groups

1. Openthe/ etc/opt/cray/rcal/rcad_svcs. conf fileinthe compute
node image and remove or comment-out the api ni t - Moption and
corresponding value.
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2. Within the compute node image edit / boot / par anet er s- cnl and set the
cgr oup_di sabl e parameter to mrenorvy:

cgroup_di sabl e=nenory

3. Rebuild the compute node boot image as detailed in Preparing a Service Node
and Compute Node Boot Image on page 65.

4. Reboot the compute nodes using the newly created boot image.

Thereisadlightly higher likelihood that some applications will cause the compute
nodes to experience OOM (out of memory) conditions if they happen run low on
memory and memory control groups are disabled. However, most programs will not
see this condition asit is highly dependent on application and site configurations.

6.8 Configuring the Zone Moveable Feature for Compute Nodes

Zone moveable is a Linux kernel feature used to reduce external memory
fragmentation. It is not a defragmentation mechanism but can possibly help prevent
fragmentation to some degree. The strategy in the zone moveable feature is to
separate user from kernel memory. Although this feature may improve performance
of applications sensitive to memory fragmentation, it does increase the size of the
compute node operating system footprint. Cray therefore leaves zone moveable
disabled by defaullt.

Procedure 29. Enabling Zone Moveable

1. Add the following ker nel cor e_pct kernel parameter to the
/ opt / xt -i mages/ workarea/ conmput e/ boot / par anet er s- cnl file.
Cray recommends a compute node kernel memory percentage of 5%.

ker nel core_pct =5

2. Boot the compute nodes with the rebuilt compute node boot image as detailed in
Preparing a Service Node and Compute Node Boot Image on page 65.

3. (Optional) You can test if a node has the kernel feature enabled by using apr un
with the following syntax:

% aprun -L nid grep 'zone *Movabl e' /proc/ pagetypei nfo

To disable the zone movable kernel parameter, remove the ker nel cor e_pct
kernel parameter from the par anet er s- cnl mentioned in Procedure 29 on
page 153, rebuild the compute node image and reboot the compute nodes.

6.9 Configuring Cray Enhanced Linux Security Features

This section describes Cray extensions to Linux security auditing utilities and the
cray_pamPAM module for logging failed login attempts.
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6.9.1 Security Auditing and Cray Audit Extensions
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Cray Audit is a set of Cray specific extensions to standard Linux security auditing.
When the Cray Audit is configured, separate |ogs are generated for each audited node
on the Cray system. Cray specific utilities ssmplify administration of auditing options
and log files across a large number of nodes. For more information about standard
Linux security auditing, see the following website: http://www.novell.com/linux.

Cray Audit includes the following components:

Cluster option to enable Cray Audit. The/ et ¢/ audi t d. conf includesa
Cray specific option called cl ust er which, when configured on, will enable
Cray Audit extensions. The standard Linux audi t d daemon has been enhanced
to implement this configuration option. The clustered configuration provides a
mechanism to collect audit data on many nodes and store the data in a central
location. The configuration script creates a separate directory for each node and
names and manages the auditing log file in the same way as on a single-node
system. Thisincludes tracking log size, responding to size-related events, and
rotating log files.

Caution: If you run Linux security auditing on a Cray system without Cray
Audit extensions, auditing data from the various nodes collide and generate a
corrupt audit log. Because of this, Cray Audit extensions are enabled by default
when Linux auditing is configured on.

Note: The cluster option should not be used when auditing a boot node.

xtaudi t ct| command. Thext audi t ct| command distributes audi t ct |
administrative commands to compute nodes on the system. This command
traversesalist of al running compute nodes and invokes commands that deliver a
signal to the audit daemons on each node. This utility allows an administrator to
apply configuration changes without having to restart every node in the system.
For more information see the xt audi t ct | (8) and audi t ct | (8) man pages.

xt aunmer ge command. The xt aumer ge command merges clustered audit
logsinto asingle log file. When you use this tool to generate a single audit file,
you can also use Linux audit tools to report on and analyze system-wide audit
data. An additional benefitisthat xt aumer ge maintains compatibility with the
Linux audit tools; you can move audit data to another Linux platform for analysis.
For more information see the xt auner ge(8) man page.

Note: When you run xt auner ge, the resulting merged data stream loses one
potentialy useful piece of information: the node name of the node on which
the event originated. In order to maintain compatibility with standard Linux
utilities, the merged audit log does not include this information. Use Linux
audit utilities directly on the per-node log filesto find a specific record if you
require that level of information.

ALPS interfaceto security auditing. For compute nodes, the Application Level
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Placement Scheduler (ALPS) supports security auditing functionality. ALPS
instantiates an application on behalf of the user on specific compute nodes. After
instantiating the application, the ALPS interface calls the auditing system to begin
auditing the application. At job start and end, auditing system utilities write the
audit record to the audit log.

By default, Cray Audit extensions are enabled but will have no impact until Linux
security auditing is configured on. Linux security auditing is configured off by
default. Follow Procedure 30 on page 155 to configure Cray Audit and Linux
security auditing to audit boot, login and compute nodes. This procedure will
direct you to edit the/ et ¢/ audi t d. conf and/ et c/ audi t. rul es files
and define your audit configuration based on site-specific requirements. The file

/ usr/ shar e/ doc/ packages/ audi t / sanpl e. r ul es describes a sample
rule set. Once you have established these configuration files, you can make temporary
changes to your audit configuration using xt audi t ct | and standard Linux

audi t ct | command options. For more information see the xt audi t ct | (8) and
audi t ct | (8) man pages.

Cray recommends that you configure auditing to use a Lustre file system to hold the
audit log files. Follow Procedure 30 on page 155, to specify the Lustre file system
by settingl og_fi | e = lustre_pathname. For more information on specific Lustre
file system requirements to run Cray Audit, see Lustre File System Requirements for
Cray Audit on page 158.

Procedure 30. Configuring Cray Audit

By default, Linux security auditing is disabled and Cray Audit extensions are enabled.
Follow these steps to define your site-specific auditing rules and enable standard
Linux auditing.

Note: To make these changes for a system partition, rather than for

the entire system, replace / opt / xt - i nages/ t enpl at es with

[ opt/ xt-i mages/tenpl at es- pN, where N is the partition number.
Also, replace / opt / xt - i mages/ hostname- xtrelease- LABEL with

/ opt / xt - i mages/ hostname- xtrelease- LABEL[ - pN] .

1. Follow these steps to edit the auditing configuration filesin the compute node
image and enable auditing on CNL compute nodes.

a. Copy theaudi t d. conf and audi t. r ul es configurationfilesto the
template directory so that modifications are retained when new boot images
are created in the future.

smv. ~# cp /opt/xt-images/ hosthame- xtrelease- LABEL/ conput e/ et ¢/ audi t d. conf \
[ opt/ xt-i mages/tenpl at es/ def aul t/ et ¢/ audi t d. conf
smv. ~# cp /opt/xt-images/ hosthame- xtrelease- LABEL/ conmput e/ etc/ audit.rul es \
[opt/xt-inmages/tenpl ates/default/etc/audit.rules

S-2393-5101

b. Edit/ opt/ xt-i mages/tenpl at es/ def aul t/ etc/auditd. conf
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on the SMW and set thel og_fi | e parameter. For example, if the mount
point for your Lustre file system ismyl usmimt and you want to place audit
logsin adirectory called audi t di r , type the following commands.

smw. ~# vi /opt/xt-inmages/tenpl ates/defaul t/etc/auditd. conf
log_file = /mylusmnt/auditdir/audit.log

Warning: If you run auditing on compute nodes without configuring the
e audit directory, audit records that are written to the local ram-disk could
cause the ram-disk to fill.

c. Edit the
[ opt/ xt-images/tenpl ates/ defaul t/etc/audit.rulesfile
on the SMW. Change this file to set site-specific auditing rules
for the compute nodes. At a minimum, you should set the - e
option to 1 (one) to enable auditing.

smw. ~# vi /opt/xt-images/tenpl ates/default/etc/audit.rules

Make your changes after the following line; for example:

# Feel free to add below this line. See auditctl man page
-e 1l

d. Create the following symbalic link.

smv. ~# nkdir -p -m 755 /opt/xt-images/tenpl ates/default/etc/init.d/rc3.d
smwv. ~# cd /opt/xt-images/tenpl ates/default/etc/init.d/rc3.d
smv. / opt/ xt-images/tenpl ates/default/etc/init.d/rc3.d # In -s ../auditd Sl2auditd

e. If youset CNL_audi t =yes in CLEi nstal | . conf before you ran the
CLEi nst al | program, update the boot image by following the stepsin
Procedure 2 on page 66.

Otherwise, you must first edit the
/var/opt/cray/install/shell _bootimge_ LABEL. sh script
and set CNL__AUDI T=y and then update the boot image following the
steps in Procedure 2 on page 66.

2. Follow these steps to enable and configure auditing on login nodes.

a. Log on to the boot node and use the xt opvi ew command to access all
login nodes by class.

smv. ~# ssh r oot @oot
boot: ~ # xtopview -c | ogin -m "configuring audit files"

b. Specialize thesefilestothel ogi n class.

class/login:/ # xtspec -c login /etc/auditd. conf
class/login:/ # xtspec -c login /etc/audit.rules
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Edit/ et ¢/ audi t d. conf andsetthel og_fi | e parameter. For example,
if your Lustre filesystemiis called filesystemand you want to place audit logs
in adirectory called auditdir, type the following commands.

class/login:/ # vi [etc/auditd.conf
log_file = [filesystem/auditdir/audit.log

Editthe/ et ¢/ audi t. r ul es fileto set site-specific auditing rules for the
login nodes. At a minimum, you should set the - e option to 1 (one).

class/login:/ # vi /etc/audit.rules

Make your changes after the following line; for example:

# Feel free to add below this line. See auditctl man page
-e 1l

Exit xt opvi ew.

class/login:/ # exit

3. You must configure auditing on the boot node to use standard Linux auditing.
Follow these steps to turn off Cray audit extensions for the boot node. Configure
the boot node to use the default | og_fi | e parameter inthe audi t d. conf
fileand set the cl ust er entry to no.

a

While logged on to the boot node, edit the/ et ¢/ audi t d. conf file.

boot:~ # vi /etc/auditd. conf
log file = /var/log/audit/audit.!|og
cluster = no

Editthe/ et c/ audi t . r ul es fileto set site-specific auditing rules for the
boot node. At a minimum, you should set the - e optionto 1 (one).

boot:~ # vi /etc/audit.rules

Make your changes after the following line; for example:

# Feel free to add belowthis line. See auditctl man page
-e 1

Configure the audit daemon to start on the boot node.

boot: ~ # chkconfig --force auditd on

4. Createthelog filedirectory. Log into a node that has the Lustre file system
mounted and type the following commands:

I ogin: ~# nkdir -p /filesystem/auditdir
I ogi n: ~# chnmod 700 /filesystem/auditdir

5. Edit the boot automation file to configure your system to start the Cray audit
daemon on login nodes by invoking/ et c/init.d/auditd start oneach
login node.
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6.9.1.1 Lustre File System Requirements for Cray Audit

The audit system stores audit datain a directory tree structure that uses a naming
scheme based on the directory name provided by thel og_f i | e parameter. For
example, if you set | og_fi | e to/lus/audit/audit.log, the auditing system stores
audit datain filesnamed / | us/ audi t / node_specific_path/ audi t . | og, where
node_specific_pathis adirectory structure generated by Cray Audit.

Warning: If you run auditing on compute nodes without configuring the audit
directory, audit records are written to the local ram-disk which may consume all
your resources and cause data loss.

With the exception of the boot node, each audited node in the system must have
access to the Lustre file system that contains the audit directory. Because each node
has its own audit log file, sufficient space must be made available to store audit data.
You configurethelog sizeinthe/ et ¢/ audi t d. conf file. Thefilesystem should
be large enough to hold at least twice the maximum configured log size, multiplied by
the number of log filesretained and the number of audited nodes, plus enough space
to avoid triggering out of space recovery actions. The following formula can be used
to estimate a reasonabl e file system size:

(2 * numlogs * max_log file * nnodes) + space_left
Where:

num | ogs isthe number of log fileskept in rotation.

max_| og_fi |l e isthe maximum size of alog filein megabytes.

nnodes is the number of audited nodes

space_| ef t istheamount of space in megabytes required to avoid out of space
recovery actions.

Thenum | ogs, max_l og_fil e,andspace_| ef t parameters are set in the
/ et c/ audi td. conf file. Thedefault/ et ¢/ audi t d. conf fileisshownin
Example 91.

Note: Thisformula assumes that you use the default destination for the output of
xt aumner ge, placing the merged log file and the per-node log files on the same
filesystem. Thisroughly doubles the size of the disk space needed to hold the
audit trail.
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Example 91. Default / et ¢/ audi t d. conf file

#
# This file controls the configuration of the audit daenon
#

log_file = /var/log/audit/audit.|og
cluster = yes

| og_format = RAW

priority_boost = 3

flush = | NCREMENTAL

freq = 20

numlogs = 4

#di spat cher = /usr/sbi n/ audi spd

di sp_qos = | ossy

max_log_file =5

max_|l og_file_acti on = ROTATE
space_left = 75

space_l eft _action = SYSLOG
action_mail _acct = root

adm n_space_left = 50

adm n_space_l eft _acti on = SUSPEND
di sk_full _action = SUSPEND

di sk_error_action = SUSPEND

6.9.1.2 System Performance Considerations for Cray Audit

With auditing turned off there is no performance impact from this feature. With
auditing turned on, system performance isimpacted. The performance costs for
running Linux audit and the associated Cray extensions vary greatly, depending

on the site-defined audit event selection criteria. Auditing of judiciously chosen
events, for example login or su attempts, do not impact overall system performance.
However, auditing of frequently used system calls has a negative impact on system
performance because each occurrence of an audited system call triggers afile system
write operation to the audit log.

It isthe responsibility of the administrator or auditor to design the site security policy
and configure auditing to minimize this impact.

6.9.2 Using the cray pamPAM to Log Failed Login Attempts
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Thecr ay_pammodule is a Pluggable Authentication Module (PAM) that, when
configured, provides information to the user at login time about any failed login
attempts since their last successful login. The module provides:

» Date and time of last successful login
» Date and time of last unsuccessful login
« Total number of unsuccessful logins since the user's last successful login

Cray recommends that you configurelogin failure logging on all service nodes. The
RPMs are installed by default on the boot root and shared root file systems.
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To use this feature, you must configurethe pam tal | y and cr ay_pamPAM
modules. The PAM configuration files provided with the CLE software allow you to
manipulate a common set of configuration filesthat will be active for all services.

The cr ay_pammodule requires an entry in the PAM conmon- aut h and
comon- sessi on filesor an entry in the PAM aut h section and an entry in

the PAM sessi on section of any PAM application configuration file. Use of the
common filesis typically preferable so that other applications such as su also report
failed login information; for example:

crayadm@oot: ~> su -

2 failed login attenmpts since |ast |ogin.

Last failure Thu May 8 11:41:20 2008 from snmw.
boot: ~ #

For each log in attempt, a per-user counter is updated. When a successful l1og

in occurs, the statistics are displayed and the counter is cleared. The default

location of thepam t al | y counter fileis/ var/ | og/ f ai | | og. Additionally,
cray_pamuses atemporary directory, by default,/ var/ opt/ cray/fail | og,
to store information about the users. Change these defaults by editing
/etc/opt/cray/panifaillog.conf andby usingthefi | e= optionfor each
pamtally andcray_pamentry. Youcan findan examplef ai | | og. conf file
in/ opt/ cray/ pam pamrelease-version/ et c.

You can configure a number of nodes to share information by modifying the default
|ocation for these directories to use acommon set of directories, writable to all nodes.
Edit/ et c/ opt/cray/ pani faill og. conf toreflectan alternate, root-writable
directory. Configurepam t al | y to save tally information in an alternate location
using thef i | e= option; each entry for cr ay_pammust also includethefi | e=
option to specify the alternate location.

Limitations:

« If alogin attempt fails, cr ay__pamin the aut h section creates atemporary file;
but because the login attempt failed, the sessi on section is not called and, asa
result, the temporary fileis not removed. Thisis harmless because the filewill be
overwritten at the next login attempt and removed at the next successful login.

» Loginsthat occur outside of the PAM infrastructure will not be noted.

* Host names are truncated after 12 characters. Thisisalimitation in the underlying
faill og recording.

e Thecray_pammodulerequirespam t al | y to be configured.

Note: For additional information on using the cr ay_pamPAM module, seethe
pam@8) and pam_t al | y(8) man pages.
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Procedure 31. Configuring cray_pamto log failed login attempts

1. Editthe/ et c/ pam d/ common- aut h,/ et ¢/ pam d/ cormon- account ,
and/ et ¢/ pam d/ common- sessi on fileson the boot node.

Note: In these examples, thepam faill 0g. soandpamtal ly. so
entries can include an optional f i | e=/path/to/pam _tally/counter/file argument
to specify an alternate location for the tally file.

Example 92 shows these files after they have been modified to report failed
login using an alternate location for the tally file.

a. Editthe/ et ¢/ pam d/ comon- aut h fileand add the following lines
asthe first and last entries:

boot:~ # vi /etc/pam d/ comon-auth
auth required pamfaillog.so [fil e=alternatepath] (astheFIRST entry)
auth required pamtally.so [fil e=alternatepath] (astheLAST entry)

Your modified/ et ¢/ pam d/ comrmon- aut h fileshould look like this:

#9PAM 1. 0

#

# This file is autogenerated by pamconfig. Al changes

# will be overwitten.

#

# Aut hentication-related nodul es conmon to all services

#

# This file is included fromother service-specific PAMconfig files,
# and should contain a list of the authenticati on nodul es that define
# the central authentication scheme for use on the system

# (e.g., /etc/shadow, LDAP, Kerberos, etc.). The default is to use the
# traditional Unix authentication mechanisns.

#

aut h required pam faillog.so

aut h required pam env. so

aut h required pam uni x2. so

aut h required pamtally.so

b. Editthe/ et ¢/ pam d/ conmon- account fileand add the following line
asthe last entry:

boot: ~ # vi /etc/pam d/ common- account
account required pamtally.so [fil e=alternatepath]
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Your modified/ et ¢/ pam d/ conmon- account fileshould look like this:

#%PAM 1. 0

#

# This file is autogenerated by pamconfig. Al changes

# will be overwitten.

#

# Account-rel ated nodul es cormon to all services

#

# This file is included fromother service-specific PAMconfig files,
# and should contain a list of the authorization nmodul es that define
# the central access policy for use on the system The default is to
# only deny service to users whose accounts are expired.

#

account required pam uni x2. so

account required pamtally.so

c. Editthe/ et c/ pam d/ cormon- sessi on fileand add the following line
as the last entry:

boot: ~ # vi /etc/pam d/ cormbn-sessi on
session optional pamfaillog.so [file=alternatepath]

Your modified/ et ¢/ pam d/ conmon- sessi on fileshould look like this:

#9°AM 1. 0

#

# This file is autogenerated by pamconfig. Al changes

# wll be overwitten.

#

# Session-rel ated nodul es common to all services

#

# This file is included fromother service-specific PAMconfig files,
# and should contain a list of nodul es that define tasks to be perforned
# at the start and end of sessions of *any* kind (both interactive and
# non-interactive). The default is pam_unix2.

#

session required pamlimts.so

session required pam_ uni x2. so

sessi on optional pam umask. so

sessi on optional pam faill og. so

2. Copy the edited filesto the shared root by using xt opvi ewin the default view.

boot:~ # cp -p /etc/pamd/ comon-auth /rr/current/software

boot:~ # cp -p /etc/pamd/conmon-account /rr/current/software

boot:~ # cp -p /etc/pamd/ conmon-session /rr/current/software

boot: ~ # xtopvi ew - m " configurelogin failure logging PAM"

default/:/ # cp -p /software/comon-auth /etc/pam d/ conmon-auth
default/:/ # cp -p /software/conmon-account /etc/pam d/ conmon-account
default/:/ # cp -p /software/common-session /etc/pam d/ conmon-sessi on

3. Exit xt opvi ew.

default/:/ # exit
boot: ~ #
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Example 92. Modified PAM configuration files configured to report failed login
by using an alternate path

If you configurepam t al | y to save tally information in an aternate location by
using thef i | e= option, each entry for cr ay_pammust aso includethefi | e=
option to specify the alternate location.

Your modified/ et ¢/ pam d/ conmon- aut h file should look like this:

#
# [ etc/ pam d/ comon-auth - authentication settings common to all services
#
# This file is included fromother service-specific PAMconfig files,
# and should contain a list of the authentication nodul es that define
# the central authentication schene for use on the system
# (e.g., /etc/shadow, LDAP, Kerberos, etc.). The default is to use the
# traditional Unix authentication nmechanisms.
#
aut h required pamfaillog.so file=/ufs/logs/tally.log
aut h required pam env. so
aut h required pam uni x2. so
aut h required pamtally.so file=/ufs/logs/tally.|log
Your modified/ et ¢/ pam d/ conmon- account fileshould look like this:
#
# [ etc/ pam d/ common-account - authorization settings common to all services
#
# This file is included fromother service-specific PAMconfig files,
# and should contain a list of the authorization nodul es that define
# the central access policy for use on the system The default is to
# only deny service to users whose accounts are expired
#
account required pam uni x2. so
account required pamtally.so file=/ufs/logs/tally.|og

Your modified/ et ¢/ pam d/ conmon- sessi on fileshould look like this:

#

# [ etc/ pam d/ common- sessi on - session-rel ated nodul es conmon to all services
#

# This file is included fromother service-specific PAMconfig files,

# and should contain a list of nodules that define tasks to be perforned
# at the start and end of sessions of *any* kind (both interactive and

# non-interactive). The default is pam unix2

#

session required pamlimts.so

session required pam uni x2. so

sessi on optional pam unmask. so

sessi on optional pamfaillog.so file=/ufs/logs/tally.log
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6.10 Configuring cr on Services

164

Optional: Configuringcr on servicesis optional on CLE systems.

The cr on daemon isdisabled, by default, on the shared root file system and the boot
root. It isenabled, by default, on the SMW. Use standard Linux procedures to enable
cr on on the boot root, following Procedure 32 on page 164.

On the shared root, how you configure cr on for CLE depends on whether you
have set up persistent / var . If you have persistent / var follow Procedure 33 on
page 164; if you have not set up persistent / var , follow Procedure 34 on page 165.

The/ et ¢/ cron. * directories include alarge number of cr on scripts. During
new system installations and any updates or upgrades, the CLEi nst al | program
disables execute permissions on these scripts and you must manually enable any
scripts you want to use.

Procedure 32. Configuring cr on for the SMW and the boot node

Note: By default, the cr on daemon on the SMW is enabled and this procedure is
required only on the boot node.

1. Logontothetarget nodeasr oot and determine the current configuration status
for cr on.

On the on the SMW:

smw. ~# chkconfig cron
cron on

On the boot node;

boot: ~ # chkconfig cron
cron of f

2. Usethechkconf i g command to configurethe cr on daemon to start. For
example, to enable cr on on the boot node, type the following command:

boot: ~ # chkconfig --force cron on

The cr on scripts shipped with the Cray customized version of SLES are located
under / et c/ cron. hourly,/etc/cron.daily,/etc/cron. weekly,and
/ et c/ cron. nont hl y. The system administrator can enable these scripts by using
the chkconf i g command. However, if you do not have apersistent / var , Cray
recommends that you follow Procedure 34.

Procedure 33. Configuring cr on for the shared root with persistent/ var

Use this procedure for service nodes by using the shared root on systems that are set
up with apersistent / var file system.
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1. Invoke the chkconf i g command in the default view to enable the cr on
daemon.

boot: ~ # xtopvi ew - m " configuring cron”
default/:/ # chkconfig --force cron on

2. Examinethe/ et c/cron. hourly, /etc/cron.daily,
[ etc/cron. weekl y,and/ etc/cron. nont hl y directories and change the
file access permissions to enable or disable distributed cron scripts to meet your
needs. To enable a script, invoke chnmod ug+x to make the script executable.
By default, CLEiI nst al | removes the execute permission bit to disable all
distributed cron scripts.

Caution: Some distributed scripts impact performance negatively on a CLE
system. To ensure that all scripts are disabled, type the following:

default/:/ # find /etc/cron.hourly /etc/cron.daily \
/etc/cron.weekly /etc/cron.monthly \
-type f -follow -exec chnod ugo-x {} \;

3. Exit xt opvi ew.

default/:/ # exit
boot: ~ #

Procedure 34. Configuring cr on for the shared root without persistent / var

Because CLE has a shared root, the standard cr on initialization script
[etc/init.d/cron activatesthecr on daemon on all service nodes. Therefore,
the cr on daemon is disabled by default and you must turn it on with the

xt ser vconfi g command to specify which nodes you want the daemon to run on.

1. Editthe/ et c/ gr oup filein the default view to add users who do not have root
permission to the "trusted" group. The operating system requiresthat al cr on
users who do not have root permission be in the "trusted” group.

boot: ~ # xtopvi ew
defaul t/:/ # vi /etc/group
default/:/ # exit

2. Createa/ var/ spool / cr on directory in the/ uf s filesystem on the uf s
node which is shared among all the nodes of class| ogi n.

boot: ~ # ssh root @fs

ufs: ~# nkdir /ufs/cron

ufs:~# cp -a /var/spool/cron /ufs
ufs: ~# exit

3. Designate a single login node on which to run the scripts in this directory.
Configurethis node to start cr on with the xt ser vconf i g command rather
thanthe/ et c/i nit. d/ cron script. Thisenables users, including root, to
submit cr on jobs from any node of class| ogi n. These jobs are executed only
on the specified login node.
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a. Create or edit thefollowing entry inthe/ et ¢/ sysconfi g/ xt fileinthe
shared root file system in the default view.
boot: ~ # xtopvi ew
default/:/ # vi [etc/sysconfig/xt

CRON_SPOOL_BASE DI R=/ ufs/cron
default/:/ # exit

b. Start an xt opvi ewshell to access all login nodes by class and configurethe
spool directory to be shared among al nodes of class| ogi n.

boot: ~ # xtopview -c |ogin
class/login:/ #

c. Editthe/etc/init.d/boot. xt-|ocal filetoadd thefollowing lines.

class/login:/ # vi /etc/init.d/boot.xt-I|ocal
MYCLASS_NI D="rca- hel per -i"

MYCLASS="xtnce $MYCLASS NID | awk -F: '{ print $2 }' | tr -d [:space:]"
CRONSPOOL="xt get confi g CRON_SPOOL_BASE DI R
if [ "SMYCLASS" = "login" -a -n "$CRONSPOOL" ];then

mv /var/spool/cron /var/spool/cron. $$
In -sf $CRONSPOCL /var/spool/cron
fi

d. Examinethe/etc/cron. hourly,/etc/cron.daily,
/etc/cron. weekly,and/ et c/cron. nont hly directories and
change the file access permissions to enable or disable distributed cron scripts
to meet your needs. To enable a script, invoke chnod ug+x to makethefile
executable. By default, CLEi nst al | removes the execute permission bit to
disable all distributed cron scripts.

C Caution: Some distributed scripts impact performance negatively on a
CLE system. To ensure that all scripts are disabled, type the following:

class/login:/ # find /etc/cron.hourly /etc/cron.daily \
/etc/cron.weekly /etc/cron.monthly \
-type f -follow -exec chnod ugo-x {} \;

e. Exit from thelogin class view.

class/login:/ # exit
boot: ~ #

f. Usethext servconfi g command to enablethe cr on service on asingle
login node; in this example, node 8.

boot: ~ # xtopview -n 8
node/ 8:/ # xtservconfig -n 8 add CRON
node/ 8:/ # exit

The cr on configuration becomes active on the next reboot. For more
information, see the xt ser vconf i g(8) man page.
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6.11 Configuring the Load Balancer

Optional: The load balancer serviceis optional on systems that run CLE.

The load balancer can distribute user logins to multiple login nodes, allowing users to
connect by using the same Cray host name, for example xthostname.

Two main components are required to implement the load balancer, the | bnaned
service (on the SMW and Cray login nodes) and the site-specific domain name
service (DNS).

When an external system tries to resolve xthostname, a query is sent to the
site-specific DNS. The DNS server recognizes xthostname as being part of the Cray
domain and shuttles the request to | bnaned on the SMW. Thel bnaned service
returns the | P address of the least-loaded |ogin node to the requesting client. The
client connects to the Cray system login node by using that | P address.

The CLE software installation process installs | bnaned in
/opt/cray-xt-1bnamed onthe SMW and in/ opt/cray/| bcd

on all service nodes. Configurel bnamed by using thel bnanmed. conf and
pol | er. conf configuration files on the SMW. For more information about
configuring | bnamed, seethel bnaned. conf (5) man page.

Procedure 35. Configuring | bnanmed on the SMW

1. (Optional) If site-specific versions of
/ etc/opt/cray-xt-Ibnamed/| bnaned. conf and
/etc/opt/cray-xt-1bnamed/ poller.conf donotaready exist, copy
the provided example filesto these locations.

smv ~ # cd /etc/opt/cray-xt-I| bnanmed/
smv. / etc/ opt/cray-xt-|bnaned/ # cp -p | bnamed. conf. exanpl e | bnarmed. conf
smv. / etc/ opt/cray-xt-l bnaned/ # cp -p poller.conf.exanple poller.conf
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2. Edit thel bnanmed. conf fileon the SMW to definethe |l bnamed host name,
domain name, and polling frequency.

smw. / et c/ opt/cray-xt-I|bnaned/ # vi | bnanmed. conf

For example, if | bnaned isrunning on the host name smw. nysi t e. com
set the login node domain to the same domain specified for the $host nane.
The Cray system xthostname is resolved within the domain specified as

$l ogi n_node_donai n.

$pol I er _sleep = 30;

$host name = "nysite-1b";

$l bnaned_donmai n = "snw. nysite. coni;

$l ogi n_node_domai n = "nysite.coni;

$host master = "rootnmail.nysite. cont;
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3. Editthepol I er. conf fileonthe SMW to configure the login node names.

smw. / et c/ opt/cray-xt-Ibnaned/ # vi poller.conf
#
# groups

# | ogin nycrayl-nycray3
mycrayl 1 login
nycray2 1 login
mycray3 1 login

Note: Because | bnanmed runs on the SMW, et hO on the SMW must be
connected to the same network from which userslog on to the login nodes. Do
not put the SMW on the public network.

Procedure 36. Installing the load balancer on an external "white box" server

Optional: Install | bnared on an external "white box" server as an alternative to
installing it on the SMW. Cray does not test or support this configuration.

A "white box" server is any workstation or server that supportsthe | bnamed service.

1. Shut down and disable | bnaned.

smw. ~# /etc/init.d/ | bnamed stop
smw. ~# chkconfig | bnamed of f

2. Locatethecr ay- xt -1 bnamed RPM onthe Cray CLE 5. 0. UPnn
Sof t war e media and install this RPM on the "white box." Do not install the
| bcd RPM.

3. Follow theinstructionsin the | bnamed. conf (5) man page to configure
| bnaned, taking care to substitute the name of the external server wherever SMV
isindicated, then enable the service.

6.12 Configuring Node Health Checker (NHC)

For an overview of NHC (sometimes referred to as NodeKARE), see the

i nt r o_NHC(8) man page. For additional information about ALPS and how ALPS
cooperates with NHC to perform application cleanup, see Chapter 8, Using the
Application Level Placement Scheduler (ALPS) on page 267.

6.12.1 /et c/ opt/cray/ nodeheal t h/ nodeheal t h. conf Configuration
File

NHC can be run under two basic circumstances;

* when anode boots
« immediately after applications within a reservation have terminated and
immediately after areservation has terminated

168 S-2393-5101



Modifying an Installed System [6]

The latter circumstance calls Compute Node Cleanup (CNCU). Its objectiveisto
efficiently return compute nodes to the pool of available nodes with as much free
memory as they have when they are first booted. ALPS invokes NHC after every
application completes and after every reservation completes. The NHC tests that run
after applications are an application set. The NHC tests that run after reservations exit
are areservation set. With multiple test sets executing, CNCU requires more than
one instance of NHC to be running simultaneously. The advanced_f eat ur es
NHC control variable must be enabled to use CNCU. The default setting of
advanced_f eat ur es in the example NHC configurationfileis on.

To support running NHC at boot time and after applications and reservations
complete, NHC uses two separate and independent configuration files, which enable
NHC to be configured differently for these situations.

After application and reservation termination: The configuration

file that controls NHC behavior after a job has terminated is

/ etc/ opt/cray/ nodeheal t h/ nodeheal t h. conf, which is

located in the shared root. The CLE installation and upgrade processes automatically
install this file and enable NHC software; there is no need for you to change any
installation configuration parameters or issue any commands. However, if you like,
you may edit this configuration fileto customize NHC behavior. After you do so, the
changes you made are reflected in the behavior of NHC the next time that it runs.

When a node boots. The configuration filethat controls NHC behavior on boot
is located on the compute node. To change this file, you must instead change its
template, which islocated on the SMW, in one of two locations.

On non-partitioned systems, the SMW template is located here:

[ opt/xt-images/tenpl at es/ def aul t/ et c/ opt/cray/ nodeheal t h/ nodeheal t h. conf

On partitioned systems, the SMW template is |ocated here, where pxis the partition
number:

[ opt/xt-images/tenpl at es/ def aul t - px/ et c/ opt/ cray/ nodeheal t h/ nodeheal t h. conf
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In either case, after you have modified the nodeheal t h. conf file, you must
remake the boot image for the compute node and reboot the node with the new boot
image in order for your changes to take effect.

Each CLE release package also includes an example NHC configuration file,

/ opt/ cray/ nodeheal t h/ def aul t/ et c/ nodeheal t h. conf . exanpl e.
The nodeheal t h. conf . exanpl e fileis a copy of the

/ etc/ opt/cray/ nodeheal t h/ nodeheal t h. conf file provided

for aninitial installation.
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Important: The/ et ¢/ opt/ cray/ nodeheal t h/ nodeheal t h. conf file
is not overwritten during a CLE upgrade if the file already exists.

This preserves your site-specific modifications previously

made to the file. However, you should compare your

/ et c/ opt/ cray/ nodeheal t h/ nodeheal t h. conf filecontent with the

/ opt/ cray/ nodeheal t h/ def aul t/ et c/ nodeheal t h. conf . exanpl e
file provided with each release to identify any changes, and then update your

/ etc/opt/cray/ nodeheal t h/ nodeheal t h. conf fileaccordingly.

If the/ et ¢/ opt/ cray/ nodeheal t h/ nodeheal t h. conf

file does not exist, then the

/ opt/ cray/ nodeheal t h/ def aul t/ et c/ nodeheal t h. conf . exanpl e
fileis copied tothe/ et ¢/ opt / cr ay/ nodeheal t h/ nodeheal t h. conf
file.

To use an dternate NHC configurationfile, use the xt cl eanup_after -f
alt_NHCconfigurationfileoption to specify which NHC configuration fileto
use with the xt cl eanup_af t er script. For additional information, see the
xt cl eanup_af t er (8) man page.

NHC can aso be configured to automatically dump, reboot, or dump and

reboot nodes that have failed tests. Thisis controlled by the act i on variable
specified in the NHC configuration file that is used with each NHC test and the

[ etc/opt/cray-xt-dunpd/ dunpd. conf configurationfile. For additional
information, see Using dunpd to Automatically Dump and Reboot Nodes on
page 92, the dunpd(8) man page, and the dunpd. conf configuration file on the
System Management Workstation (SMW).

6.12.2 Configuring Node Health Checker Tests

170

Editthe/ et c/ opt / cr ay/ nodeheal t h/ nodeheal t h. conf fileto configure
the NHC tests that will test CNL compute node functionality. All tests that are
enabled will run when NHC isin either Normal Mode or in Suspect Mode. Tests
run in parallel, independently of each other, except for the Fr ee Menory Check
test, which requiresthat the Appl i cat i on Exited Check test passes before
the Fr ee Menory Check test begins.

The xt checkheal t h binary runs the NHC tests; for information about the
xt checkheal t h binary, seethei nt r o_NHC(8) and xt checkheal t h(8) man

Pages.

The NHC tests are listed below. In the default NHC configuration file, each test that
is enabled starts with an action of adnmi ndown, except for the Fr ee Menory
Check, which starts with an action of | og.

Important: Also read important test usage information in Guidance About NHC
Tests on page 174.
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Accel er at or, which tests the health of any accelerators present on the node. It
is an application set test and should not be run in the reservation set.

The global accelerator test (gat ) script detects the type of accelerator(s) present
on the node and then launches a test specific to the accelerator type. The test
failsif it is unable to run successfully on the accelerator, or if the amount of
allocated memory on the accelerator exceeds the amount specified using the gat
- margument.

TheAccel er at or testisenabled in the default NHC configurationfile.

Application Exited Check, which verifiesthat any remaining processes
from the most recent application have terminated. It is an application set test and
should not be run in the reservation set because an application is not associated
with a reservation cancellation.

TheApplication Exited Check test checkslocally on the compute node
to see if there are processes running under the ID of the application (APID).

If there are processes running, then NHC waits a period of time (set in the
configurationfile) to determine if the application processes exit properly. If the
process does not exit within that time, then this test fails.

The Appl i cati on Exited Check testisenabled in the default NHC
configuration file.

Apinit Log and Core File Recovery,whichisaplugin script to copy
api ni t coredump and log filesto alogin/service node. It is an application
Set test.

Thistest is not enabled in the default NHC configuration file. It should not be
enabled until after a destination directory is decided on and specified in the NHC
configuration file.

Api nit Pi ng, which verifiesthat the ALPS daemon is running on the compute
node and is responsive. It is an application set test.

The Api ni t Pi ng test queries the status of the api ni t daemon locally on
each compute node; if the api ni t daemon does not respond to the query, then
this test fails.

TheApi nit Pi ng testisenabled in the default NHC configurationfile.

Free Menory Check, which examines how much memory is consumed on

a compute node while applications are not running. Use it only as areservation
test because an application within a reservation may leave data for the another
application in areservation. If runin the application set, Fr ee Menory Check
could consider data that was intentionally left for the next application to be leaked
memory and mark the node adni ndown. Runthe Free Menory Test only
after the Reser vat i on test passes successfully.
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TheFree Menory Check testisenabledin the default NHC configuration
file; however, itsactionis| og only.

Fi | esyst em which ensures that the compute node is able to perform simple
I/0 to the specified file system. It is configured as an application set test in the
default configuration, but it can be run in the reservation set. For afile system
that is mounted read-write, the test performs a series of operations on the file
system to verify the I/O. A fileis created, written, flushed, synced, and del eted.
If amount point is not explicitly specified, the mount point(s) from the compute
node/ et c/ f st abs filewill beused and aFi | esyst emtest will be created
for each mount point found in the file. If amount point is explicitly specified, then
only that file system will be checked. You can specify multiple Fi | eSyst em
tests by placing multiple Fi | esyst emlinesin the configuration file. One line
could specify theimplicit Fi | esyst emtest. The next line could specify a
specific file system that does not appear in/ et ¢/ f st ab. This could continue
for any and al file systems.

If you enable the Fi | esyst emtest, you can place an

optional line (such as, Excluding: Fi | eSyst em f 00) in the

/ et c/ opt/cray/ nodeheal t h/ nodeheal t h. conf configuration filethat
allows you to list mount points that should not be tested by the Fi | esyst em
test. Thisalows you to intentionally exclude specific mount points even though
they appear in thef st ab file. This action prevents NHC from setting nodes

to adm ndown because of errors on relatively benign file systems. Explicitly
specified mount points cannot be excluded in this fashion; if they should not be
checked, then they should simply not be specified.

The Fi | esyst emtest creates its temporary filesin a subdirectory
(- nodeheal t h. f st est ) of thefilesystem root. An error message is written
to the console when the unl i nk of afilecreated by thistest fails.

TheFi | esyst emtest is enabled in the default NHC configuration file.

Hugepages, which calculates the amount of memory available in a specified
page size with respect to a percentage of / pr oc/ boot _freenen. Itisa
reservation set test.

This test will continue to check until either the memory clears up or the time-out
isreached. The default time-out is 300 seconds.

The Hugepages test isdisabled in the default NHC configuration file.

Si gcont Pl ugi n, which sends a SIGCONT signal to the processes of the
current APID. It is an application set test.

The Si gcont Pl ugi n test isdisabled in the default NHC configurationfile.

Pl ugi n, which alows scripts and executables not built into NHC to be run,
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provided they are accessible on the compute node. No plugins are configured by
default and the Pl ugi n test isdisabled in the default NHC configuration file so
that local configuration settings may be used.

For information about writing a plugin test, see Writing a Node Health Checker
(NHC) Plugin Test.

e ugni _nhc_pl ugi ns, which tests the User level Gemini Network Interface
(uGNI) on compute nhodes. It isareservation set test and an application set test.
By extension, testing the uGNI interface also tests the proper operation of parts
of the network interface card (NIC). The test sends a datagram packet out to the
node's NIC and back again.

* Reservati on, which checks for the existence of the
/ proc/ reservati ons/ rid directory, where rid is the reservation
ID. It isareservation set test, and should not be run in the application set.

If thisdirectory still exists, the test will attempt to end the reservation and then
wait for the specified timeout value for the directory to disappear. If the test fails
and Suspect Mode is enabled, NHC enters Suspect Mode. In Suspect Mode,
Reser vat i on continues running, repeatedly reguesting that the kernel clean
up the reservation, until the test passes or until Suspect Mode times out. If the
directory does not disappear in that time, the test prints information to the console
and exits with afailure.

The Reser vat i on test is enabled in the default NHC configuration file, with a
timeout value of 300 seconds.

Individual tests may appear multiple times in the

/ etc/ opt/cray/ nodeheal t h/ nodeheal t h. conf file,

with different variable values. Every time atest is specified in the

/ etc/ opt/cray/ nodeheal t h/ nodeheal t h. conf file, NHC will run that
test. This meansif the same line is specified five times, NHC will try to run that
same test fivetimes. This functionality is mainly used in the case of the Pl ugi n
test, allowing you to specify as many additional tests as you want to write, or the
Fi | esyst emtest, allowing you to specify as many additional file systems asyou
want. However, any test can be specified to run any number of times. Different
parameters and test actions can be set for each test. For example, this could be used
so that you can set up hard limits and soft limitsfor the Fr ee Menory Check test.
Two Free Menory Check tests could be specified in the configuration file; the
first test configured to only warn about small amounts of non-free memory, and the
second test configured to adni ndown a node that has large amounts of non-free
memory. Seethe/ et c/ opt/ cr ay/ nodeheal t h/ nodeheal t h. conf file
for configuration information.

173



Managing System Software for the Cray® Linux Environment

6.12.2.1 Guidance About NHC Tests

174

Guidance about the Accel er at or test: Thistest usesthe global accelerator test
(gat ) script (/ opt / cr ay/ nodeheal t h/ def aul t/ bi n/ gat . sh) tofirst
detect the accelerator type and then launch the test specific to that type of accelerator.
Thegat script supports two arguments for NVIDIA GPUs:

- mmaximum_memory_size

You can specify the maximum_memory_size as either a kilobyte
value or a percentage of total memory. For example, - m 100
specifies that no more than 100 kilobytes of memory can be
alocated, while - m 10%specifiesthat no more than 10 percent of
memory can be allocated.

In the default NHC configuration file, the specified memory sizeis
10%

-r Perform a soft restart on the GPU and then rerun the test. In the
default NHC configurationfile, the - r argument is specified.

Thegat script has the following options for Intel Xeon Phi:
- Mkilobytes or - Mn%
This option works exactly as the - moption for the NVIDIA GPUs.

-C Specifiesthe minimum number of cores that must be active on the
Xeon Phi for the test to pass. If - ¢ is omitted, the minimum number
of active cores required to pass the test is the total number of cores on
the Xeon Phi.

S-2393-5101



Modifying an Installed System [6]

Guidance about the Appl i cati on Exited Check and Api nit Pi ng
tests: These two tests must be enabled and both tests must have their action set as
adm ndown or di e; otherwise, NHC runs the risk of allowing ALPS to enter a
live-lock. (Specify the di e action only when the advanced_f eat ur es control
variable is turned off.) ALPS must guarantee the following two things about the
nodes in areservation before releasing that reservation: 1) ALPS must guarantee that
ALPS s functioning on the nodes, and 2) ALPS must guarantee that the previous
application has exited from the nodes. Either those two things are guaranteed or the
nodes must be set to some state other than up. When either ALPS has guaranteed
the two things about the nodes or the nodes have been set to some state other than
up, then ALPS can release the reservation. These two NHC tests guarantee those
two things: 1) the Api ni t _pi ng test guarantees that ALPS is functioning on

the nodes, and 2) the Appl i cat i on_Exi t ed_Check test guarantees that the
previous application has exited from the nodes. If either test fails, then NHC sets
the nodesto suspect state (if Suspect Mode is enabled; otherwise, NHC sets the
nodes to adni ndown or unavai | ). Inthe end, either the nodes pass those tests,
or the nodes are no longer in the up state. In either case, ALPS isfreeto release
the reservation and the live-lock is avoided. However, this only happens if the two
tests are enabled and their action is set asadmi ndown or di e. Thel og action
does not suffice because it does not change the state of the nodes. If either test is
disabled or has an action of | og, then ALPS may live-lock. In thislive-lock, ALPS
will call NHC endlessly.

Guidance about the Fi | esyst emtest: The NHC Fi | esyst emtest can take an
explicit argument (the mount point of the file system) or no argument. If an argument
isprovided, thenthe Fi | esyst emtest isreferred to as an explicit Fi | esyst em
test. If no argument is given, the Fi | esyst emtest is referred to as an implicit

Fi | esyst emtest.

The explicit Fi | esyst emtest will test the file system located at the specified mount
point.

Theimplicit Fi | esyst emtest will test each filesystem listed inthe/ et ¢/ f st ab
file on each compute node. The implicit Fi | esyst emtest is enabled by default
in the NHC configuration file.

TheFi | esyst emtest will determine whether afile system is mounted read-only or
read-write. If the file system is mounted read-write, then NHC will attempt to write to
it. If it is mounted read-only, then NHC will attempt to read the directory entities"."
and ".." in the file system to guarantee, at a minimum, that the file system is readable.
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Some file systems are mounted on the compute nodes as read-write file systems,
while their underlying permissions are read-only. As an example, for an
auto-mounted file system, the base mount-point may have read-only permissions,
however, it could be mounted as read-write. |t would be mounted as read-write,

so that the auto-mounted sub-mount-points could be mounted as read-write. The
read-only permissions prevent tampering with the base mount-point. In a case such as
this, the Fi | esyst emtest would see that the base mount-point had been mounted
as aread-write filesystem. The Fi | esyst emtest would try to write to thisfile
system, but the write would fail due to the read-only permissions. Because the write
fails, then the Fi | esyst emtest would fail, and NHC would incorrectly decide

that the compute node is unhealthy because it could not write to this file system.

For this reason, file systems that are mounted on compute nodes as read-write file
systems, but arein reality read-only file systems, should be excluded from the implicit
Fi | esyst emtest.

You can exclude tests by adding an "Excluding: file system mount point" line in the
NHC configuration file. See the NHC configuration filefor further details and an
example.

A filesystem is deemed acritical file system if it is needed to run applications. All
systems will likely need at least one shared file system for reading and writing input
and output data. Such afile system would be a critical file system. File systems
that are not needed to run applications or read and write data would be deemed as
noncritical filesystems. You need to determine the criticality of each file system.

Cray recommends the following:

* Excluding noncritical file systems from the implicit Fi | esyst emtest. Seethe
NHC configurationfile for further details and an example.

« |f there are critical file systems that do not appear inthe/ et ¢/ f st ab file
on the compute nodes (such file systems would not be tested by the implicit
Fi | esyst emtest), these critical file systems should be checked through explicit
Fi | esyst emtests. You can add explicit Fi | esyst emtests to the NHC
configuration file by providing the mount point of the file system as the final
argument to the Fi | esyst emtest. See the NHC configuration filefor further
details and an example.

« |If you have afile system that is mounted as read-write but it has read-only
permissions, you should exclude it from the implicit Fi | esyst emtest. NHC
does not support such file systems.
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Guidance about the Hugepages test: The Hugepages test runs the
hugepages_check command, which supports two arguments.

- p percentage

Use this argument to specify the percentage of
/ proc/ boot _freemem If thistest is enabled and this
argument is not supplied, the default of - p 60 is used.

-s Size Specify the hugepage size. Thevalid sizesare 2, 4, 8, 16, 32, 64,
128, 256, and 512. If thistest is enabled and this argument is not
supplied, the default of - s 2 is used.

Guidance about the NHC Lust r e filesystem test: The Lustre file system hasits
own hard time-out value that determines the maximum time that a Lustre recovery
will last. Thistime-out valueiscaled RECOVERY_TI ME_HARD, and it islocated in
thefilesystem'sf s_def s file. The default value for the RECOVERY _TI ME_HARD
is fifteen minutes.

Important: Thetime-out value for the NHC Lust r e file system test should be
twice the RECOVERY_TI ME_HARD value.

The default in the NHC configuration fileis thirty minutes, which is

twice the default RECOVERY _TI ME_HARD. If you change the value of
RECOVERY_TI ME_HARD, you must also correspondingly change the time-out
value of the NHC Lust r e file system test.

The NHC time-out value is specified on this line in the NHC configuration file:

# Lustre: <warning tine-out> <test tinme-out> <restart del ay>
Lustre: 900 1800 60

If you change the RECOVERY _TI ME_HARD value, you must change the 1800
seconds (thirty minutes) to reflect your new RECOVERY _TI ME_HARD multiplied by
two.

Further, the overall time-out value of NHC's Suspect Mode is based on the maximum
time-out value for al of the NHC tests. Invariably, the NHC Lust r e filesystem test
has the longest time-out value of all the NHC tests.

Important: If you change the NHC Lust r e file system test time-out value, then
you must also change the time-out value for Suspect Mode. The time-out value
for Suspect Mode is set by the suspect end variable in the NHC configuration
file. The guidance for setting the value of suspect end isthat it should be

the maximum time-out value, plus an additional buffer. In the default case,
suspect end was set to thirty-five minutes — thirty minutes for the Lustre

test, plus an additional five-minute buffer. For more information about the
suspect end variable, see Suspect Mode on page 183.
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6.12.2.2 NHC Control Variables

The following variables in
/ et c/ opt/ cray/ nodeheal t h/ nodeheal t h. conf affect the fundamental
behavior of NHC.

nhcon: [on|of f]
Turning off nhcon disables NHC entirely.
Default: on

advanced _features: [on|off]

If set to on, this variable allows multiple instances of NHC to
run simultaneously. This variable must be on to use CNCU and
reservation sets.

Default: on
dunmpdon: [on]| of f]

If set to of f, NHC will not request any dumps or reboots from
dunpd. Thisisaquick way to turn off dump and reboot requests
from NHC. Thedunp, r eboot , and dunpr eboot actions do not
function properly when this variableis of f .

Default: on
anyapi d: [on]|off]

Turning anyapi d on specifiesthat NHC should look for any api d
in/ dev/ cpuset whilerunning the Appl i cati on Exited
Check and print stack traces for processes that are found.

Default:of f

6.12.2.3 Global Configuration Variables That Affect All NHC Tests

178

The following global configuration variables may be set in the
/ et c/ opt/ cray/ nodeheal t h/ nodeheal t h. conf fileto alter
the behavior of all NHC tests. The global configuration variables are case-insensitive.

Runt est s: Frequency

Determines how frequently NHC tests are run on the compute nodes.
Frequency may be either er r or s or al ways. When the value
error s is specified, the NHC tests are run only when an application
terminates with a non-zero error code or terminates abnormally.
When the value al ways is specified, the NHC tests are run after
every application termination. If you do not specify the Runt est s
global variable, the implicit defaultiserror s.
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This variable applies only to testsin the application set; reservations
do not terminate abnormally.

Connectti me: TimeoutSeconds

Specifiesthe amount of time, in seconds, that NHC waits for a node
to respond to requests for the TCP connection to be established. If
Suspect Mode is disabled and a particular node does not respond
after connect ti e has elapsed, then the node is marked

adm ndown. If Suspect Mode is enabled and a particular node
does not respond after connect t i me has elapsed, then the node
ismarked suspect . Then, NHC will attempt to contact the node
with afrequency established by ther echeckf r eq variable. (For
information about Suspect Mode and ther echeckf r eq variable,
see Suspect Mode on page 183.)

If you do not specify the Connect t i me global variable, then

the implicit default TCP time-out value is used. NHC will not
enforce time-out on the connections if none is specified. The
Connect t i me: TimeoutSeconds value provided in the default NHC
configuration fileis 60 seconds.

The following global variables control the interaction of NHC and dunpd, the SMW
daemon that initiates automatic dump and reboot of nodes.

maxdunps: MaximumNodes

downacti on:

downdunps:

Specifies the number of nodes that fail with the dunp or

dunpr eboot action that will be dumped. For example, if NHC
was checking on 10 nodes that all failed tests with the dunp or
dunpr eboot actions, only the number of nodes specified by
maxdunps would be dumped, instead of all of them. The default
valueis 1.

To disable dumps of failed nodes with dunp or dunpr eboot
actions, set maxdunps: 0.

action

Specifiesthe action NHC takes when it encounters a down node.
Valid actions are | og, dunp, r eboot , and dunpr eboot . The
default action is| og.

number_dumps

Specifies the maximum number of dumps that NHC will dump for
agiven APID, assuming that the downact i on variable is either
dunp or dunpr eboot . These dumps are in addition to any dumps
that occur because of NHC test failures. The default valueis 1.
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The following global variables control the interaction between NHC, ALPS, and
the SDB.

al ps_recheck_max: number of seconds

NHC will attempt to verify its view of the nodes's states with the
ALPSview. If NHC is unable to contact ALPS, this variable controls
the maximum delay between rechecks.

Default value: 10 seconds
al ps_sync_ti meout : number of seconds

If NHC is unable to contact ALPS to verify the nodes's states, this
variable controls the length of time before NHC gives up and aborts.

Default value: 1200 seconds
al ps_warn_ti ne: number of seconds

If NHC is unable to contact ALPS to verify the nodes's states, this
variable controls how often warnings are issued.

Default value: 120 seconds
sdb_recheck_nax: number of seconds

NHC will contact the SDB to query for the nodes's states. If NHC is
unable to contact the SDB, this variable controls the maximum delay
between rechecks.

Default value: 10 seconds
sdb_war n_ti me: number of seconds

If NHC isunable to contact the SDB, this variable controls how often
warnings are issued.

Default value: 120 seconds
node_no_contact_warn_ti nme: number of seconds

If NHC is unable to contact a specific node, this variable controls
how often warnings are issued.

Default value: 600 seconds
The following global variable controls NHC's use of node states.
unheal t hy_st at e: swdown

When a node is deemed unhealthy, it is normally is set to
adm ndown. This variable permits a different state to be chosen
instead.
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Default: not set
unheal t hy_st at e: rebootq

When a node is going to be rebooted, it normally is set to Unavai | .
This variable permits a different state to be chosen instead.

Default: not set

6.12.2.4 Standard Variables That Affect Individual NHC Tests

The following variables are used with each NHC test; set each variable for each
test. All variables are case-insensitive. Each NHC test has values supplied for these
variables in the default NHC configuration file.

Note: Specific NHC tests require additional variables, which are defined in the
nodeheal t h configuration file.

action Specifiesthe action to perform if the compute node fails the given
NHC test. action may have one of the following values:

* | og — Logsthe failure to the system console log; the | og
action will not cause a compute node's state to be set to
adm ndown.

Important: Tests that have an action of Log do not run in
Suspect Mode. If you use plugin scripts with an action of Log,
the script will only be run once, in Norma Mode; this makes
log collecting and various other maintenance tasks easier to
code.

e adm ndown — Sets the compute node's state to adni ndown
(no more applications will be scheduled on that node) and logs
the failure to the system console log.

If Suspect Mode is enabled, the node will first be set to
suspect state, and if the test continues to fail, the node will be
set to admi ndown at the end of Suspect Mode.

« di e — Halts the compute node so that no processes can run
on it, sets the compute node's state to adm ndown, and logs
the failure to the system console log. (The di e action isthe
equivalent of akernel panic.) This action is good for catching
bugs because the state of the processesis preserved and can be
dumped at alater time.

Note: If theadvanced_f eat ur es variableisenabled, di e
is not allowed.
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warntime

timeout

restartdelay
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Each subsequent action includes the actions that preceded it; for
example, the di e action encompasses the adni ndown and | og
actions.

Note: If NHC isrunning in Normal Mode and cannot contact a
compute node, and if Suspect Mode is not enabled, NHC will set
the compute node's state to adni ndown.

The following actions control the NHC and dunpd interaction.

* dunp — Sets the compute node's state to adm ndown and
requests a dump from the SMW, in accordance with the
maxdunps configuration variable.

e reboot — Setsthe compute node's state to unavai | and
requests a reboot from the SMW. Theunavai | stateis used
rather than the adm ndown state when nodes are to be rebooted
because a node that is set to admi ndown and subsequently
rebooted stay in the adni ndown state. Theunavai | state does
not have this limitation.

e dunpreboot — Setsthe compute node's state to unavai | and
regquests a dump and reboot from the SMW.

Specifiesthe amount of test time, in seconds, that should elapse
before xt checkheal t h logs a warning message to the console
file. This alows an administrator to take corrective action, if
necessary, before the timeout is reached.

Specifiesthe total time, in seconds, that a test should run before an
error is returned by xt checkheal t h and the specified action is
taken.

Valid only when NHC is running in Suspect Mode. Specifieshow
long NHC will wait, in seconds, to restart the test after the test fails.
The minimum restart delay is one second.

Indicates when to run atest. The default NHC configuration
specifiesto run specific tests after application completion and to

run an alternate group of tests at reservation end. When ALPS
calls NHC at the end of the application, tests marked with Set s:
Appl i cati on arerun. By default, these testsare: Fi | esyst em
Accel erat or, ugni _nhc_pl ugi ns, Appl i cati on

Exi ted Check,Apinit Ping Test,andApinit Log and
Core Fil e Recovery. Attheend of the reservation, ALPS
calstestsmarked Set s:  Reservat i on. By default, these are:
Free Menory Check,ugni _nhc_pl ugi ns, Reservati on,
and Hugepages Check.
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If no set is specified for atest, it will default to Appl i cati on, and
run when ALPS calls NHC at the end of the application. If NHC

is launched manually, using the xt checkheal t h command, and
the - msets argument is not specified on the command line, then

xt checkheal t h defaultsto running the Appl i cat i on set.

If atestismarked Set s: Al |, it will always run, regardless of
how NHC is invoked.

6.12.3 Suspect Mode
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Upon entry into Suspect Mode, NHC immediately allows healthy nodes to be
returned to the resource pool. Suspect Mode allows the remaining nodes, which
aredl in suspect state, an opportunity to return to healthiness. If the nodes

do not return to healthiness by the end of the Suspect Mode (determined by the
suspect end global variable; see below), their states are set to admi ndown. For
more information about how Suspect Mode functions, seethei nt r o_NHC(8) man

page.

Important: Suspect Mode is enabled in the default
/ etc/ opt/cray/ nodeheal t h/ nodeheal t h. conf configurationfile.
Cray Inc. recommends that you run NHC with Suspect Mode enabled.

If enabled, the default NHC configuration file provided from Cray Inc. uses the
following Suspect Maode variables:

suspect enabl e:

Enables Suspect Maode; valid values arey and n. The

/ etc/ opt/cray/ nodeheal t h/ nodeheal t h. conf
configuration file provided from Cray Inc. hasthis variable set as
suspect enabl e: vy.

suspect begi n:

Sets the Suspect Mode timer. Suspect Mode starts after the
number of seconds indicated by suspect begi n have expired.
The/ et ¢/ opt/ cray/ nodeheal t h/ nodeheal t h. conf
configuration file provided from Cray Inc. hasthis variable set as
suspect begi n: 180.

suspect end:

Suspect Mode ends after the number of seconds indicated

by suspect end have expired. This timer only

starts after NHC has entered Suspect Mode. The

/ etc/ opt/cray/ nodeheal t h/ nodeheal t h. conf
configuration file provided from Cray Inc. hasthis variable set as
suspect end: 2100.
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Considerations when evaluating shortening the length of Suspect
Mode:

e You can shorten the length of Suspect Mode if you do not
have external file systems, such as Lustre, that NHC would be
checking.

» Thelength of Suspect Mode should be at |east afew seconds
longer than the longest time-out value for any of the NHC tests.
For example, if the Fi | esyst emtest had the longest time-out
value at 900 seconds, then the length of Suspect Mode should
be at least 905 seconds.

* Thelonger Suspect Mode is, the longer nodes have to recover
from any unhealthy situations. Setting the length of Suspect
Mode too short reduces this recovery time and increases the
likelihood of the nodes being marked admi ndown prematurely.

recheckfreq:

Suspect Mode rechecks the health of the nodesin suspect state at
afrequency specified by r echeckf r eq. Thisvalueisin seconds.
The/ et c/ opt/ cray/ nodeheal t h/ nodeheal t h. conf
configuration file provided from Cray Inc. hasthis variable set as
recheckfreq: 300. (For adetailed description about NHC
actions during the recheck process, seethei nt r o_NHC(8) man

page.)

6.12.4 NHC Messages

<node_heal t h:
<node_heal t h:
<node_heal t h:
<node_heal t h:
<node_heal t h:
<node_heal t h:
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1>
1>
1>
1>
1>
1>

NHC messages may be found on the SMW in

/var/opt/cray/ | og/ sessionid/ nhc- YYYYMMDD with

' <node_heal t h: M. m>' in the message, where M is the major and misthe
minor NHC revision number. All NHC messages are visible in the consolefile.

NHC prints a summary message per node at the end of Normal Mode and Suspect
Mode when at least one test has failed on anode. For example:

API D: 100 (xtnhc) FAILURES: The followi ng tests have failed in normal node:
API D: 100 (xtnhc) FAILURES: (Adm ndown) Apinit_Ping

API D: 100 (xtnhc) FAILURES: (Adm ndown) Plugin /exanple/plugin

API D: 100 (xtnhc) FAILURES: (Log Only ) FilesystemTest on /nydir

API D: 100 (xtnhc) FAILURES: (Adm ndown) Free_Menory_Check

API D: 100 (xtnhc) FAILURES: End of list of 5 failed test(s)
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The xt checkheal t h error and warning messages include node I1Ds and
application IDs and are written to the console file on the SMW; for example:

[ 2010- 04-05 23:07: 09] [ c1- 0c2s0n0] <node_heal t h: 3. 0> API D: 2773749
(check_apid) WARNING Failure: File /dev/cpuset/2773749/tasks exists and is not enpty. \
The foll owi ng processes are running under expired APID

2773749:
[ 2010- 04-05 23:07:09] [ c1l-0c2s0nl] <node_heal t h: 3. 0> API D: 2773749
(check_api d) WARNING Pid: 300 Nane: (marys_program) State: D

The xt cl eanup_aft er script writes its normal launch information to
the/ var /| og/ xt checkheal t h_I og file, which resides on the login
nodes. The xt cl eanup_af t er launch information includes the time that
xt cl eanup_af t er waslaunched and the xt cl eanup_aft er'scal to
xt checkheal t h.

Thext cl eanup_af t er script writes error output (launch failure information) to
the/ var /| og/ xt checkheal t h_| og file, to the console file on the SMW, and
to the syslog.

Example xt cl eanup_af t er output follows:

Thu Apr 22 17:48:18 CDT 2010 <node_heal th> (xtcl eanup_after) \
[ opt/cray/ nodeheal t h/ 3. 0- 1. 0000. 20840. 30. 8. ss/ bi n/ xt checkhealth -a 10515 \
-e 1 /tnp/apsysLVNg®® /et c/opt/cray/ nodeheal t h/ nodeheal t h. conf

6.12.5 What if a Login Node Crashes While xt checkheal t h Binaries are
Monitoring Nodes?

If alogin node crashes while some xt checkheal t h binaries on that login node
are monitoring compute nodes that arein suspect state, those xt checkheal t h
binaries will die when the login node crashes. When the login node that crashed

is rebooted, a recovery action takes place. When the login node boots, the
node_heal t h_r ecovery binary starts up. This script checks for all compute
nodesthat arein suspect state and were last set to suspect state by thislogin
node. The script then determines the APID of the application that was running on
each of these compute nodes at the time of the crash. The script then launches

an xt checkheal t h binary to monitor each of these compute nodes. One

xt checkheal t h binary islaunched per compute node monitored.

xt checkheal t h will be launched with this APID, so it can test for any processes
that may have been left behind by that application. This testing only takes place if
the Appl i cati on_Exi t ed_Check testisenabled in the configurationfile. (The
Applicati on_Exited_Check testisenabled in the default NHC configuration
file) If the Appl i cat i on_Exi t ed_Check test ishot enabled, when the recovery
action takes place, NHC does not run the Appl i cat i on_Exi t ed_Check test
and will not check for leftover processes. However, it will run any other NHC tests
that are enabled in the configuration file.
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Nodes will be changed from suspect stateto up or adm ndown, depending upon
whether they fail any health checks. No system administrator intervention should
be necessary.

NHC automatically recovers the nodesin suspect state when the crashed login
node is rebooted because the recovery feature runs on the rebooted login node. If the
crashed login node is not rebooted, then manual intervention is required to rescue the
nodes from suspect state. This manual recovery can commence as soon as the
login node has crashed. To recover from alogin node crash during the case in which
alogin node will not be rebooted, the nhc_r ecovery binary is provided to help
you release the compute nodes owned by the crashed login node; see Procedure 37
on page 186. Also, seethenhc_r ecover y(8) man page for a description of the
nhc_recovery binary usage.

Procedure 37. Recovering from a login node crash when alogin node will not
be rebooted

1. Create a nodelistfile that contains alist of the nodes in the system that are
currently in Suspect Mode. The filemust be alist of NIDs, one per line; do not
include a blank line at the end of thefile.

2. Tolist al of thesuspect nodesin the system and which login nodes own those
nodes, execute the following command; use the nodelistfile you created in step 1.

nhc_recovery -d noddistfile

3. Parsethenhc_r ecovery output for the NID of the login node that crashed.
Thefile (for example, nameit nodel i stfi | e_conput enodes) of this
parsed list should contain al of the compute nodes owned by the crashed login
node.

4. If you plan to recover the suspect nodes by using the option in step 6.a below,
then complete this step; otherwise, skip this step.

Note: This recovery method is recommended.

From the list you created in step 3, create nodelistfiles containing nodes that
share the same APID to determine the nodes from the crashed login node.
For example, your nodelistfiles can be named nodel i stfil e- API D1,
nodel i stfil e- API D2, nodel i stfil e- APl D3, and so on.

5. Using thefileyou created in step 3, release all of the suspect compute nodes
owned by the crashed login node. Execute the following command:

nhc_recovery -r nodelistfile_computenodes

6. All of these compute nodes have been released in the database. However, they
aredl dill insuspect state. Determine what to do with these suspect nodes
from the following three options:

a. (Cray recommends this option) Rerun NHC on a hon-crashed login node to
recover the nodes listed in step 4. Invoke NHC for each nodelistfile. Supply
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as the APID argument the APID that corresponds to the nodelistfile; an
iteration count of O (zero), which is the value normally supplied to NHC by
ALPS; and an application exit code of 1 (one). An exit code of 1 ensures that
NHC will run regardless of the value of ther unt est s variable (al ways or
error s) inthe NHC configuration file. For example:

xtcl eanup_after -s nodelistfile-APIDL APID1

0 1
xtcl eanup_after -s nodelistfile-APID2 APID2 0 1
xtcl eanup_after -s nodelistfile-APID3 APID3 0 1

b. Thesesuspect nodescan be set to adnmi ndown and their fate determined
by further analysis.

c. Thesesuspect nodescan be set back to up, but they were in Suspect Mode
for areason.

6.12.6 Disabling NHC

To disable NHC entirely, set the value of the nhcon global variable in the
/ etc/opt/cray/ nodeheal t h/ nodeheal t h. conf fileto of f (the default
value in the file provided from Cray Inc. ison).

6.12.7 nodeheal t h Modulefile

To gain access to the NHC functions, the nodeheal t h module must be loaded. The
admi n- nodul es modulefileloads the nodeheal t h module, or you can load the
nodeheal t h module by executing the following command:

nodul e | oad nodeheal th

The Base- opt s. def aul t. | ocal fileincludesthe admi n- nodul es
modulefile. For additional information about the Base- opt s. def aul t . | ocal
file, see System-wide Default Modulefiles on page 124.

6.12.8 Configuring the Node Health Checker to Use SSL
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Note: NHC is configured to use secure sockets layer (SSL) protocol by default.
Although this setting is configurable, Cray recommends that all sites configure
NHC to use SSL.

If your site requires authentication and authorization to protect access to compute
nodes, you can configure compute nodes to perform node health checking by using
theopenssl utility and secure sockets layer (SSL) protocol. SSL provides optional
security functionality for NHC.

To enable the use of SSL, set the NHC_SSL setting in the CLEi nst al | . conf
filetoyes.
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For more information about configuring NHC to use SSL, see Installing and
Configuring Cray Linux Environment (CLE) Software.

6.13 Activating Process Accounting for Service Nodes

The GNU 6.4 accounting package uses Berkeley Software Design (BSD) type process
accounting. The GNU 6.4 process accounting is enabled for the Cray system'’s service
nodes. The package nameisacct ; it can be activated using the acct boot script.

To enablethe acct boot script, execute the following command on the boot node
root and/or shared root:

boot: ~ # chkconfig acct on

The GNU 6.4 process accounting utilities process V2 and V3 format records
seamlessly, even if the data is written to the same file. Output goes to an accounting
file, which by default is/ var / account / pacct . The accounting utilities provided
for administration use are: ac, | ast comm acct on, and sa. The related man pages
are accessible by using the nan command.

6.14 Configuring Failover for Boot and SDB Nodes

The boot node isintegral to the operation of a Cray system. Critical serviceslike the
Application Level Placement Scheduler (ALPS) and Lustre rely on the SDB and
will fail if the SDB node is unavailable. The CLE release provides functionality to
create standby boot and SDB nodes that automatically act as a backup in the event of
primary node failure. Failover allows the system to keep running without an interrupt
to the system or system services.

Note: The boot-node and SDB node failover features do not provide a failback
capability.

A virtua network is configured for the boot and SDB nodes to support failover for
these nodes. The virtual network is configured by default, regardless of the boot or
SDB node failover configuration on your system.

The CLEi nst al | program provides the capability to change the default virtual
network configuration, however, the default values are acceptable is most cases. For
more information, see Installing and Configuring Cray Linux Environment (CLE)
Software or the CLEi nst al | . conf (5) man page.

6.14.1 Configuring Boot-node Failover

When you configure a secondary (backup) boot node, boot-node failover occurs
automatically when the primary boot node fails.
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The following services run on the boot node:
* NFS shared root (read-only)

* NFSpersistent / var (read-write)

* Boot node daemon, bnd

* Hardware supervisory system (HSS) and system database (SDB) synchronization
daemon, xt dbsyncd

 ALPSdaemonsapbri dge, apr es, and apwat ch (for information about
configuring ALPS, see Chapter 8, Using the Application Level Placement
Scheduler (ALPS) on page 267)

When the primary boot node is booted, the backup boot node also begins to boot.

However, the backup boot node makes a call to ther ca- hel per utility before it
mounts its root file system, causing the backup boot node to be suspended until a

primary boot-node failure event is detected.

Ther ca- hel per daemon running on the backup boot node waits for a primary
boot-node failure event, ec_node_f ai | ed. When the heartbeat of the primary
boot node stops, the blade controller begins the heartbeat checking algorithm to
determineif the primary boot node has failed. When the blade controller determines
that the primary boot node has failed, it sends an ec_hear t beat _st op event

to set the alert flag for the primary node. The primary boot node is halted through
STONITH. Setting the al er t flag on the node triggers the HSS state manager on
the SMW to send out theec_node_fai |l ed event.

When ther ca- hel per daemon running on the backup boot node receives an
ec_node_f ai | ed event derting it that the primary boot node has failed, it allows
the boot process of the backup boot node to continue. Any remaining boot actions
occur on the backup boot node. Booting of the backup boot node takes approximately
two minutes.

Each service node runs a failover manager daemon (r ca_ar pd). When each service
node'sr ca_ar pd receivestheec_node_f ai | ed event, it takes appropriate
action. Ther ca_ar pd process updates the ARP cache entry for the boot node
virtual |P address to reference the backup boot node.
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The purpose of thisimplementation of boot-node failover is to ensure that the system
continues running, not to guarantee that every job will continue running. Therefore,
note the following:

During the time the primary boot node has failed, any service node that tries to
accessits root file system will be 1/0 blocked until the backup boot node is online,
at which time the request will be satisfied and the operation will resume. In
general, this meansif an application is running on a service node, it can continue
to run if the application isin memory and does not need to access disk. If it
attempts to access disk for any reason, it will be blocked until the backup boot
node is online.

Applications running on compute nodes are affected only if they cause a service
node to access its root file system, in which case the service node function would
be blocked until the backup boot node is online.

The following is alist of requirements for configuring your system for boot-node
failover:

The backup boot node requires a Host Bus Adapter (HBA) card to communicate
with the RAID.

Note: You must configure the backup boot node in the same zone as the
primary boot node.

You must ensure that the boot RAID host port can see the desired LUNSs; for
DDN, use the host port mapping; for NetApp (formerly LS| and Engenio), use
SANshare in the SANtricity® Storage Manager.

The backup boot node also requires a Gigabit Ethernet card connected through a
Gigabit Ethernet switch to the same port on the SMW as the primary boot node
(typically port 4 of the SMW quad Ethernet card).

You must enable the STONITH capability on the blade or module of the primary
boot node in order to use the boot node failover feature. STONITH is a per blade
setting and not a per node setting. Ensure that your primary boot node is located

on a separate blade from services with conflicting STONITH requirements, such

as Lustre.

Procedure 38. Configuring boot-node failover
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Note: If you configured boot-node failover during your CLE software installation
or upgrade (as documented in the Installing and Configuring Cray Linux
Environment (CLE) Software), this procedure is not needed.

Tip: Usetheni d2nicorrtr --syst enm nap commands to trans ate between
node or NIC IDs and physical ID names.

1. Ascrayadmon the SMW, halt the primary and alternate boot nodes.
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crayadm@nmw. ~> xtcli
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Warning: Verify that your system is shut down before you invoke the xt cl i
hal t command.

crayadm@mv. ~> xtcli halt primary_id, backup_id

. Update the default boot configuration used by the boot manager to boot nodes by

using the xt ¢l i command:

crayadm@mn. ~> xtcli boot_cfg update -b primary_id,
backup_id -i / bootimagedir/ bootimage

Or
If you areusing / r aw0, use the following command:
crayadm@mv. ~> xtcli boot_cfg update -i /rawd

If you are using partitions, use the following command to designate the primary
boot node and the backup boot node:

part_cfg update pN -b primary id, backup_id -i / bootimagedir/ bootimage

Or

If you areusing / r aw0, use the following command:

crayadm@mv. ~> xtcli part_cfg update pN -i /raw0

. Updatethe CLEi nst al | . conf fileto designate the primary and backup boot

nodes so the file has the correct settings when you do your next upgrade.

. Boot the boot node.

. The STONITH capability must be enabled on the blade of the primary boot node

in order to use the boot-node failover feature.

Caution: STONITH is a per blade setting, not a per node setting. You must
ensure that your primary boot node is not assigned to a blade that hosts
services with conflicting STONITH requirements, such as Lustre.

a Usethext daenmonconfi g command to determine the current STONITH
setting on your primary boot node. For example, if the primary boot nodeis
c0- 0c0s0n1 located on blade c0- 0c0s0, type this command:

Note: If you have a partitioned system, invoke these commands with the
--partition pnoption.

crayadm@mv. ~> xt daenonconfig c0-0c0s0 | grep stonith
c0-0c0s0: stonith=fal se

b. To enable STONITH on your primary boot node, execute the following
command:

crayadm@mv. ~> xt daenonconfi g c0-0c0s0 stonith=true
c0-0c0s0: stonith=true
The expected response was received.
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c. The STONITH setting does not survive a power cycle. You can maintain the
STONITH setting for the primary boot node by adding the following line
to your boot automation file:

# boot boot node:
| append actions {crns_exec "xtdaenonconfig c0-0c0s0 stonith=true"}

6. Boot the system.
Procedure 39. Disabling boot-node failover

» To disable boot-node failover, type these commands; in this example procedure,
the primary boot node is c0- 0c0s0n1 and the backup boot node is
c2-0cls7nl.

crayadm@mv. ~> xtcli halt c0-0c0s0n1,c2-Ocls7nl
crayadm@mv. ~> xtcli boot _cfg update -b c0-0cOsOn1,cO-0cOsOnl
crayadm@mv. ~> xt daenonconfi g c0-0c0s0 stonith=fal se

6.14.2 Configuring SDB Node Failover

When you configure a secondary (backup) SDB node, SDB node failover occurs
automatically when the primary SDB node fails.

The CLE implementation of SDB node failover includes installation configuration
parameters that facilitate automatic configuration, achkconf i g service called
sdbf ai | over, and asdbf ai | over. conf configuration file for defining
site-specific commands to invoke on the backup SDB node.

The backup SDB node uses/ et ¢ filesthat are class or node specialized for the
primary SDB node and not for the backup node itself; the/ et ¢ filesfor the backup
node will be identical to those that existed on the primary SDB node.
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The following list summarizes reguirements to implement SDB node failover on
your Cray system.

Designate a service node to be the alternate or backup SDB node. The backup
SDB node requires a Host Bus Adapter (HBA) card to communicate with the
RAID. This backup node is dedicated and cannot be used for other service 1/0
functions.

Enable the STONITH capability on the blade or module of the primary SDB node
in order to use the SDB node failover feature. STONITH is a per blade setting
and not a per node setting. Ensure that your primary SDB node is located on

a separate blade from services with conflicting STONITH requirements, such

as Lustre.

Enable SDB node failover by setting the sdbnode_f ai | over parameter
toyes inthe CLEi nst al | . conf fileprior to running the CLEi nst al |
program.

When this parameter is used to configure SDB node failover, the CLEi nst al |
program will verify and turn on chkconf i g services and associated
configuration filesfor sdbf ai | over.

Specify the primary and backup SDB nodes in the boot configuration by using
thext cl i command with the boot _cf g updat e - d options. For more
information, see the xt cl i (8) man page.

(Optional) Populate / et c/ opt / cr ay/ sdb/ sdbf ai | over. conf with
site-specific commands.

When afailover occurs, the backup SDB node invokes all commands listed in the
[ etc/opt/cray/ sdb/ sdbfail over. conf file. Include commandsin this
filethat are normally invoked during system start-up through boot automation
scripts. In a SDB node failover situation, these commands must be invoked on the
new (backup) SDB node. For example, you may include commands to start batch
system software (if not started through chkconf i g) or commands to add aroute
to an external license server.

If at any time you reconfigure your system to use a different primary SDB node,
you must enable STONITH for the new SDB node and disable STONITH for the
previous node.

For procedures to configure SDB node failover during a CLE software installation,
see Installing and Configuring Cray Linux Environment (CLE) Software.
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6.14.3 The Node ARP Management Daemon (r ca_ar pd)

The node ARP management daemon (r ca_ar pd) manages the system ARP cache.
This daemon deletes the |P to hardware address (ARP) mappings for failed nodes
and re-adds them when they become available. It will only manage ARP mappings
on the high speed interconnect network and not external network interfaces such as
Ethernet. If failover is configured, r ca_ar pd aso manages ARP mappings for the
backup boot or SDB node. When a node failed event from the primary boot or SDB
node isreceived, r ca_ar pd updates the ARP mapping for the boot or SDB node
virtual |P address to point to the backup node.

This functionality is included in the cr ay-r ca- conput e and
cray-rca-servi ce RPMsand isinstalled by default.

6.15 Creating Logical Machines

Logical Machines on page 64, introduces logical machines. Configure alogical
machine (sometimes known as a system partition) withthext cl i part _cfg
command.

Partition IDs are predefined as p0 to p31. The default partition pO isreserved for the
complete system and is no longer avalid ID once a system has been partitioned.

6.15.1 Creating Logical Machines on Cray XC30 Systems

Cray XC30 systems can have one or more cabinets. Systems with one or two
compute cabinets scale at the blade level. For larger liquid-cooled Cray XC30
systems, every cabinet is fully populated (with 3 chassis), with the possible exception
of the last cabinet.

For Cray XC30 systems, groups are made up of two-cabinet pairs starting from the
beginning. The last group may not be completely full, and it can consist of 1 through
6 fully-populated chassis.

6.15.1.1 Multiple Group Systems
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When a Cray XC30 system contains multiple groups, you may partition the system at
a per-group level of granularity. Groups do not need to be sequentially positioned in
amulti-group partition.

So, if aCray XC30 system has more than 2 cabinets, every partition can consist of
any number of groups; the last group (or remainder of system chassis that are not
part of afull 6-chassis group) in the system should be considered a group whether
it isfully-populated or not in this partitioning context.

S-2393-5101



Modifying an Installed System [6]

6.15.1.2 Single Group, Multiple-chassis Systems

When a Cray XC30 system contains between two and six fully-populated chassis,
then you may partition the system at a per-chassis level of granularity. Each partition
must be at least one full chassis, and a chassis cannot be shared between partitions.
Chassis do not need to be sequentially positioned in a multi-chassis partition.

6.15.1.3 Single Chassis Systems

When a Cray XC30 system is composed of a single fully-populated chassis, each slot
must be in the same partition with its corresponding even/odd pair.

Note: Even/odd pair nodes (for example, slot 0 and slot 1, or slot 8 and slot 9)
share optical connections and therefore must be in the same partition.

There are 16 slots (or blades) in a single chassis, making 8 even/odd slot pairs, and
amaximum of 8 partitions. Single chassis systems can have any combination of
even/odd dot pairs (for example: 4-4, 6-2, 4-2-2, 2-2-1-1-1-1, etc.) and even/odd slot
pairs do not need to be sequentialy positioned in amultiple slot pair partition. In
order for a partition to be bootable, however, it must have a boot hode, an SDB node,
an /O node, and alogin node.

6.15.2 Configuring a Logical Machine
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The logical machine can have one of three states:

e Empty — not configured
» Disabled — configured but not activated
e Enabled — configured and activated

When a partition is defined, its state changes to DI SABLED. Undefined partitions
are EMPTY by default.

Procedure 40. Configuring a logical machine

« Usethextcli part_cfg command with the part_cmd option (add in the
following example) to identify the operation to be performed and the part_option
(-m-b,-dand-i) to specify the characteristics of the logical machine. The
boot image may be araw device, such as/ r aw0, or afile.

Example 93. Creating a logical machine with a boot node and SDB node
specifying the boot image path

crayadm@mv. ~> xtcli part_cfg add p2 -mc0-0,c0-1,c0-2,¢c0-3 \
-b c0-0c0s0On0 -d c0-0c0s2nl -i / bootimagedir/ bootimage

Note: When using afilefor the boot image, the same file must be on both the
SMW and the boot r oot at the same path.

For the logical machine to be bootable, you must specify boot node and SDB node
IDs.
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For instructions on booting a logical machine, see Booting a Logical Machine on
page 196.

For information about configuring boot-node failover, see Configuring Boot-node
Failover on page 188.

To watch HSS events on the specified partition, execute the xt consuner -p
partition_name command.

To display the console text of the specified partition, execute the xt consol e -p
partition_name command.

For more information, seethe xt cl i _part (8), xt consol e(8), and
xt consurmer (8) man pages.

6.15.3 Booting a Logical Machine

Thext boot sys --partition pNoption enablesyou to indicate which logical
machine (partition) to boot. If you do not specify a partition name, the default
partition pO (component name for the entire system) is booted. Alternatively, if you
do not specify a partition name and you use the CRMS_PARTI T1 ON environment
variable, this variable is used as the default partition name. Valid values are in the
form p#, where # ranges from 0 to 31.

Note: xt boot sys manages a link from

[ var/ opt/cray/ | og/ partition- cur r ent to the current sessionid
directory for that partition, allowing you to be able to change to

[ var/opt/cray/l og/ pl-current for example.

To boot a partition, see Booting the System on page 71.

6.16 Updating Boot Configuration
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TheHSSxt cli boot _cf g command allow you to specify the primary and
backup boot nodes and the primary and backup SDB nodes for sO or pO (the entire
system).

Example 94. Updating boot configuration

Update the boot configuration using the boot image
/ boot i magedi r/ boot i mage, primary boot node (for example, c0- 0c0s0n1),
backup boot node, primary SDB node, and the backup SDB node:

crayadm@mw. ~> xtcli boot_cfg update -b primaryboot_id, backupboot_id \
-d primarySDB _id, backupSDB _id -i / bootimagedir/ bootimage

For a partitioned system, usext cl i part _cf g to manage boot configurationsfor
partitions. For more information, seethext cl i _boot (8) andxt cl i _part (8)
man pages.
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For information about configuring failover, see Configuring Failover for Boot and
SDB Nodes on page 188.

6.17 Modifying Boot Automation Files

Your boot automation files should be located in/ opt / cr ay/ hss/ def aul t/ et c
on the SMW. There are several automation files; for example, aut 0. generi c. cnl
and aut 0. m n. cnl .

For boot automation scripts, the Lustre file system should start up before the compute
nodes.

Note: You can also boot the system or shut down the system using both
user-defined and built-in proceduresin the aut 0. xt shut down file. For related
procedures, see Installing and Configuring Cray Linux Environment (CLE)
Software.

If you use boot automation files, see the xt boot sys(8) man page, which
provides detailed information about boot automation files, including descriptions
of using the xt boot sys crns_boot _| oadfi |l e and xt boot sys
crns_boot _sdb_| oadfi | e automation file procedures.

6.18 Callouttorc. | ocal During Boot

Thefile/etc/init.d/rc. | ocal isavailablefor loca customization of the
boot process. If thisfile/script is present, it is executed during the compute node
boot process. This script is executed after /i ni t, before any of the scriptsin
fetc/init.d/rc3.dandbefore/ et c/fstab isprocessed.

6.19 Changing the System Software Version to be Booted
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Release switching enables you to change between versions and rel eases of the CLE
software that are installed concurrently on the system.

You must reboot the operating system to switch CLE releases on your Cray system.
You cannot change a release while the mainframe is running. You must reboot each
time you change versions; however, you do not need to reboot the SMW.

Minor release switching alows you to select one of the CLE software versions that
are installed within a single system set and have the same base operating system
release (for example, switching from 4.0.22, back to 4.0.21). Switching is achieved
by modifying sets of symbolic linksin the file system to refer to the requested release.
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Major release switching requires that you have a separate set of disk partitions for
each major operating system (for example, switching from 3.1.72, to 4.0.25). Each
system set provides a complete set of al file system and boot images, thus making
it possible to switch easily between two or more different versions of your CLE
system software. Each system set can be an alternative location for an installation or
upgrade of your Cray system. System sets are definedinthe/ et ¢/ sysset . conf
file on the SMW.

If multiple versions of the software are installed and no version is chosen, the most
recently installed is used.

6.19.1 Minor Release Switching Within a System Set

Thext r el swi t ch command performs rel ease switching by manipulating symbolic
links in the file system and by setting the default version of modulefilesthat are
loaded at login. xt r el swi t ch uses arelease version that is provided either in the
/etcl/opt/cray/rel easel/ xtrel ease fileor by the xt r el = boot parameter.
If the latter is not provided, the former isused. Thext r el swi t ch command is not
intended to be invoked interactively; rather it is called by other scripts as part of the
boot sequence. Specifically, when the boot node is booted, this command is invoked
to switch the components in the boot node and shared root file systems.

To accomplish minor release switching, you must set the boot i nage_xtr el
parameter toyes inyour CLEi nst al | . conf instalation configuration file. This
will include the release version in your boot image parametersfile. If you routinely
switch between minor levels, you may find it more convenient to use a bootimage in
/ bootimagedir (the boot image must be in the same path for both the SMW and the
boot root), instead of the updating the BOOT _| MAGE disk partition.

Note: Thextr el swi t ch command does not support switching between major
release levels, for example from CLE 4.0 to CLE 5.0.

For additional information, see the xt r el swi t ch(8) man page.

6.19.2 Major Release Switching Using Separate System Sets
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When you use system sets to change the Cray software booted on your Cray system,
you boot an entirely different file system. The switched components include:

e The boot node root file system

e The shared-root file system

e Thedisk partition containing the SDB

* Thesysl og, uf s, and persistent / var filesystems
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# function

Booting a system set requires:
*» The/etc/sysset. conf filethat describes the available system sets.

»  Choosing which boot image will be used for the next boot. Each system set |abel
has at |east one BOOT _| MAGE.

« Activating a boot image for the chosen system set label.

The CLEi nst al | program installs or upgrades a system set to a set of disk
partitions on the Boot RAID. For more information about the CLEi nst al | program
and the/ et c/ sysset . conf file, seethe Installing and Configuring Cray Linux
Environment (CLE) Software and the sysset . conf (5) man page.

Procedure 41. Booting a system set

1. Choose which system setinthe/ et c/ sysset . conf fileshould be used for
the boot. For example:

LABEL: BLUE
DESCRI PTI ON: BLUE system wi th production

2. For the chosen system set, there is at least one BOOT _| MAGE in the
/ etc/ sysset. conf file. Look at the/ et ¢/ sysset. conf fileto
determine which boot image is associated with which raw device. For example, to
get the SMAdevi ce entry for BOOT_I MAGEO for the chosen system set:

SMAdevi ce host host devi ce nount point shared

BOOT_| MAGEO / dev/ di sk/ by-id/scsi-3600a0b800026e1400000192c4b66eb70-part2 boot \

/ dev/ di sk/ by-i d/ scsi - 3600a0b800026e€1400000192¢c4b66eb70-part2 /rawd no

3. Set the next boot to use the boot image BOOT_|I MAGEO
from the BLUE system set, which is the
/ dev/ di sk/ by-id/ scsi -3600a0b800026e1400000192c4b66eb70- part 2
disk partition. There will be a link from / r aw0 to
/ dev/ di sk/ by-i d/ scsi -3600a0b800026e1400000192c4b66eb70- part 2.

smw. ~ # xtcli boot_cfg update -i /raw0
Or, if you are working with a partitioned system, pN:

smw. ~ # xtcli part_cfg update pN -i /raw0

6.20 Changing the Service Database (SDB)
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The SDB, which isa MySQL database, contains the X TAdmin system database.
The XTAdmin database contains both persistent and nonpersistent tables. The
processor andservi ce_processor tablesare nonpersistent and are created
from the HSS data at boot time. The XTAdmin database tables track system
configuration information. The SDB makes the system configuration information
available to the Application Level Placement Scheduler (ALPS), which interacts with
individual compute nodes running CNL.
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Cray provides commands (see Updating Database Tables on page 201) that enable
you to examine values in the SDB tables and update them when your system
configuration changes.

AN

Caution: Do not use MySQL commandsto change table values directly. Doing so
can leave the database in an inconsistent state.

Accounts that access MySQL by default contain a. my. cnf filein their home

directories.

6.20.1 Service Database Tables
Table 5 describes the SDB tables, which belong to the X TAdmin database.

Table 5. Service Database Tables

Table Name

Function

attri butes

lustre_fail over

| ustre_service

filesystem

gpus
processor

segnent

service_cnd

service_config

servi ce_processor

ver sion

Stores compute node attribute information

Updates the database when a node's Lustre failover configuration
changes

Updates the database when a node's L ustre service configuration
changes

Updates the database when a Lustre file system's configuration
changes

Stores accelerator module (GPU) information
Stores master list of processing elements and their status

For nodes with multiple NUMA nodes, stores attribute information
about the compute node and its associated NUMA nodes

Stores characteristics of a service

Stores processing element services that the resiliency
communication agent (RCA) starts

Stores nodes and classes (boot, login, server, 1/0, or network)

Stores the database schema version
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6.20.2 Database Security

Access to MySQL databases requires a user name and password. The MySQL
accounts and privileges are shown in Table 6. For security purposes, Cray
recommends changing the account passwords on aregular basis. Default MySQL
account passwords and an example of how to change them are documented in
Installing and Configuring Cray Linux Environment (CLE) Software. To change the
default MySQL passwords, also see Changing Default MySQL Passwords on the
SDB on page 114.

Table 6. Database Privileges

Account Privilege

MySQL basic Read access to most tables; most applications
use this account.

MySQL sys mgmt Most privileged; accessto all information and
commands.

6.20.3 Updating Database Tables

The CLE command pairs shown in Table 7 enable you to update tables in the SDB.
One command corverts the datainto an ASCI|I text filethat you can edit; the other
writes the data back into the database file.

Table 7. Service Database Update Commands

Get Command

Put Command Table Accessed  Reason to Use Default File

xt db2pr oc

xt db2attr

xt db2nodecl asses
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xt proc2db processor Updates the -/ processor
database when a
node is taken out
of service

xtattr2db attributes Updates the lattribute
database when
node attributes
change (see
Setting and
Viewing Node
Attributes on
page 209)

xt nodecl asses2db servi ce_processor Updates the -/ node_cl asses
database when
a node's class
changes (see

201



Managing System Software for the Cray® Linux Environment

Get Command

Put Command

Table Accessed

Reason to Use

Default File

xt db2segnent

xt db2servcnd

xt db2servconfig

xt db2et chost s

xt db2l ustrefail over

xt db2l ust reserv

xt db2fil esys

202

xt segnent 2db

xt servcnmd2db

xt servconfi g2db

none

xtl ustrefail over2db

xtlustreserv2db

xtfil esys2db

segnent

servi ce_cmd

service_config

processor

lustre_failover

lustre_service

filesystem

Changing Nodes
and Classes on
page 203)

For nodes with
multiple NUMA
nodes, updates
the database
when attribute
information about
node changes
(see Using

the XTAdmin
Database
segnent Table
on page 213)

Updates the
database when
characteristics of a
service change

Updates the
database when
services change

Manages IP
mapping for
service nodes
Updates the
database when
anode's Lustre
failover state
changes

Updates the
database when

a file system's
failover processis
changed

Updates the
database when a
file system's status
changes

. segment

./serv_cmd

./serv_config

none

./lustre_fail over

./lustre_serv

.Ifilesys
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Get Command Put Command Table Accessed Reason to Use Default File
xt db2gpus xt gpus2db gpus Updates the ./ gpus
database when

attributes about
the accelerators
change

xt procadni n none processor Displays or sets none
the current value
of processor
flags and node
attributes in the
service database
(SDB). The
batch scheduler
and ALPS are
impacted by
changes to
these flags and
attributes.

xt servconfig none service_config Adds, removes, or none
modifies service
configuration
in the SDB

service_config

table

6.20.3.1 Changing Nodes and Classes

The servi ce_processor table tracks node IDs (NIDs) and their

classes (see Class Name on page 61). The table is populated from the

/ etc/opt/cray/ sdb/ node_cl asses fileon the boot node every time the
system boots. Change this file to update the database when the classes of nodes
change, for example, when you are adding login nodes.

Note: If you make changesto/ et c/ opt/ cray/ sdb/ node_cl asses, you
must make the same changes to the node class settingsin CLEi nst al | . conf
before performing an update or upgrade installation; otherwise, the install utility
will complain about the inconsi stency.

Note: The xt nodecl asses2db command inserts the node-class list into the
database. It does not make any changes to the shared root. To change the shared
root, invoke the xt nce command (see Changing the Class of a Node on page 143).

For more information, see the xt db2nodecl asses(8) and
xt nodecl asses2db(8) man pages.
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6.21 Viewing the Service Database Contents with MySQL
Commands

The service database is configured as part of the system installation (see the Installing
and Configuring Cray Linux Environment (CLE) Software).

f Caution: Use MySQL commands to examine tables, but do not use them to change
table values directly. Doing so can leave the database in an inconsistent state.

Procedure 42. Examining the service databases with MySQL commands

1. Asuser cr ayadm on the SDB node, enter the MySQL shell.

crayadn@db: ~> nysqgl -u basic -p
Ent er password: ******xxkix
nysql > show dat abases;

S +
| Database |
- +
| XTAdmi n |
Locommmaeaa +

1 rowin set (0.04 sec)

2. Sdlect the XTAdN n database.

nysql > use XTAdm n;
Dat abase changed

3. Display the tablesin the XTAdm n database.

nysql > show t abl es;

o e e e +
| Tabl es_in_XTAdnin |
e +
attributes
filesystem
gpus

I I
I I
I I
| lustre_fail over |
| lustre_service |
| processor |
| segnent |
| service_cnd |
| service_config |
| service_processor |
| version |

10 rows in set (0.00 sec)

4. Display theformat of theser vi ce_pr ocessor table.

nmysql > descri be service_processor;

B S g Fomm oo - Homm - - B +

Field | Type | Nul I | Key| Default| Extra
o m e e o e [ R Homm - - Fom - +
| processor _id|int(10) unsigned| | PRI | O | |
| servi ce_type| var char (64) | YES | | NULL | |
o m e e o e [ R Homm - - Fom - +

2 rows in set (0.00 sec)
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6.22 Configuring the Lustre File System

6.23 Exporting Lustre with NFSv3

S-2393-5101

5. Display the contents of al fieldsintheser vi ce_pr ocessor table.

mysql > sel ect * from XTAdm n. servi ce_processor

+
| processor_id
+

service_type

Fom et e e e e e e e e e e e +
| 0 | service |
| 3 | service |
| 4 | service |
| 7 | service |
| 8 | service |
| 11 | service |
| 12 | service |
| 15 | service |
| 16 | service |
| 19 | service |
| 20 | service |
| 23 | service |
| 24 | service |
| 27 | service |
dom e o +

14 rows in set (0.00 sec)

6. Display processor _i d vauesfromthepr ocessor table.

nysql > sel ect processor_id from processor;

[ee]

| 192
| 195

162 rows in set (0.00 sec)

For a description of the Lustre file system and how to configureit, see the Lustre

documentation at https://wiki.hpdd.intel.com/display/PUB/Documentation and your
specific Lustre server documentation.

Note: Thisfeatureisdeferred for Cray X C30 systems until direct-attached Lustre

file systems are available for that platform.
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Cray supports exporting a direct-attached L ustre file system with NFSv3 (NFSv4
support is deferred at this time). This feature allows hosts that are external to the
Cray system to access direct-attached L ustre file systems that would otherwise not be
available and it provides access to data stored on a Lustre file system to hosts that do
not support a Lustre client. A service node Lustre client (with external connectivity
such as Ethernet or InfiniBand™) can mount the Lustre file system and export that
mounted file system via standard NFS methods.

Procedure 43. Configuring the NFS server for Lustre export

1. Enter xt opvi ewfor the node view of your service node Lustre client.

boot: ~ # xtopview -n 8
node/ 8:/ #

2. Check thefilespecialization of the/ et c/ export s filewith xt howspec.

node/ 8:/ # xthowspec /etc/exports
node: 8:/ et c/ exports: node

Note: The/ et c/ export s fileshould be specialized by node. For more
information on specializing files, see the xt spec(8) man page.

3. (Optiond) If / et c/ expor t s isnot node specialized, specialize the filefor
the node.

node/ 8:/ # xtspec -n 8 /etc/exports

4. Editthe/ et c/ export s fileand add an entry for the mounted Lustre
file system you wish to export via NFS. Specifying i nsecur e givesthe
best interoperability with the universe of potential client systems. For more
information on NFS mount options, see the nount (8) and nf s(5) man pages.

node/ 8:/ # vi /etc/exports
/1 us/ ni d00023 *(rw, i nsecure, no_root_squash, no_subtree_check)

Note: You can identify the mounted Lustre file systems on a node with the
following command:

crayadm@i d00008: ~> mount -t lustre
23@ni 1: /1 us_hera on /Il us/ni d00023 type lustre (rw,relatine,flock)

5. Repeat step 2 through step 3 for the/ et ¢/ sysconfi g/ nfs filesothat itis
node specialized.

6. Editthe/ et c/ sysconfi g/ nf s fileand change the following parameter to
disable NFSv4.

Important: NFSv4 is not supported for exporting Lustre at thistime.

node/ 8:/ # vi [etc/sysconfig/nfs
# Enabl e NFSv4 support (yes/no)
#

NFS4_SUPPORT="no"
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7. Configurethe nf sserver andr pcbi nd servicesto start at boot with the
chkconfi g command.

node/ 8:/ # chkconfig nfsserver on
nfsserver on

node/ 8:/ # chkconfig rpchind on
rpchind on

8. Restart thenf sserver andr pchi nd servicesto pick up the configuration
changes made earlier.

node/ 8:/ # service nfsserver restart

Shutti ng down kernel based NFS server: nfsd done
Starting kernel based NFS server: nmountd statd nfsd smnotify done
node/ 8:/ # service rpchind restart

Shut ti ng down rpchbi nd done
Starting rpchbind done

9. Exit xt opvi ew.

Procedure 44. Configuring the NFS client to mount the exported Lustre file
system

Depending on your client system, your configuration may be different. This
procedure contains general information that will help you configure your client
system to properly mount the exported Lustre file system. Consult your client system
documentation for specific configuration instructions.

1. Asr oot , verify that the nf s client service is started at boot.

2. Add alinetothe/ et c/ f st ab fileto mount the exported file system. Thelist
below describes various recommended file system mount options. For more
information on NFS mount options, see the nount (8) and nf s(5) man pages.

server @etwork: / filesystem /client/mount/point | ust re file_system options 0 0
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Recommended file system mount options
rsize=1048576,wsi ze=1048576

Set the read and write buffer sizes from the server at IMiB.
These options match the NFS read/write transaction to the Lustre
filesystem block size, which reduces cache/buffer thrashing on
the service node providing the NFS server functionality.

soft,intr Useasoftinterruptible mount request.

async Use asynchronous NFS /0. Once the NFS server has
acknowledged receipt of an operation, let the NFS client
move along even though the physical write to disk on the NFS
server has not been confirmed. For sites that need end-to-end
write-commit validation, set this option to sync instead.

proto=tcp Forceuseof TCP transport; thismakesthelarger r si ze/wsi ze
operations more efficient. This option reduces the potential
for UDP retransmit occurrences, which improves end-to-end
performance.

relatine,ti neo=600, | ocal _| ock=none
Lock and time stamp handling, transaction timeout at 10 minutes.
nfsvers=3 UseNFSv3 specifically. NFSv4 is not supported at thistime.

3. Mount the file system manually or reboot the client to verify that it mounts
correctly at boot.

6.24 Enabling File-locking for Lustre Clients

To enable file-locking for al Linux clients when mounting the Lustre file
system on service nodes or on compute nodes, you must use the f | ock
option for nount . For more information, see the Lustre documentation at
http://wiki.whamcloud.com/display/PUB/Documentation..

Example 95. Sample mount line from compute node / et c/ f st ab

4@ni : 136@ni : / filesystem /| us/ ni d00004 lustre rw,flock 00

6.25 Backing Up and Restoring Lustre Failover Tables

To minimize the potential impact of an event that creates data corruption in the SDB
database, Cray recommends that you create a manual backup of the Lustre tables,
which can be restored after a re-initiaization of the SDB database.
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Procedure 45. Manually backing up Lustre failover tables
1. Log on to the boot node asr oot .

2. Usethenysql dunmp command to back up thel ust re_ser vi ce table.

boot # nysql dunmp -h sdb XTAdmi n |ustre_service >\
/var/tnp/lustre_service. sql

3. Backupthel ustre_fail over table

boot # nysql dunmp -h sdb XTAdmin lustre_failover >\
/var/tnp/lustre_failover. sql

Procedure 46. Manually restoring Lustre failover tables
1. Log on to the boot node asr oot .

2. After the SDB database is recreated, use the mysql dunp command to restore
thel ustre_servi ce table.

boot # boot# nmysqgl dunp -h sdb XTAdmin <\
/var/tnp/lustre_service. sql

3. Restorethel ustre_fail over table.

boot # boot# nysql dunp -h sdb XTAdmi n <
/var/tmp/lustre_failover. sql

6.26 Configuring Cray Data Virtualization Service (Cray DVS)

For a description of the Cray DVS parallel 1/0 forwarding service and how to
configureit, see Introduction to Cray Data Virtualization Service.

6.27 Setting and Viewing Node Attributes

Users can control the selection of the compute nodes on which to run their
applications and can select nodes on the basis of desired characteristics (node
attributes). This alows a placement scheduler to schedule jobs based on the node
attributes.

A user invokes the cnsel ect command to specify node-selection criteria. The
cnsel ect script uses these selection criteriato query the table of node attributesin
the SDB and returns a node list to the user based on the results of the query.

When launching the application, the user includes the node list using theapr un - L
node_list option as described on the apr un(1) man page. The ALPS placement
scheduler allocates nodes based on thislist.

Note: To meet specific user needs, you can modify thecnsel ect script. For
additional information about the cnsel ect script, seethecnsel ect (1) man

page.

S-2393-5101 209



Managing System Software for the Cray® Linux Environment

6.27.1 Setting Node Attributes Using the
[ etc/opt/cray/sdb/attr.xthw nv.xm and
[ etc/opt/cray/sdb/attr. defaults Files

In order for users to select desired node attributes, you must first set the
characteristics of individual compute nodes. Node attribute information is written
tothe/ etc/ opt/cray/ sdb/attri but es datafileand loaded into the
attri but es tablein the SDB when the SDB is booted.

6.27.1.1 Generating the/etc/ opt/cray/ sdb/attri butes File

Datafor the/ et c/ opt/ cray/ sdb/ at tri but es filecomes from two

other files: the/ et ¢/ opt/ cray/ sdb/attr. xt hwi nv. xm file, which
contains information to generate the hardware attributes for each node, and the
/etc/opt/cray/sdb/attr. defaul ts file which allows administrators
to set values for specific nodes (or all nodes if a DEFAULT is specified). The

xt pr ocadmni n(8) man page includes a description of the attributes fields used by
these two files.

e The/etc/opt/cray/sdb/attr.xthw nv.xm fileiscreated by
CLEi nst al | and automatically regenerated by xt boot sys at each boot
through the xt hwi nv - x command.

To manually generate the/ et ¢/ opt / cray/ sdb/ att r. xt hwi nv. xm
file, invoke the xt hwi nv - x command on the System Management
Workstation (SMW) through the boot node, redirecting the output to the
/etcl/opt/cray/sdb/attr.xthw nv.xnl fileon the boot node; for
example:

boot: ~ # ssh snw xthwinv -x sO > /etc/opt/cray/sdb/attr.xthw nv. xm

For additional information about the xt hwi nv command, see the xt hwi nv(8)
man page.

Note: If you have blades powered down when you want to upgrade your
software, see the CLEi nst al | (8) man page for instructions on using the
--xt hwi nvxm fi | e option during your upgrade process.

e Thel/etc/opt/cray/sdb/attr. def aul t sfilecan be used to set an
attribute value on any node, but it is primarily used for assigning labels to nodes

(see Example 96).

| abel O

| abel 1

| abel 2

| abel 3 Each labd is a string of up to 32 characters; the string cannot

contain any spaces or shell-sensitive characters.

These labels can be applied to al nodes or to a given set of nodes.
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Note: Do not attempt to set hardware attributes (memory size,
clock speed, and cores) inthe at t r. def aul t s file because
the values will be overwritten by those aready specified in the
/etc/opt/cray/sdb/attr.xthw nv. xm file

To createthe at t r. def aul t s file, copy the example file provided in
[opt/cray/sdb/default/etc/attr. defaul ts. exanpl e. Edit the
fileto modify the existing attribute settings and to create site-specific attributes
as needed. If you haverun CLEI nst al | previously, attr. def aul t s was
already copied and existsin that location.

In addition to the attributesinthe/ et c/ opt / cray/ sdb/ attr. defaul ts
file, there are two keywords that allow you to describe the node or set of nodesto
which attributes are assigned. For global default-attribute values that apply to the
entire system, the line that specifiesan attribute must begin with the DEFAULT:
keyword. For example:

DEFAULT: oscl ass=2

Thenodei d keyword assigns attributes to a specific node or set of nodes and
overrides a default setting. For values that apply only to certain nodes, the line
that specifiesthe attributes must begin with nodei d=[ RANGE] , where RANGE
isacomma-separated list of nodes and ranges that have the form m,n or m-n.

For example:

nodei d=234, 245- 248 | abel 3=' GREEN

Example 96. Using node attribute labels to assign nodes to user groups

The following example uses labels to assign groups of compute nodes to specific
user groups without the need to partition the system:

nodei d=101- 500 | abel 0=physi csdept
nodei d=501- 1000 | abel 1=csdept
nodei d=50- 100, 1001 | abel 2=bi ol ogydept

6.27.2 SDB attri but es Table

When the SDB boots, it readsthe/ et c/ opt / cr ay/ sdb/ att ri but es fileand
loadsitinto the SDB at t r i but es table.
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To display the format of theat t ri but es SDB table, usethenysgl command:

crayadm@ogi n: ~> nysql -e "desc attributes;" -h sdb XTAdmi n

[ U e e e e oo e Fom e - Fomm o s o m e m - +
| Field | Type | Null | Key | Default | Extra |
[ SR S Fomm oo - Fom e - - [ R — Fomm o +
| nodeid | int(32) unsigned | NO | PRI | O | |
| archtype | int(4) unsigned | NO | | 2 | |
| osclass | int(4) unsigned | NO | | 2 | |
| coremask | int(4) unsigned | NO | | 1 | |
| availmem| int(32) unsigned | NO | | O | |
| pageszl2 | int(32) unsigned | NO | | 12 | |
| clockmhz | int(32) unsigned | YES | | NULL | |
| |abel O | varchar (32) | YES | | NuULL | |
| labell | varchar (32) | YES | | NULL | |
| |abel 2 | wvarchar (32) | YES | | NULL | |
| I|abel 3 | varchar (32) | YES | | NULL | |
| nuncores | int(4) unsigned | NO | | 1 | |
| sockets | int(4) unsigned | NO | | 1 | |
| dies | int(4) unsigned | NO | | 1 | |
[ S Fommm o - Fom e - - [ R — Fomm - +

The service database command pair xt db2at t r and xt at t r 2db enables you
toupdatetheat t ri but es table in the SDB. For additional information about
updating SDB tables using command pairs, see Updating Database Tables on
page 201.

6.27.3 Setting Attributes Using the xt pr ocadm n Command

You can usethe xt pr ocadm n -a attr=value command to temporarily set certain
site-specific attributes. Using the xt pr ocadni n - a attr=value command to set
certain site-specific attributes is not persistent across reboots. Attribute settings that
are intended to be persistent across reboots (such as labels) must be specified in the
attr.defaul tsfile

Note: For compute nodes, xt pr ocadni n changes to attributes requires that
you restart the apbr i dge daemon on the boot node in order for ALPS to detect
changes that the xt pr ocadmni n command has made to the SDB. Restarting the
other ALPS components (for example, on the SDB node or on the login node if
they are separate nodes) is not necessary. To restart apbr i dge, log into the boot
node asr oot and execute the following command:

boot:~ # /etc/init.d/alps restart
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For example, the following command creates anew | abel 1 attribute value for
the compute node whose NID is 350; you must be user r oot and execute the
xt procadnm n command from a service node, and the SDB must be running:

boot:~ # xtprocadnmin -n 350 -a | abel 1=eedept

The output is:

Connect ed
NI D (HEX) NODENAME TYPE LABEL1
350 0x15e c1-0c1s0n0 conpute eedept

Then restart the apbr i dge daemon on the boot node in order for ALPS to detect
changes that the xt pr ocadni n command has made to the SDB.

boot:~ # /etc/init.d/alps restart

6.27.4 Viewing Node Attributes

Use the xt pr ocadni n command to view current node attributes. The
xt procadmni n - Aoption lists all attributes of selected nodes. The xt pr ocadrmi n
-a attrl, attr2 option lists selected attributes of selected nodes.

6.28 Using the XTAdmin Database segnment Table

The XTAdmin database contains asegmnent table that supports the memory affinity
optimization tools for applications and CPU affinity options for all Cray compute
nodes. The CPU affinity options apply to all Cray multicore compute nodes.

Thesegmnent tableissimilar totheat t ri but es table but differsin that a node
may have multiple segments associated with it; theat t r i but es table provides
summary information for each node.

In order to address the application launch and placement requirements for compute
nodes with two or more NUMA nodes, the Application Level Placement Scheduler
(ALPS) requires additional information that characterizes the intranode topology of
the system. Thisdatais stored in the segnent table of the X TAdmin database and
acquired by apbri dge when ALPS is started, in much the same way that node
attribute datais acquired. (For more information about X TAdmin database tables, see
Changing the Service Database (SDB) on page 199.)
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The segnent table contains the following fields:

e node_i d isthe node identifier that maps to the nodei d field of the
attri but es tableand pr ocessor _i d field of thepr ocessor table.

e socket _id containsaunique ordinal for each processor socket.

« di e_i d contains aunique ordinal for each processor die; with this release,
di e_i d is0 inthe segment table and is otherwise unused (reserved for future
use).

e nuntor es isthe number of integer cores per node; in systems with accelerators
this only applies to the host processor (CPU).

e corenask isthe processor core mask. The coremask has a bit set for each core
of a CPU. 24-core nodes will haveavalueof 16777215 (hex Ox FFFFFF).

Note: cor emask isdeprecated and will be removed in afuture release.

e menpgs represents the amount of memory available, in Megabytes, to asingle
segment.

The/ et c/ sysconfi g/ xt file contains SDBSEG field, which
specifies the location of the segnent table file; by default,
SDBSEG=/ et ¢/ opt / cr ay/ sdb/ segnent .

To update the segnent table, use the following service database commands:

e xtdb2segnent, which converts the datainto an ASCI| text filethat can be
edited
e Xt segnent 2db, which writes the data back into the database file

For more information, see the xt db2segnent (8) and xt segnent 2db(8) man
pages.

After manually updating the segment table, you can log on to any login node or the
SDB node as root and execute the apngr r esync command to request ALPS to
reeval uate the configuration node segment information and update its information.

Note: If ALPS or any portion of the feature fails in relation to segment scheduling,
ALPS reverts to the standard scheduling procedure.

6.29 Configuring Networking Services

6.29.1 Changing the High-speed Network (HSN)
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To change your system interconnection network (HSN) address ranges, see Installing
and Configuring Cray Linux Environment (CLE) Software.
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6.29.2 Network File System (NFS)

The Network File System (NFS) version 4 distributed file system protocol is
supported. NFSis enabled by default on the boot , sdb, and uf s service nodes
but is not enabled on compute nodes. Support for NFSv4 isincluded as part of the
SLES software.

The CLE installation tool supports NFS tuning via/ et ¢/ sysconfi g/ nfs
and/etc/init.d/ nfsserver on the boot node. The
nfs_nountd_num t hreads and use_ker nel _nf sd_nunber
parametersin the CLEi nst al | . conf installation configuration file control an
NFS nount d tuning parameter that isadded to/ et ¢/ sysconfi g/ nf s and used
by/etc/init.d/nfsserver toconfigurethe number of nount d threads on
the boot node. By default, NFS nount d behavior isasingle thread. If you have a
larger Cray system (greater than 50 service 1/0O nodes), contact your Cray service
representative for assistance changing the default setting.

If you wish to enable the nf sser ver service on al service nodes, you may do so
by setting the CLEi nst al | . conf nf sserver parameter to yes. The default
setting is no.

6.29.3 Configuring Ethernet Link Aggregation (Bonding, Channel

Bonding)
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Linux Ethernet link aggregation is generally used to increase aggregate bandwidth by
combining multiple Ethernet channelsinto asingle virtual channel. Bonding can also
be used to increase the availability of alink by utilizing other interfacesin the bond
when one of the links in that bond fails.

Procedure 47. Configuring an 1/O service node bonding interface

1. On the boot node, run the xt opvi ew command for the node that needs the
bonding interface configured. For example, to access node 2, type the following:

boot: ~ # xtopview -n 2
node/ 2:/ #

2. Create and specialize the following files:
/etc/sysconfi g/ network/ifcfg-bondO,
[ etc/sysconfig/ network/ifcfg-ethO, and
/etc/sysconfig/ network/ifcfg-ethl.

node/ 2:/ # touch /etc/sysconfig/network/ifcfg-bond0
node/ 2:/ # xtspec -n 2 /etc/sysconfig/ network/ifcfg-bond0
node/ 2:/ # touch /etc/sysconfig/network/ifcfg-ethO
node/ 2:/ # xtspec -n 2 /etc/sysconfig/network/ifcfg-ethO
node/ 2:/ # touch /etc/sysconfig/network/ifcfg-ethl
node/ 2:/ # xtspec -n 2 /etc/sysconfig/ network/ifcfg-ethl
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3. Edit the previously created filesto include your specific network settings.

node/ 2:/ # vi [etc/sysconfig/ network/ifcfg-bond0
BOOTPROTO="st ati c"

BROADCAST="10. 0. 2. 255"

| PADDR="10. 0. 2. 10"

NETMASK="255. 255. 0. 0"

NETWORK="10. 0. 2. 0"

REMOTE_| PADDR=""

STARTMODE=" onboot "

BONDI NG_MASTER="yes"

BONDI NG_MODULE_OPTS="nopde=act i ve- backup pri mary=et hl"
BONDI NG_SLAVEO=" et h0"

BONDI NG_SLAVE1="et h1"

node/ 2:/ # vi [etc/sysconfig/ network/ifcfg-ethO
BOOTPROTO=' st ati c'

STARTMODE=' onboot '

MASTER=bondO

SLAVE=yes

REMOTE_| PADDR=""

I PV6I NI T=no

node/ 2:/ # vi [etc/sysconfig/ network/ifcfg-ethl
BOOTPROTO=' st ati c'

STARTMODE=' onboot '

MASTER=bondO

SLAVE=yes

REMOTE_| PADDR=""

1 PV6I NI T=no

4. Exit from xt opvi ew
node/ 2:/ # exit
For more information on Ethernet link aggregation, see the Linux documentation

file/ usr/ src/|inux/ Docunment ati on/ net wor ki ng/ bondi ng. t xt,
installed on your system.

6.29.4 Configuring a Virtual Local Area Network (VLAN) Interface
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This procedure configures an 802.1Q standard VLAN.
Procedure 48. Configuring a Virtual Local Area Network (VLAN) interface

1. On the boot node, run the xt opvi ew command for the node that needs the
VLAN configured. For example, to access node 2, type the following:

boot: ~ # xtopview -n 2
node/ 2:/ #

2. Create and specialize a file named
/etc/sysconfig/ network/ifcfg-vl anN, where Nisthe VLAN ID.
The following example creates and specidizesthe vl an2 file:

node/ 2:/ # touch /etc/sysconfig/network/ifcfg-vlan2
node/ 2:/ # xtspec -n 2 /etc/sysconfig/ network/ifcfg-vlan2
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3. Editthe/ et c/ sysconfi g/ network/i fcfg-vl anN fileto include
your usua network settings. It must also include variable ETHERDEVI CE
that provides the real interface for the VLAN. The real interface will be set up
automatically; it does not require a configuration file. For additional information,
seethei f cf g- vl an(5) man page. The following example setsup vl an2 on
top of et hO:

i fcfg-vlan2
STARTMODE=onboot
ETHERDEVI CE=et h0
| PADDR=192. 168. 3. 27/ 24

Aninterface named vl an2 will be created when the system boots.

4. Exit from xt opvi ew.

node/ 2:/ # exit

6.29.5 Increasing Size of ARP Tables

To increase the size of ARP tables, change the ARP_OVERHEAD parameter in the
/ et c/ sysconfi g/ xt file. ARP_OVERHEAD should be set to a value greater than
the number of hostsin all locally attached external networks; the current default is 0.

6.29.6 Configuring Realm-specific IP Addressing (RSIP)
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Realm-Specific Internet Protocol (RSIP) enables internal client nodes, such as
compute nodes, to reach external |P networking resources. Support for RSIP is
available with CLE on systems that have CNL compute nodes.

Note: RSIP for IPv4 TCP and User Datagram Protocol (UDP) transport protocols
are supported. Internet Protocol Security (IPSec) and IPv6 protocols are not
supported.

RSIP is composed of two main components: RSIP clients and RSIP servers

or gateways. You configure RSIP and select servers using RSIP parametersin
CLEi nst al | . conf . By default, when RSIP is enabled, all CNL compute nodes
are configured to be RSIP clients.

On your Cray system, RSIP servers must be service nodes with an external IP
interface such as a 10-GbE network interface card (NIC). You can configure multiple
RSIP servers using multiple service nodes, however only one RSIP daemon (r si pd)
and one external interface is allowed per service node. Cray requires that you
configure RSIP servers as dedicated network nodes.

Warning: Do not configurelogin nodes or service nodes that provide Lustre or
batch services as RSIP servers. Failure to set up an RSIP server as a dedicated
network node will disrupt network functionality.
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The performance impact of configuring RSIP is negligible; very little noise is
generated by the RSIP client. RSIP clients will issue a lease refresh message
request/response pair once an hour, at arate of 10 clients per second, but otherwise
are largely silent.

To configure RSIP for your Cray system, first determine which service nodes and
associated Ethernet devices will be used to provide RSIP services. Optionaly,
determineif you will configure service nodes with no external IP interfaces (isolated
service nodes) to act as RSIP clients. After selecting RSIP servers based on your
machine-specific networking hardware configuration, follow Procedure 49 on

page 219 to complete a default RSIP configuration and setup.

Enhancements to the default RSIP configuration require a detailed analysis of specific
site configuration and requirements. Contact your Cray representative for assistance
in changing the default RSIP configuration.

6.29.6.1 Using the CLEi nst al | Program to Install and Configure RSIP

The CLEI nst al | program can be configured to automatically install RSIP either
during a system software upgrade or as a separate event. In either case, you will
need to update the compute node boot image and restart your Cray system before
RSIP is functional.

When you set the following RSIP-specific parametersin the CLEi nst al | . conf
file, CLEi nst al | will load the RSIP RPM, modify r si pd. conf and invoke the
appropriate xt r si pcf g commands to configure RSIP for your system.

rsi p_nodes=

Specifiesthe RSIP servers. Populate with the node IDs of the nodes
you have identified as RSIP servers.

rsip_interfaces=

Specifiesthe IP interface for each RSIP server node. List the
interfaces in the same order specified by ther si p_nodes
parameter.

rsi p_servicenode_clients=

Specifies a space separated integer list of service nodes you would
like to use for RSIP clients.

218 S-2393-5101



Modifying an Installed System [6]

Warning: Do not configure service nodes with external network

e connections as RSIP clients. Configuring a network node as an
RSIP client will disrupt network functionality. Service nodes with
external network connections will route all non-local trafficinto
the RSIP tunnel and IP may not function as desired.

CNL_r si p=yes

Enables the RSIP client on CNL compute

nodes. Optionaly, you can edit the
/var/opt/cray/install/shell _booti mage_LABEL. sh
script and set CNL_RSI P=y.

If you are configuring RSIP for the first time during an installation or upgrade of
your CLE system software, follow RSIP-specific instructions in the Installing and
Configuring Cray Linux Environment (CLE) Software. If you are configuring RSIP
as a separate event, follow Procedure 49 on page 219. If you already configured
RSIP and want to add isolated service nodes as RSIP clients, follow Procedure 50
on page 221.

For additional information about configuring RSIP, see the xt r si pcf g(8),
rsi pd(8), andr si pd. conf (5) man pages.

Procedure 49. Installing, configuring, and starting RSIP clients and servers

1. Edit CLEi nstal I . conf for your RSIP configuration. For example, to
configure nodes 16 and 20 as RSIP servers with an external interface named
et hO and node 64 as an RSIP server with an external interface named et h1; and
node 0 as a service node RSIP client, make these changes.

smw. ~ # vi /home/crayadm i nstall. xtrelease/ CLEi nst al | . conf
rsi p_nodes=16 20 64

rsip_interfaces=ethO eth0O ethl

rsi p_servi cenode_clients=0

CNL_r si p=yes

2. Invokethe CLEiI nst al | program on the SMW; you must specify the xtrelease
that is currently installed on the system set you are using and located in the
CLEnedi a directory.

smv. ~ # / home/ crayadm i nstal | . xtrelease/ CLEi nstal | --upgrade \
- - | abel =system_set label - - XTr el ease=xtrelease \
--configfil e=/hone/crayadm install . xtrelease/ CLEi nstal | . conf \
- - CLEnedi a=/ hone/ crayadni i nst al | . xtrelease

3. Typey and pressthe Ent er key to proceed when prompted to update the boot
root and again for the shared root.

*** Do you wish to continue? (y/n) -->vy

Upon completion, CLEi nst al | lists suggested commands to finish the

S-2393-5101 219



Managing System Software for the Cray® Linux Environment

installation. Those commands are also described here. For more information
about running the CLEI nst al | program, see Installing and Configuring Cray
Linux Environment (CLE) Software.

4. Rebuild the boot image using

/var/opt/cray/install/shell_bootinmge_LABEL. sh,

xt boot i ng and xt cl i commands. Suggested commands are included in
output from CLEi nst al | andshel | _boot i nage_ LABEL. sh. For more
information about creating boot images, follow Procedure 2 on page 66.

5. Runtheshel | _post _i nstal | . sh script on the SMW to unmount the boot
root and shared root file systems and perform other cleanup as necessary.

smv. ~# /var/opt/cray/install/shell _post_install.sh /bootrootO /sharedrootO

crayadm@mun ~> Vi

6. (Optiona) If you are configuring a service node RSIP client, edit the boot
automation fileto start the RSIP client. On the isolated service node, invoke a
nodpr obe of thekr si p module with an IP argument pointing to the HSN
IP address of an RSIP server node. For example, if the |P address of the RSIP
server is10. 128. 0. 17 and the isolated service node is ni d00000, make
these changes.

/ opt/ cray/ et c/ aut 0. xthosthame

After theline or lines that start the RSIP servers add:

# RSIP client startup

| append actions { crns_exec_vi a_boot node "nido0O000" "root" "nodprobe krsip
i p=10.128.0.17 rsi p_l ocal _ports=1" }
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7. Boot your Cray system; for example:

crayadm@mv. ~> xt boot sys -a aut o. xthostname

Note: RSIP clients on the compute nodes make connections to the RSIP
server(s) during system boot. Initiation of these connections is staggered

at arate of 10 clients per second; during that time, connectivity over RSIP
tunnels will be unreliable. Avoid using RSIP services for several minutes
following asystem boot; larger systems will require more time for connections
to complete.

8. Test RSIP functionality. From alogin node, log on to an RSIP client node
(compute node) and ping the | P address of the SMW or other host externa to
your Cray system. For example, if nid00074 is a compute node and 10.3.1.1isa
valid external 1P address, type these commands.

crayadm@ ogi n: ~> ssh r oot @id00074
r oot @i d00074' s passwor d:

Wel cone to the initranfs

# ping 10311

10.3.1.1 is alive!

#
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Procedure 50. Adding isolated service nodes as RSIP clients

You can configure service nodes that are isolated from the network as RSIP clients.
This procedure assumes that RSIP is already configured and functional on your
Cray system. If you have not installed and configured RSIP on your system, follow
Procedure 49 on page 219, which includes an optional step to configureisolated
service nodes as RSIP clients.

Warning: Do not configure service nodes with external network connections as
e RSIP clients. Configuring a network node as an RSIP client will disrupt network

functionality; Service nodes with external network connections will route all

non-local trafficinto the RSIP tunnel and IP may not function as desired.

1. Select one of your RSIP serversto provide access for the isolated service node. In
this example, we have chosen the RSIP server ni d00016.

2. Log on to the boot node and invoke xt opvi ewin the node view for the RSIP
server you have selected; for example:

boot: ~ # xtopview -n 16
node/ 16:/ #

Modify max_cl i ent s inther si pd. conf fileto add an additiona client for
each isolated service node you are configuring. For example, if you configured
300 RSIP clients (compute nodes), change 300 to 301.

node/ 16:/ # vi [etc/opt/cray/rsipd/rsipd. conf
max_clients 301

3. Load the RSIP client on the node. On the isolated service node, invoke a
nodpr obe of thekr si p module with an IP argument pointing to the HSN
IP address of the RSIP server node you selected in step 1. For example, if the
IP address of the RSIP server is10. 128. 0. 17 and the isolated service node
isni d00023, type these commands.

boot: ~ # ssh nid00023
ni d00023: ~ # nodprobe krsip ip=10.128.0.17 rsi p_l ocal _ports=1

4. Edit the boot automation fileto start the RSIP client. Using the example from the
previous steps, make these changes.

crayadm@mw. ~> vi /opt/cray/ etc/auto. xthosthame

After the line or lines that start the RSIP servers add:

# RSIP client startup

| append actions { crms_exec_vi a_boot node "nid00023" "“root" "nodprobe krsip \
i p=10.128.0.17 rsi p_Il ocal _ports=1" }
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6.29.7 IP Routes for CNL Nodes in the / et ¢/ r out es File

You can edit the/ et ¢/ r out es filein the compute node template image on the
SMW to provide route entries for compute nodes. This provides a simple mechanism
for you to configure routing access from compute nodes to login and network

nodes using external |P destinations without having to traverse RSIP tunnels. This
mechanism is not intended to be used for general-purpose routing of internal HSN IP
traffic. It isintended only to provide IP routes for compute nodes that need to reach
external |P addresses or external networks. A new / et c/ r out es fileis created in
the compute images and is examined during startup. Non-comment, non-blank lines
are passed tother out e add command. The empty template file provided contains
comments describing the syntax.

6.30 Updating the System Configuration After a Blade Change

When ablade is changed in a Cray system, you need to update the configuration of
the system. You will need to do this after:

e Adding additional blades to the system

* Removing ablade from your system configuration

* Changing a blade from a compute blade to a service blade
* Changing a blade from a service blade to a compute blade

You can update the system configuration when the system is not booted (see Updating
the System Configuration When the System is Not Booted on page 222) or while the
system is booted (see Updating the System Configuration While the System is Booted
on page 224).

6.30.1 Updating the System Configuration When the System is Not
Booted

Important: After you have made hardware changes and you want to update the
system configuration when the system is not booted, follow the proceduresin this
section.

Procedure 51. Updating the SMW configuration after hardware changes

Note: When blades are changed that have the same blade type and Processor
Daughter Card (PDC) type, xt di scover does not need to be executed. If these
blades are changed or if cabling changes are made and xt di scover does

not have to be executed, you must still execute the xt bounce - - | i nkt une
command, which forces xt bounce to do full tuning on the system. For

more information about the xt bounce - - | i nkt une command, see the

xt bounce(8) man page.

1. Executethext di scover command, which updates the system configuration to
reflect the changed blade configuration.
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. If the blade or PDC typeis different, execute the xt di scover command.

smwv. ~ # xtdiscover

. If the blade or PDC typeis different, you must execute the xt zap - - bl ade

command.

smw. ~ # xtzap --bl ade blade cname

. Executethe xt bounce - - | i nkt une=al | command to tune PCle and HSN

links on the system. If using a partition and not the entire machine, use pN
instead of sO.

smw. ~ # Xxtbounce --1linktune=all sO

. Capture the system configuration for CLEi nst al | by executing the following

xt hwi nv commands. (The CLEi nstal | --xt hwi nvxm fil e option will
order the CLEi nst al | program to use this captured configuration information.)
If using a partition and not the entire machine, use pN instead of sO.

smw. ~ # xthwinv -x sO > /hone/ crayadm install.5.1.29/ xt hwi nv. s0. xm

For additional information about the CLEi nst al | and xt hwi nv commands,
seethe CLEI nst al | (8) and xt hwi nv(8) man pages.

Procedure 52. Using CLEi nst al | to update the system configuration after
adding a blade to a system

1. Updatethe CLEi nst al | . conf filewith the blade changes.

2. Executethe CLEi nst al | command, including the - - xt hwi nvxmi fil e

option, to update the system and prepare a boot image. The CLEi nst al |

--xt hwi nvxm fi | e option orders the CLEi nst al | program to use
previously captured configuration information (see Procedure 51 on page 222). If
using a partition and not the entire machine, use pN instead of sO.

smw. ~ # ./CLEinstall --1abel =LABEL --upgrade --XTrel ease=5.1.29 \

--xt hwi nvxm fil e=/ hone/ crayadm install.5.1.29/ xt hwi nv. s0. xm \
--configfil e=/home/ crayadn ingtall.5.1.29/ CLEi nst al | . conf

. Runtheshel | _boot i nage_LABEL. sh script, where LABEL is the system

set label specifiedin/ et ¢/ sysset . conf for this boot image. Specify the
- ¢ option to automatically create and set the boot image for the next boot. For
example:

smw. ~ # /var/opt/cray/install/shell_booti nage_LABEL.sh -c

For information about additional options accepted by this script, use the - h
option to display a help message.

. Runtheshel | _post _i nstal |l . sh script on the SMW to unmount the boot

root and shared root file systems and perform other cleanup as needed.

smw. ~ # [var/opt/cray/install/shell_post_install.sh
/ boot root O /shar edroot 0
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5. If you are adding a compute blade into the system configuration, boot the system
as you normally boot your system.

If you are adding a service blade into the system configuration, complete the
following steps.

a  Boot the boot node.

If the login node(s) or RSIP node(s) have changed, edit
/ et c/sysconfig/ network/ifcfg-ethO.

c. Boot the SDB node and all other service nodes.
d. Update ssh keysfor new service nodes.

1) Cresate abackup copy of your boot : / r oot/ . ssh/ known_host s
file.

2) Deleteyour boot : / r oot/ . ssh/ known_host s file.

3) Runthe/var/opt/cray/install/shell _ssh. sh script,
which creates a new known_host s file. These keys are used for ssh
commands to the blades, including pdsh commands that are called by
xt shut down and/etc/init.d/lustre andpossbly by actions
specified in the boot automation file on the SMW.

boot:~ # /var/opt/cray/install/shell_ssh.sh
e. Configurethe new nodes to support the role that they were added for.

f.  Update SMW boot automation filesif new service nodes have been added or
removed that are providing services (such as ALPS on login nodes) that are
explicitly started by host nane in the boot automation file.

g. Complete booting the system (or reboot using the boot automation file).

6.30.2 Updating the System Configuration While the System is Booted
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To change the system configuration physically while the system is booted, use the
xt war mswap command to remove or add one or more blades. The xt war mswap
command runs on the SMW and coordinates with the xt nl r d daemon to take the
necessary steps to perform warm swap operations. See the xt war mswap(8) man
page for additional information about using the xt war mswap command.

Caution: When reserving nodes for maintenance, an adni ndown of any node

in use by a current batch job can cause a subsequent apr un in the job to fail;
instead, it is recommended that a batch subsystem be used to first reserve nodes
for maintenance, and then verify that anode is not in use by abatch job prior to
setting anode to adm ndown. Contact your Cray service representative to reserve
nodes for maintenance.
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6.30.2.1 Reusing One or More Previously-failed HSN Links

To integrate failed links back into the HSN configuration, the xt war mswap
command may be invoked with one of the following:

e -s LCB, .., specifying thelist of LCBsto bring back up

e -s all,tobringinall available LCBs

* -S hone, to cause areroute without changing the LCBsthat arein use
Procedure 53. Rerouting the HSN to use previously-failed links

1. Executean xt war nswap -s LCB names - p partition_nameto tell the
system to reroute the HSN using the specified set of LCBs in addition to those
that are currently in use.

Note: Doing so will clear the alert flags on the specified LCBs automatically.
If the warm swap fails, the alert flag will be restored to the specified LCBs.

2. Executean xt warnswap -s all -p partition_name command to tell the
system to reroute the HSN using all available links.

The xt war mswap command resultsin xt nl r d performing the same link recovery
steps as for afailed link, but with two differences: no aert flagsare set, and an
init_new |inksandareset_new_ | i nks step are performed to initialize
both ends of any links to be used, before new routes are asserted into the Aries
routing tables.

The elapsed time for the warm swap synchronization operation is typically about 30
seconds.
6.30.2.2 Reusing One or More Previously-failed Blades, ANCs, or Cabinets

Failed blades have alert flags set on the ASICs and the LCBs. These dert flags must
be cleared before the blades, ANCs, or cabinets can be reused.

Perform an xt war newap - - add operation to bring the blades back into the HSN
configuration. Doing so clears any alert flags on the added blades and LCBs relating
to those blades, initializes the blades, runs the BIOS on the nodes, and initializes
the links to the blades.

Procedure 54. Clearing all alerts associated with the failed
blades/ANCs/cabinets and bringing them back into the HSN configuration

1. Ensure that blades’ ANCs/cabinets have power.
2. Ensurethat an xt al i ve command to all required blades succeeds.

3. Add the blade(s) to the HSN by executing the xt war nswap - - add
blade ID, ... command. Note that this command automatically executes
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amini-xt di scover command after the warm swap steps have compl eted
successfully. No manual invocation of xt di scover , which gets the new
hardware attributes from the added blades, is necessary.

4. Boot the nodes on the blade(s) by executing the xt cl i boot CNLO
blade ID, ... command on the SMW.

Because the xt war nswap - - add command initializes the added blades, the
time to return the blades back to service is about 10 minutes, including the time to
initialize the blades, run the BIOS on the nodes, and initialize the links to the blades.

6.30.2.3 Planned Removal of a Compute Blade

You can physically remove a compute blade for maintenance or replacement while
the system is running; however, the applications using the nodes on the blade to be
removed must be allowed to drain, or be killed beforehand.

Procedure 55. Removing a compute blade for maintenance or replacement while
the system is running

1. Log on to the boot node asr oot .

a.  Executethext procadmin -n nid[, nid. .. ]-k s adm ndown
command to mark the nodes on the compute blade asadmni ndown. Thistells
ALPS not to launch new applications onto them. The argumentsto the - n
option should be the NID values for the nodes on the blade being removed, as
shown by executing xt procadmi n | grep bladename.

b. Find the NID values for the nodes on the blade being removed.

boot: ~ # xtprocadmin | grep c0-0c0s2

8 0x8 ¢0-0c0s2n0 conpute up bat ch
9 0x9 c¢0-0c0s2nl conpute up bat ch
10 Oxa c¢0-0c0s2n2 conpute up bat ch
11 Oxb c0-0c0s2n3 conpute up bat ch

c. Executetheapstat -n command to determineif any applications are
running on the node you marked adni ndown. In this example, you can see
that api d 675722 isrunning on al nodes of blade cO-0c0s2:
boot:~ # apstat -n | egrep -w 'N D| 8| 9] 10| 11

8 XT U B3232 1 4K 16777216 8388608 262144 1 675722
9 XT U B3232 1 4K 16777216 8388608 262144 1 675722
10 XT U B3232 1 4K 16777216 8388608 262144 1 675722
1

11 XT UP B 32 32 4K 16777216 8388608
262144 1 675722

d. Wait until the applications using the nodes on the blade finish or use the
apki I'l apid command to kill the application.

2. Log onto the SMW ascrayadm

a Executethextcli halt bladecommand to halt the blade.

226 S-2393-5101



Modifying an Installed System [6]

b. Executethe xt war mswap --renove blade command to remove the
compute blade from service.

c. Physically remove the blade, if desired.

The - - r enpove stage of the xt war nswap process uses the Aries resiliency
infrastructure and takes about 30 seconds to complete.

6.30.2.4 Planned Installation of a Compute Blade

After ablade has been repaired or when a replacement blade is available, you can use
the following procedure to return the blade into service.

Procedure 56. Returning a blade into service

1

2
3.
4

Physically insert the blade into the slot.

. Ensure that blades/ANCs/cabinets have power.

Ensure that an xt al i ve command to all required blades succeeds.

. If the blade or PDC type is different, execute the xt di scover command.

smw. ~ # xtdiscover

Executethe xt zap - - bl ade command.

smw. ~ # xtzap --bl ade blade cname

. Add the blade(s) to the HSN by executing the xt war nswap - - add

blade ID, ... command. Note that this command automatically executes
amini-xt di scover command once the warm swap steps have completed
successfully. No additional manual invocation of xt di scover , which getsthe
new hardware attributes from the added blades, is necessary.

Boot the nodes on the blade(s) by executing the xt cl i boot CNLO
blade ID, ... command on the SMW.

Because the xt war nswap - - add command initializes the added blades, the
time to return the blades back to service is about 10 minutes, including the time to
initialize the blades, run the BIOS on the nodes, and initialize the links to the blades.

6.31 Changing the Location to Log sysl 0g- ng Information

S-2393-5101

Syslog messages from the service partition are only present on the SMW in

[ var/ opt/cray/ | og/ sessionid. The log system does not support customization
of the configuration files, but if you wish to have custom log formats, you may
configure the log system to forward al system logs from the SMW to your
site-provided log server. Seethei ntro_I | n(8) and CLEi nst al | . conf (5) man
pages for more information.
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6.32 Cray Lightweight Log Management (LLM) System

The Cray Lightweight Log Management (LLM) system is the log infrastructure for
Cray systems and must be enabled for systems to successfully log events. At a high
level, alibrary is used to deliver messagestor sysl| og utilizing the RFC 5424
protocol; r sysl og transports those messages to the SMW and places the messages
into log files.

For an overview of LLM, seethei nt r o_LLM8) man page.

For an overview of the LLM log files, seethei ntro_LLM | ogfi | es(5) man
page.

The LLM system relies on the sessionid that is generated by xt boot sys. Therefore,
systems must always be booted using xt boot sys. If you have multi-part boot
procedures or if you use manual procedures, have the process started by an

xt boot sys session. That session can be effectively empty — it is only needed to
initiate a boot sessionid. Subsequent xt boot sys calls can then use- - sessi on

| ast or manual processes.

By default, LLM has a log trimming mechanism enabled called xt t ri m For
additional information, see Removing Old Log Files on page 100.

Note: Do not use the xt get sysl og command because it is not compatible with
LLM.

6.32.1 Configuring LLM
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The LLM system is intended to work as a turnkey system. In most cases little or no
configuration is required.

Both the SMW and CL E software installation tools allow certain LLM settings to be
defined. The installation tool enforces any of these settingsin the LLM configuration
file, which means that these settings will not be accidentally lost during an upgrade
dueto changesinthel | m conf filethat is distributed with the LLM software.

Note: Thel | m conf filemay be automatically replaced during the upgrade
process. The previous version will berenamed | | m conf . r pnmsave. Settings
made in the SMW nst al | . conf and CLEi nst al | . conf fileswill be
enforced inthenew | | m conf configurationfile. It isimportant to review the
resulting | | m conf fileafter a software update to ensure all settings are as
intended.

The most critical parameter is LLM= in the SMW nst al | . conf and

CLEi nst al | . conf files. This parameter must be set to LLM=yes, which ensures
that enabl ed=yes issetinthel | m conf file. The LLMryes setting isthe only
one needed for basic LLM operation.
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Important: It is recommended that the minimal possible configuration be
performed in order achieve the needed results. Only set or change items if

needed. If you must change a setting, change it in the SMN nst al | . conf
and/or CLEi nst al | . conf filesif they provide a mechanism to change

that value. Only change valuesin thel | m conf configuration file
(/etc/opt/cray/lI 1 mllm conf)directly if you require the change and the
SMWN nst al | . conf and CLEi nst al | . conf filesdo not provide a mechanism
to change that value.

Caution: Ther sysl og. conf configurationfileis not intended to be modified
locally. Configurable settings can be found inthel I m conf configuration file.
Modifications outside of those provided by | | m conf may cause failure in other
Cray software components, such as xt dunpsys. If the provided configuration
does not have the needed functionality, it is recommended that the logs be
forwarded to another host where custom file processing can be performed without
risk to critical software components.

For adescription of all LLM configuration settings, seethel | m conf (5) man page
orthel | m conf configuration file.

6.32.2 State Manager LLM Logging

The log data from the State Manager is written to

[ var/ opt/cray/ | og/ smyyyymmdd. The default setting for the State Manager is
to enable LLM logging. If LLM or craylog failures occur, State Manager logging

is not disrupted. Logging then reverts to behavior that is very similar to legacy
State Manager logging, which is also used when State Manager logging is turned
off. To disable LLM logging for the State Manager, add the" - L n" option to the
/opt/cray/ hss/ defaul t/bin/rsns script entry:

sne(/ opt/ cray/ hss/ def aul t/ bi n/ st at e_manager sm"-L n")

6.32.3 LLM Configuration Tips
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If your RAID controllers do not have | P addresses that begin with 10.1.0., make
sure you specify thel I m rai d_i p=optioninyour SMN nst al | . conf
file. Failureto set this correctly will result in the RAID logs not going into their
specified location of / var / opt / cray/ | og/ r ai d- yyyymmdd.

Verify that your / var / opt / cr ay/ | og directory is on adifferent disk than
the root hard drive. The subdirectories of / var / opt / cr ay should be links
to a different disk.

If you delete an active log filewhiler sysl og isrunning, r sysl og will
continue to write to the file handle even though there is no longer an entry for the
filein the directory table of contents. Oncer sysl og exits, all referencesto
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that file handle are gone, so the contents will be lost. To delete a currently open
log file, the suggested approach is to rename or remove the file and then hup
rsyslog(/etc/init.d/cray-sysl oghup)totelitto reopenfiles.

Make sure your site log host system can handle the log filesload. Otherwise, the
messages will back up on the SMW and cause unexpected behavior.
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This chapter describes how to manage Cray system services to best use the system
or to modify a service.

For alist of administrator accounts that enable you to access these functions, see
Administering Accounts on page 119.

7.1 Configuring the SMW to Synchronize to a Site NTP Server

The components of the Cray system synchronize time with the System Management
Workstation (SMW) through Network Time Protocol (NTP). By default, the NTP
configuration of the SMW is configured to stand alone; however, the SMW can
optionally be configured to synchronize with a site NTP server. Use the following
procedure to configure the SMW to synchronize to asite NTP server.

Procedure 57. Configuring the SMW to synchronize to a site NTP server

1. Stopthe NTP server by issuingthe/ etc/init.d/ ntp stop command; this
command must be executed as user r 0ot :

smw. ~ # [etc/init.d/ ntp stop
2. Editthe/ et c/ nt p. conf fileonthe SMW to point to the new server.

3. Restart the NTP server by issuingthe/ etc/init.d/ ntp restart
command:

smw. ~ # /etc/init.d/ ntp start
The SMW can continue to update the rest of the system by proxy. By default, the

SMW qualifiesas a stratum 3 (local) NTP server. For more information about NTP,
refer to the Linux documentation.

7.2 Synchronizing Time of Day on Compute Node Clocks with
the Clock on the Boot Node

A network time protocol (NTP) client, nt pcl i ent , isavailable to install on
compute nodes. By default, nt pcl i ent isnot installed. When installed, the time of
day on compute node clocks is synchronized with the clock on the boot node.
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Without this feature, compute node clocks will drift apart over time, as much as 18
seconds aday. When nt pcl i ent isinstalled on the compute nodes, the clocks drift
apart for afour-hour calibration period and then slowly converge on the time reported
by the boot node.

Note: The standard Cray system configuration includes an NTP daemon (nt pd)
on the boot node that synchronizes with the clock on the SMW. Additionally, the
service nodes run nt pd to synchronize with the boot node.

Toinstall the nt pcl i ent RPM in the compute node boot image, edit the
shel | _boot i mage_LABEL. sh script and specify CNL_NTPCLI| ENT=y,
and then update the CNL boot image. Optionally, you can enable this feature
as part of a CLE software upgrade by setting CNL_nt pcl i ent =yes in the
CLEi nstal I . conf filebeforethe CLEi nst al | program isrun.

On compute hodes, the computational overhead for nt pcl i ent isnegligibleand a
small increase (800K) to the memory footprint will be incurred. Minimal network
overhead for the boot node is required to process NTP requests. For each compute
node on the system, the boot node will send and receive one packet every 15
minutes. Even on very large Cray systems, the boot node will process fewer than 25
transactions a second to support nt pcl i ent reguests.

7.3 Adding and Starting a Service Using Standard Linux

Mechanisms

Services can be added to the service nodes by using standard Linux mechanisms,
such as executing the chkconf i g command while in the xt opvi ew utility on the
boot node or executing/ et ¢/ i ni t. d/ servicenamestart| stop|restart
(which starts, stops, or restarts a service immediately) on the service node. Thisisthe
recommended approach for most services.

7.4 Creating a Snapshot of / var
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The/ var directory on a Cray system can be configured either as persistent

(see Installing and Configuring Cray Linux Environment (CLE) Software) or
nonpersistent. In the latter case, the/ var directory isvolatile, and itsinitial contents
are rebuilt at boot time from a skeleton archive, / . shar ed/ var - skel . t gz.

The advantage of using anonpersistent / var directory is ease of management. Each
time the system is rebooted, the/ var directory isfreshly re-created from the central
skeleton file, so accumulation of filesand potential corruption of fileswith the/ var
directory is much less of a concern. However, because the contents of / var are

not saved, if there is a need to update the initial contents of the/ var directory (for
example, when a new package requires a directory), the skeleton archive must be
updated.
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AN

The xt pkgvar command creates a compressed tar filewith a skeleton snapshot of
the/ var directory. To add filesto the directory, make changes in the xt opvi ew
shell tothe/ var directory and take a snapshot of it with the xt pkgvar command.

Caution: Usethe xt pkgvar command only when you are configuring the
shared-root file system. The xt pkgvar command is used by the CLEi nst al |
utility.

For more information, see the xt pkgvar (8) man page.

7.5 Setting Soft and Hard Limits to Prevent Login Node Hangs
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A login node can be caused to hang or become nearly unresponsive by having all
available processes on the node in use. A hang of this type can be identified primarily
by the presence of cannot f or k error messages, but it is also associated with

an unusually large number of processes running concurrently, the machine taking
several minutes to make a prompt available, or never making a prompt available. In
the case of an overwhelming number of total processes, it is often alarge number of
the same process overwhelming the system, which indicates af or k() system call
error in that particular program.

This problem can be prevented by making afew changes to configuration filesin

/ et ¢ on the shared root of the login node. These configurationsset up theul i mi t
built-in and the Linux Pluggable Authentication Module (PAM) to enforce limits on
resources as specified in the configuration files. There are two types of limitsthat can
be specified, a soft limit and a hard limit. Users receive a warning when they reach
the soft limit specified for aresource, but they can temporarily increase this limit up
to the hard limit using the ul i m t command. The hard limit can never be exceeded
by anormal user. Because of the shared root location of the configuration files, the
changes must be made from the boot node using the xt opvi ewtool.

Procedure 58. Preventing login node hangs by setting soft and hard limits

1. On the boot node type the following in order to make changes to the shared root,
where| ogi n isthe class name for login nodes.

boot: ~ # xtopview -c login

2. Next, add the following linestothe/ et ¢/ security/linits. conf filg
where soft_lim_num and hard_lim_num are the number of processes at which
you would like the hard and soft limits enforced. The* represents "apply to all
users" but can also be configured to apply specific limits by user or group (see the
linmts. conf file'scomments for further options).

class/login:/ # vi letc/security/limts.conf
* soft nproc soft_lim num
* hard nproc hard lim _num

Save thefile.
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3. Verify that the following lineisincluded in the appropriate PAM configuration
filesfor any authentication methods for which you want limits enforced; the PAM
configuration filesare located in the/ et ¢/ pam d/ directory. For example, to
enforce limits for users connecting through ssh, addthepam i nits. so
lineto thefile/ et ¢/ pam d/ sshd. Other applicable authentication methods
to include aso are su in the file/ et ¢/ pam d/ su and local loginsin
/ etc/pam d/ | ogin.

session required pamlimts.so

For more information about the Pluggable Authentication Module (PAM), see
the PAM8) man page.

4. Typeexi t to return to the normal prompt on the boot node; the changes you
made should be effective immediately on login nodes.

class/login:/ # exit
boot: ~ #

5. To test that the limits are in place, from alogin node type the following
command, which should return the number specified as the soft limit for the
number of processes available to a user, for example:

boot: ~ # ssh login
login:~ # ulimt -u

For more information about using theul i m t command, seetheul i m t (P)
man page.

7.6 Rack-mount SMW: Creating a Cray System Management
Workstation (SMW) Bootable Backup Drive
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The following procedure creates a bootable backup drive for arack-mount SMW in
order to replace the primary driveif the primary drive fails. When this procedure is
completed, the backup drive on the SMW will be a bootable replacement for the

primary drive when the backup driveis plugged in as or cabled as the primary drive.

Procedure 59. Rack-mount SMW: Creating an SMW bootable backup drive

Important: The disk device names shown in this procedure are only examples.
You should substitute the actual disk device names for your system. The boot disk
isphy7 andisdot 0, and the bootable backup disk isphy6 andisdot 1.

Caution: Shut down the Cray system before you begin this procedure.

Also be aware that there may be a considerable load on the SMW while creating
the SMW bootable backup drive.
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crayadm@mw. ~> su -

Passwor d:

smw.~ # |Is -a

total 0O

drwxr - Xr - x
dr wxr - Xr - x
| rwxr wxr wx
| rwxr Wxr wx
| rwxr Wxr wx
| rwxr Wxr wx
| rwxr wxr wx
| rwxr Wxr wx
| rwxr wxr wx
| rwxr Wxr wx
| rwxr wxr wx
| rwxr Wxr wx
| rwxr wxr wx
| rwxr Wxr wx
| rwxr wxr wx
| rwxr Wxr wx
| rwxr wxr wx
| rwxr Wxr wx
| rwxr wxr wx

RPRRPRPRRRRPREPRPRRRPREPRPRRRERELON
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r oot
r oot
r oot
r oot
r oot
r oot
r oot
r oot
r oot
r oot
r oot
r oot
r oot
r oot
r oot
r oot
r oot
r oot
r oot

1

root 380
root 120
r oot 9
root 9
r oot 9
root 9
r oot 9
root 10
root 10
root 9
root 10
root 9
root 10
root 9
root 10
root 10
r oot 9
root 10
root 10

2.

Log on to the SMW ascr ayadmand su tor oot .

/ dev/ di sk/ by-path

Mar 15 13:21 .
Mar 11 18:42 .
Mar 11 18:42 pci-0000:00:11.0-scsi-0:0:0:0 -> ../..

/sr0
Mar 11 18:42 pci-0000: 00: 12. 2-usb-0:3:1.0-scsi-0:0:0:0 -> ../../sdf
Mar 11 18:42 pci-0000: 00: 12. 2-usb-0:3:1.1-scsi-0:0:0:0 -> ../../srl
Mar 11 18:42 pci-0000: 00: 12. 2-usb-0:3:1.1-scsi-0:0:0:1 -> ../../sdg
Mar 11 18:42 pci-0000:00: 13.2-usb-0:2.1:1.0-scsi-0:0:0:0 -> ../../sde
Mar 11 18: 42 pci-0000: 00: 13. 2-usb-0:2.1:1.0-scsi-0:0:0:0-partl -> ../../sdel
Mar 11 18:42 pci-0000: 00: 13. 2-usb-0:2.1:1.0-scsi-0:0:0:0-part2 -> ../../sde2

Mar 11 18: 42 pci-0000: 05: 00. O- sas- phy4-. ..
Mar 14 15:57 pci-0000: 05: 00. 0- sas- phy4-..

Mar 11 18: 42 pci-0000: 05: 00. O- sas- phy5-. ..
Mar 14 16: 00 pci-0000: 05: 00. O- sas- phy5-. ..
Mar 11 18: 42 pci-0000: 05: 00. O- sas- phy6-. ..
Mar 15 13:21 pci-0000: 05: 00. O- sas- phy6-. ..
Mar 15 13: 21 pci-0000: 05: 00. O- sas- phy6-. ..
Mar 11 18:42 pci-0000: 05: 00. 0- sas- phy7-...
Mar 11 18: 42 pci-0000: 05: 00. 0- sas- phy7-...
Mar 11 18:42 pci-0000: 05: 00. 0- sas- phy7-...

Standardize the SMW's boot-time drive names with the Linux run-time drive
names.

Important: If your SMW configuration fileson the SMW root drive have
been modified already (that is, your site has completed this step at least
once after installing your updated SMW base operating system), skip to
step 3; otherwise, completethis step to standar dize the SMW's boot-time
drive nameswith the Linux run-time drive names.

Set up ordered drives on your rack-mount SMW.

a. ldentify the installed SMW drive model numbers, serial numbers, and
associated Linux device (/ dev) names.
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smv. ~ # ./ smmrapdri ves. sh
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Execute the smamapdr i ves. sh script on the SMW to identify local
(internal) drives mounted in the SMW and provide their Linux device (/ dev)
names.

Note: Effective with the SMW 7.1.UPOO release, the

smavrapdri ves. sh script is provided both as a separate file

in the release and in the base operating system RPM. Prior to do this
update you will need to use the separate file, but when backing up your
SMW at alater date you can use the installed version.

List of SMWinstalled disk drives

Physi ca

slot O:

/ dev/ sda

/ dev/ di sk/ by-
/ dev/ di sk/ by-
/ dev/ di sk/ by-

Physi cal slot 1:
/ dev/ sdc

/ dev/ di sk/ by-
/ dev/ di sk/ by-
/ dev/ di sk/ by-

Physi cal slot 2:
/ dev/ sdd

/ dev/ di sk/ by-
/ dev/ di sk/ by-
/ dev/ di sk/ by-

Physi cal slot 3:
/ dev/ sdb

/ dev/ di sk/ by-
/ dev/ di sk/ by-
/ dev/ di sk/ by-

Physi cal slot 4:

i d/ at a- FUJI TSU_MHZ2160BK_G2_K85DTB227RDS
i d/ scsi - SATA_FUJI TSU_MHZ2160_K85DTB227RDS
pat h/ pci - 0000: 05: 00. 0- sas- phy7- 0x4433221107000000- | un-0

i d/ at a- FUJI TSU_MHZ2160BK_G2_K85DTB227RD7
i d/ scsi - SATA_FUJI TSU_MHZ2160_K85DTB227RD7
pat h/ pci - 0000: 05: 00. 0- sas- phy6- 0x4433221106000000- | un- 0

i d/ at a- FUJI TSU_MHZ2160BK_G2_K85DTB227RF3
i d/ scsi-SATA FUJI TSU_MHZ2160_K85DTB227RF3
pat h/ pci - 0000: 05: 00. 0- sas- phy5- 0x4433221105000000- | un-0

i d/ at a- ST9500620NS_9XF0665V
i d/ scsi - SATA_ST9500620NS_9XF0665V
pat h/ pci - 0000: 05: 00. 0- sas- phy4- 0x4433221104000000- | un-0

NOT | NSTALLED

Physi cal slot 5:

NOT | NSTALLED

The device names for by- i d are persistent and will reference the drive,
regardless of the ot in which the driveisinstalled.

by- pat h namesreference a physical drive slot only and do not identify the
driveinstalled in that dlot. Thisisthe naming used by default for the logging
and database drives when the SMW was installed. Thisby- pat h name

is used to specifically install logging and database file systems because the
by-i d device names refer to the physical drive dots expected to be used
for those file systems and are provided as the default examples in the SMW
installation configuration process.

The/ dev/ sdX drive names are not persistent, except for the/ dev/ sda
drive name, which always refersto the drive installed in physical slot O (zero)
of the SMW; the other / dev/ sdX names can change with each SMW boot
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and will change if drives are added, removed, or reordered in the SMW dlots.
Only the/ dev/ sda drive name may ever be used for the rack-mount SMW
for this reason.

Either the by- i d naming or the by- pat h naming should be chosen for the
site administrative policy for managing the SMW-install disk drives. The
following documentation provides the steps necessary to implement this
selection on the SMW prior to creating an SMW bootabl e backup drive.

b. Back up the following files before proceeding:

smw# cp -p /boot/grub/device. map /boot/grub/devi ce. map- YYYYMMDD
smv# cp -p /boot/grub/menu.lst /boot/grub/menu.l st-YYYYMMDD
smv# cp -p /etc/fstab /etc/fstab- YYYYMMDD

# Del

c

Rackmount r805 SMW

Edit thegr ub devi ce. nap fileto reflect physical drive locations.

To provide a direct mapping of the SMW disk drive physical slots to the boot
loader (BIOS and GRUB) drive namings, the devi ce. map mapping file
used by gr ub should be replaced. Perform the following steps to install new
devi ce. map fileentries to effect this mapping.

1) Editthegr ub devi ce. map file.
2) Delete dll lines.

3) Enter the following linesinto the file. These lines show each drive dot's
physical location mapped to its boot-time hd? name.

Note: by- i d names should not be usedinthedevi ce. map file.

# grub(8) device mapping for boot-drive identification
# hd? nunbers are being nmapped to their physica

(hdo)
(hd1)
(hd2)
(hd3)
(hd4)
(hd5)

/ dev/ di sk/ by-
/ dev/ di sk/ by-
/ dev/ di sk/ by-
/ dev/ di sk/ by-
/ dev/ di sk/ by-
/ dev/ di sk/ by-
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pat h/ pci - 0000: 05: 00. 0- sas- phy7-0x4433221107000000- | un-0
pat h/ pci - 0000: 05: 00. 0- sas- phy6- 0x4433221106000000- | un-0
pat h/ pci - 0000: 05: 00. 0- sas- phy5- 0x4433221105000000- | un-0
pat h/ pci - 0000: 05: 00. 0- sas- phy4- 0x4433221104000000- | un-0
pat h/ pci - 0000: 05: 00. 0- sas- phy3-0x4433221103000000- | un-0
pat h/ pci - 0000: 05: 00. 0- sas- phy2- 0x4433221102000000- | un-0

d. Modify the SMW boot drive/ et ¢/ f st ab fileto utilize by-i d or

by- pat h naming.

Modify the SMW file system mounting configuration fileto utilize SMW disk
by-i d or by- pat h naming. Complete this step to replace any / dev/ sdX
disk partition references.

Note: The output of the smwmapdr i ves. sh script in step 2.a should be
referenced for drive names.

Edit/ et c/ f st ab, replacing drive/ dev/ sdX references with either the
by-i d or by- pat h name's corresponding device name.

When areferenceto / dev/ sdal is being replaced, replace it with the
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corresponding "partition” file system suffixed with - part 1. File system
partitions for / dev/ sda are indicated by the numeral appended to the
device name; for example, / dev/ sdal refersto partition 1 on/ dev/ sda.
Replaceit withthe by- i d and by- pat h device names and suffix the device
name with - par t 1, keeping the same numeral identification.

For example, if ther oot and swap filesystems are currently configured to
mount / dev/ sda2, they should be changed. Using the by- i d device name
from the examplein step 2.a, thef st ab lines would change from:

[ dev/ sdal swap swap defaul ts 00
/ dev/ sda2 / ext 3 acl,user_xattr 11
to:
/ dev/ di sk/ by-id/ata-FUJI TSU MHZ2160BK_G2_K85DTB227RDS-part1l swap swap defaults 00
/ dev/ di sk/ by-i d/ at a- FUJI TSU_MHZ2160BK_G&2_K85DTB227RDS-part2 / ext 3 acl ,user_xattr 11

e. Modify / boot / gr ub/ menu. | st to reflect the devi ce. map
BIOS/boot-up drive changes for the sd X remapping.

The same device name replacement performed on/ et ¢/ f st ab should
also be performed on the GRUB bootloader / boot / gr ub/ menu. | st
configurationfile. All referencesto/ dev/ sdX devices should be replaced
with corresponding by- i d or by- pat h device names.

f. Invokethe gr ub utility to reinstall the SMW boot loader on the primary
boot drive.

Once the changesto devi ce. nap, f st ab, and mrenu. | st have been
completed, the GRUB bootloader boot blocks must be updated to reflect
changes to the device names. Complete this step to update the boot loader
on the boot drive.

Invoke the gr ub utility and reinstall SMW root-drive boot blocks.

smv. ~ # grub --no-curses
GNU GRUB version 0.97 (640K | ower / 3072K upper nenory)

[ Mnimal BASH like Iine editing is supported. For the first word, TAB
lists possible command conpl etions. Anywhere else TAB lists the possible
conpl etions of a device/filenane. ]

grub> root (hd0, 1)
root (hdo, 1)
Filesystemtype is ext2fs, partition type 0x83
grub> setup (hd0)

Checking if "/boot/grub/stagel" exists... yes

Checking if "/boot/grub/stage2" exists... yes

Checking if "/boot/grub/e2fs_stagel 5" exists... yes

Runni ng "enbed /boot/grub/e2fs_stagel 5 (hd0)"... 17 sectors \

are enbedded. Succeeded
Running "install /boot/grub/stagel (hd0) (hd0)1+17 p (hdO, 1)/boot/grub/stage2 \
/ boot/grub/menu.lst"... succeeded
Done.
grub> quit
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3. If the backup drive disk partition table already exists and the partition table on the
backup drive matches the partition table that is on the primary boot drive, skip
this step; otherwise, create the backup drive disk partition table.

In this example, the partition table consists of the following:
e Slice1l: 4 GB Linux swap partition
» Slice 2: Balance of disk space used for the root file system

a. Usethef di sk command to display the boot disk partition layout. (Example
output spacing was modified to fit on the printed page.)

mv. ~ # fdisk -1u /dev/disk/by-path/pci-0000: 05: 00. 0- sas- phy7- 0x4433221107000000- | un-0
Di sk /dev/ di sk/ by- pat h/ pci - 0000: 05: 00. 0- sas- phy7- 0x4433221107000000- 1 un-0: 160.0 GB, \
160041885696 byt es

255 heads, 63 sectors/track, 19457 cylinders, total 312581808 sectors

Units = sectors of 1 * 512 = 512 bhytes

Di sk identifier: 0x00000082

Devi ce
/ dev/ di sk/ by- pat h/ pci - 0000: 05: 00. 0- sas- phy7- 0x4433221107000000- | un-0-part1 \
Boot Start End Bl ocks 1d System
63 16771859 8385898+ 82 Linux swap / Solaris
/ dev/ di sk/ by- pat h/ pci - 0000: 05: 00. 0- sas- phy7- 0x4433221107000000- | un-0-part2 \
Boot Start End Bl ocks 1d System
* 16771860 312576704 147902422+ 83 Linux

b. Usethef di sk command to configure the bootable backup disk partition
layout. Set the bootable backup disk partition layout to match the boot disk
partition layout. First, clear all of the old partitions using the d command
within f di sk; next create a Linux swap and a Linux partition; and then
write your changes to the disk. For help, type mwithin f di sk (see the
following sample output, spacing was modified to fit on the printed page.)

smw. ~ # fdisk -u /dev/disk/by-path/pci-0000: 05: 00. 0- sas- phy6- 0x4433221106000000- | un-0

The nunber of cylinders for this disk is set to 19457.
There is nothing wong with that, but this is larger than 1024,
and could in certain setups cause problenms wth:
1) software that runs at boot tinme (e.g., old versions of LILO
2) booting and partitioning software from other OSs

(e.g., DCs FDI SK, OS/2 FDI SK)

Command (mfor help): p

Di sk /dev/di sk/ by- pat h/ pci - 0000: 05: 00. 0- sas- phy6- 0x4433221106000000- 1 un-0: 160.0 GB, \
160041885696 bytes

255 heads, 63 sectors/track, 19457 cylinders, total 312581808 sectors

Units = sectors of 1 * 512 = 512 bytes

Di sk identifier: 0x00000080

Devi ce
/ dev/ di sk/ by- pat h/ pci - 0000: 05: 00. 0- sas- phy6- 0x4433221106000000- | un-0-part1 \
Boot Start End Bl ocks 1d System
63 16771859 83828 82 Linux swap / Solaris

Partition 1 does not end on cylinder boundary.
/ dev/ di sk/ by- pat h/ pci - 0000: 05: 00. 0- sas- phy6- 0x4433221106000000- | un-0-part2 \
Boot Start End Bl ocks 1d System
167719 312581807 156207044+ 83 Linux
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Command (m for help): d
Partition nunber (1-4): 2

Command (mfor help): d
Sel ected partition 1

Command (m for help): n
Conmmand action
e ext ended
p primary partition (1-4)
p
Partition nunber (1-4): 1
First sector (63-312581807, default 63): (PresstheEnter key)
Usi ng default val ue 63
Last sector, +sectors or +size{K MG (63-312581807, default 312581807): 16771859
Command (mfor help): t
Sel ected partition 1
Hex code (type L to list codes): 82
Changed systemtype of partition 1 to 82 (Linux swap / Solaris)

Command (mfor help): n
Comrand action
e ext ended
p primary partition (1-4)
p
Partition nunber (1-4): 2
First sector (16771860-312581807, default 16771860): (PresstheEnter key)
Using default val ue 16771860
Last sector, +sectors or +size{K, MG (16771860-312581807, default 312581807): (PresstheEnter key)
Usi ng default val ue 312581807

Command (mfor help): w
The partition table has been altered!

Calling ioctl() to re-read partition table.
Synci ng di sks.

c. Display the boot backup disk partition layout and confirm it matches your
phy7 sector information.

smv. ~ # fdisk -1u /dev/disk/by-path/pci-0000: 05: 00. 0- sas- phy6- 0x4433221106000000- | un-0

Di sk /dev/ di sk/ by- pat h/ pci - 0000: 05: 00. 0- sas- phy6: 1- 0x4433221106000000: 0-1 un0: 160.0 GB, \
160041885696 byt es

255 heads, 63 sectors/track, 19457 cylinders, total 312581808 sectors

4. Initialize the swap device.

smv. ~ # nkswap / dev/ di sk/ by- pat h/ pci - 0000: 05: 00. 0- sas- phy6- 0x4433221106000000- | un-0-part1
nmkswap: /dev/ di sk/ by- pat h/ pci-0000: 05: 00. 0- sas- phy6: 1- 0x4433221106000000: O- | un0- part 1:
warni ng: don't erase boothits sectors

(DOS partition table detected). Use -f to force.
Setting up swapspace version 1, size = 8385892 Ki B
no | abel, UU D=cOef 22ac- b405- 4236- 855b- e4a09b6e94ed
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5. Create a new file system on the backup driver oot partition by executing the

nkf s command.

smw, ~ # nkfs -t ext3 \

/ dev/ di sk/ by- pat h/ pci - 0000: 05: 00. 0- sas- phy6- 0x4433221106000000- | un- 0- part 2

nke2fs 1.41.9 (22- Aug-2009)

Fi |l esystem | abel =

CS type: Linux

Bl ock size=4096 (| o0g=2)

Fragnent size=4096 (| og=2)

9248768 i nodes, 36976243 bl ocks

1848812 bl ocks (5.00% reserved for the super user
First data bl ock=0

Maxi mum fi | esyst em bl ocks=4294967296

1129 bl ock groups

32768 bl ocks per group, 32768 fragments per group
8192 i nodes per group

Super bl ock backups stored on bl ocks:

32768, 98304, 163840, 229376, 294912, 819200, 884736, 1605632, 2654208,

4096000, 7962624, 11239424, 20480000, 23887872
Witing inode tables: done
Creating journal (32768 bl ocks): done
Witing superblocks and fil esystem accounting i nformati on: done

This filesystemwi |l be automatically checked every 37 nounts or
180 days, whichever cones first. Use tune2fs -c or -i to override

6. Mount the new backup r oot filesystemon/ mt .

smv. ~ # nmount /dev/ di sk/ by- pat h/ pci - 0000: 05: 00. 0- sas- phy6- 0x4433221106000000- | un-0-part2 \

/ mt

7. Confirm that the backup r oot file system is mounted.

smwv. ~ # df

Fi |l esystem 1K- bl ocks Used Avail abl e Use% Mount ed on
/ dev/ sda2 303528624 6438700 281671544 3%/

udev 1030332 116 1030216 1% / dev

/ dev/ sdb2 306128812 195568 290505224 1%/ mt

Therunning r oot file system device is the one mounted on/ .
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8. Dump therunning r oot file system to the backup drive.

smv ~ # cd /mt
smw. ~ # dunp Of - /dev/disk/by-path/pci-0000:05: 00. 0- sas- phy7- 0x4433221107000000- | un-0-part2 \
| restore rf -

DUMP: WARNING no file “/etc/dunpdates

Date of this level 0 dunp: Tue Mar 15 13:43:17 2011
Dumpi ng /dev/sda2 (/) to standard out put
Label : none
Witing 10 Kil obyte records
mapping (Pass 1) [regular files]
mapping (Pass 11) [directories]
estimated 7898711 bl ocks
Volume 1 started with block 1 at: Tue Mar 15 13:44:40 2011
dunping (Pass II1) [directories]
dunping (Pass |V) [regular files]
./lost+found: File exists
79.34% done at 20890 kB/s, finished in 0:01
Vol unme 1 conpleted at: Tue Mar 15 13:52:13 2011
Vol ume 1 7908080 bl ocks (7722. 73MB)
Vol ume 1 took 0:07:33
Volume 1 transfer rate: 17457 kB/s
7908080 bl ocks (7722. 73MB)
finished in 453 seconds, throughput 17457 kBytes/sec
Date of this level 0 dunp: Tue Mar 15 13:43:17 2011
Date this dunp conpleted: Tue Mar 15 13:52:13 2011
Average transfer rate: 17457 kB/s
DUMP | S DONE

9. Modify the backup drive'sf st ab and nenu. | st filesto reflect the backup
drive's device, replacing the primary drive's device name.

Note: Thisstep isonly necessary if by-i d namesare used. If by- pat h
names are being utilized for ther oot and swap devices, changes are not
necessary; these devices reference physical sots, and the backup drive will be
moved to the same physical sot (slot 0) when replacing afailed primary boot
drive.

a. Edit/ mt/etc/fstab;replacether oot and swap partitions by-i d
device names with those used for this backup device, replacing the original
disk device name.

For example, change:

[ dev/ di sk/ by-i d/ at a- FUJI TSU_MHZ2160BK_&_K85DTB227RDS- part1l swap swap defaults
/ dev/ di sk/ by-i d/ ata- FUJI TSU MHZ2160BK_&_K85DTB227RDS-part2 / ext3 acl,user_xattr

to:

[ dev/ di sk/ by-i d/ at a- FUJI TSU_MHZ2160BK_&_K85DTB227RD7-partl swap swap defaults
[ dev/ di sk/ by-i d/ ata- FUJI TSU MHZ2160BK_&_K85DTB227RD7-part2 / ext3 acl,user_xattr
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b. Edit/ mt/ boot/ grub/ menu. | st ; replacether oot = andr esune=
device names with those used for this backup device, replacing the original
disk device name.

Note: Ther oot = entry normally refersto partition - par t 2, and the
r esune= entry normally refers to partition - part 1; these partition
references must be maintained.

For example, replace the menu. | st configuration references of:
r oot =/ dev/ di sk/ by-i d/ at a- FUJI TSU_MHZ2160BK_&_K85DTB227RDS- part 2
with:
r oot =/ dev/ di sk/ by-i d/ at a- FUJI TSU_MHZ2160BK_&_K85DTB227RD7- part 2
or similarly with the by - i d device names, if those are preferred.
Replace the r esune= references similarly.
10. Install the gr ub boot loader.
To make the backup drive bootable, reinstall the gr ub boot facility on that drive.

Caution: Although al of the disks connected to the SMW are available to the

A system, gr ub only detects the first 16 devices. Therefore, if you add adisk to
the SMW after the SMW is connected to the boot RAID, it is advisable to
reboot the SMW befor e continuing this procedure.

a. Create aunique file on the backup drive to be used to identify that driveto
gr ub boot facility.

smw. ~ # cd /
smw. ~ # touch /mt/THIS IS 6

b. Invokethe gr ub boot utility. Within the gr ub boot utility:

1) Executethefi nd command to locate the drive designation that gr ub
USES.

2) Select the drive to which the boot blocks will be installed with the r oot
command.

3) Usethe set up command to set up and install the gr ub boot blocks
on that drive.

Note: The Linux gr ub utility and boot system always refer to drives as
hd, regardless of the actual type of drives.
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For example:

smwv. ~ # grub --no-curses
GNU GRUB version 0.97 (640K | ower / 3072K upper mnenory)

[ Mnimal BASH like line editing is supported. For the first word, TAB
lists possible command conpl etions. Anywhere else TAB |ists the possible
conpl etions of a device/filenane. ]

grub> find /THHS IS 6
(hd2, 1)

grub> root (hd2,1)
root (hd2,1)

Filesystemtype is ext2fs, partition type 0x83

grub> setup (hd2)

Checking if "/boot/grub/stagel" exists... yes

Checking if "/boot/grub/stage2" exists... yes

Checking if "/boot/grub/e2fs_stagel 5" exists... yes

Runni ng "enbed /boot/grub/e2fs_stagel 5 (hd2)"... 17 sectors are enbedded
succeeded

Running "install /boot/grub/stagel (hd2) (hd2)1+17 p (hd2, 1)/boot/grub/stage2 \
[ boot/grub/menu.lst"... succeeded

Done.
grub> quit

Important: For rack-mount SMWSs, gr ub recreates devi ce. nap with
the short names, not the persistent names. The/ dev/ sdx names must not
be trusted. Always usef i nd the next time you execute gr ub because it
ispossible that gr ub r oot may not be hd2 the next time you execute
grub.

11. Unmount the backup root partition.

smw. ~ # unount /nmmt

The drive is now bootable once plugged in or cabled as the primary drive.

7.7 Desk-side SMW: Creating an System Management
Workstation (SMW) Bootable Backup Drive

The following procedure creates a System Management Workstation (SMW) bootable
backup drive for a desk-side SMW in order to replace the primary drive if the primary
drive fails. When this procedure is completed, the backup drive on the SMW will be a
bootable replacement for the primary drive when the backup drive is plugged in as

or cabled as the primary drive.

Note: In the following procedure, / dev/ sdX2 isthe SMW disk (either
/ dev/ sdb2 or / dev/ sdc?2).
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Procedure 60. Desk-side SMW: Creating an SMW bootable backup drive

Important: The disk device names shown in this procedure are only examples.
You should substitute the actual disk device names for your system. For example,
on an SMW with three SMW disks, the boot disk is/ dev/ sda and the bootable
backup disk is/ dev/ sdc; on an SMW with two SMW disks, the boot disk is

/ dev/ sda and the bootable backup disk is/ dev/ sdb.

f Caution: Shut down the Cray system before you begin this procedure.

Also be aware that there may be a considerable load on the SMW while creating
the SMW bootable backup drive.

1. Logontothe SMW ascr ayadmand su tor oot .

crayadm@mv. ~> su - root
smw. ~ #

2. If the backup drive disk partition table already exists and the partition table on the
backup drive matches the partition table that is on the primary boot drive, skip
this step; otherwise, create the backup drive disk partition table.

Note: For optimal performance, the source and destination disks should be
on different buses; drive dlots 0 and 1 are on a different bus than drive sots
2and 3.

In this example, the partition table consists of the following:

e Slice 1: 4 GB Linux swap partition

» Slice 2: Balance of disk space used for the root file system

a Usethef di sk command to display the boot disk partition layout.

smv. ~ # fdisk -1u /dev/sda

Di sk /dev/sda: 320.0 GB, 320072933376 bytes

255 heads, 63 sectors/track, 38913 cylinders, total 625142448 sectors
Units = sectors of 1 * 512 = 512 bytes

Devi ce Boot Start End Bl ocks Id System
/ dev/ sdal 63 8401994 4200966 82 Linux swap / Solaris
/ dev/sda2 * 8401995 625137344 308367675 83 Linux

b. Usethef di sk command to configure the bootable backup disk partition
layout. Set the bootable backup disk partition layout to match the boot disk
partition layout. First, clear all of the old partitions using the d command
within f di sk; next create a Linux swap and a Linux partition; and then
write your changes to the disk. For help, type mwithin f di sk (see the
following sample output).

smv. ~ # fdisk -u /dev/sdb
The nunmber of cylinders for this disk is set to 38913.

There is nothing wong with that, but this is larger than 1024,
and could in certain setups cause problens wth:
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1) software that runs at boot tinme (e.g., old versions of LILO
2) booting and partitioning software from other OSs
(e.g., DOS FDI SK, OS/2 FDI SK).

Conmand (mfor help): p

Di sk /dev/sdb: 320.0 GB, 320072933376 bytes

255 heads, 63 sectors/track, 38913 cylinders, total 625142448 sectors
Units = sectors of 1 * 512 = 512 bytes

Devi ce Boot Start End Bl ocks Id System
/ dev/ sdbl 63 8401994 4200966 82 Linux swap
/ dev/ sdb2 8401995 625105214 308351610 83 Linux

Conmand (mfor help): d
Partition nunber (1-5): 2
Command (mfor help): d
Sel ected partition 1
Conmand (mfor help): n
Command action

e extended

p primary partition (1-4)
p

Partition nunber (1-4): 1
First sector (63-625105215, default 63): (PresstheEnter key)
Usi ng default value 63

Last sector or +size or +sizeMor +sizeK (63-625105215, default 625105215):

Command (mfor help): t

Sel ected partition 1

Hex code (type L to list codes): 82

Changed systemtype of partition 1 to 82 (Linux swap / Solaris)

Command (mfor help): n

Conmand action

e extended

p primary partition (1-4)

p

Partition nunber (1-4): 2

First sector (8401995-625105215, default 8401995): (PresstheEnter key)
Usi ng default val ue 8401995

8401994

Last sector or +size or +sizeMor +sizeK (8401995-625105215, default 625105215): \

(Pressthe Ent er key)
Usi ng default value 625105215

Command (mfor help): w
The partition table has been altered!

Calling ioctl() to re-read partition table.
Synci ng di sks.
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c. Display the boot backup disk partition layout.

smv. ~ # fdisk -lu /dev/sdb

Di sk /dev/sdb: 320.0 GB, 320072933376 bytes

255 heads, 63 sectors/track, 38913 cylinders, total 625142448 sectors
Units = sectors of 1 * 512 = 512 hytes

Devi ce Boot Start End Bl ocks Id System
/ dev/ sdcl 63 8401994 4200966 82 Linux swap / Solaris
/ dev/sdc2 * 8401995 625137344 308367675 83 Linux

3. Initialize the swap device.

smw. ~ # nkswap /dev/sdbl
4. Standardizethe/ et c/ f st ab and gr ub disk device names.

The device names that the installation process writes into the

/ boot / grub/ menu. | st fileare UDEV-based names (for example,

/ dev/ di sk/ by-id/ scsi - SATA ST3320620AS _922J3-part 2 or

/ dev/ di sk/ by-id/ at a- ST3320620A 9QFA85PV- part 2) instead

of the more commonly used device names (for example, / dev/ sda2 or

/ dev/ hda2). In thefollowing procedures, edit the / boot / gr ub/ nenu. | st
fileto change only the long UDEV-based name to the shorter, commonly used
device name reflected in the output of the df command on your system.

If the device names have already been standardized, skip to step 5.

é Caution: Mistakesinthe/ boot / gr ub/ menu. | st filewill affect your
ability to boot the SMW.

a SLES1lsetsup/etc/fstaband/boot/grub/ menu. | st with
UDEV-based names for the root device. For example:

smv ~ # head -2 /etc/fstab
[ dev/ di sk/ by-i d/ scsi - SATA ST3320620AS_9QF922J3-part2 / ext3 acl,user_xattr 11
[ dev/ di sk/ by-i d/ scsi - SATA _ST3320620AS_9QF922J3-partl swap swap defaults 00

smv. ~ # nore /boot/grub/menu. | st
###Don' t change this comment - YaST2 identifier: Oiginal nane: |inux###
title SUSE Linux Enterprise Server 11 - 2.6.27.19-5

root (hdo, 1)

kernel /boot/vminuz-2.6.27.19-5-default \

r oot =/ dev/ di sk/ by-i d/ at a- ST3320620AS_5Q-00F84-part 2 \

resume=/ dev/ sdal spl ash=sil ent crashkernel =256M : 128Mal6M

showopt s vga=0x3la initrd /boot/initrd-2.6.27.19-5-defaul t

###Don't change this coment - YaST2 identifier: Oiginal nane: fail safe###
title Failsafe -- SUSE Linux Enterprise Server 11 - 2.6.27.19-5

root (hdo, 1)

kernel /boot/vm inuz-2.6.27.19-5-default \

r oot =/ dev/ di sk/ by-i d/ at a- ST3320620AS_5QF00F84-part 2 showopts \

i de=nodma apmnroff noresune edd=of f powersaved=of f nohz=of f hi ghres=off

processor. max_cstate=1 x11fail saf e vga=0x31la

initrd /boot/initrd-2.6.27.19-5-defaul t
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b. Executethe df command to get the name of the device to use in the
/etc/fstab and/boot/ grub/ menu. | st filesto replace the
long UDEV-based device name. Then edit your / et ¢/ f st ab and
/ boot / grub/ menu. | st filesappropriately.

1) Executethe df command to get the name of the device to use in the
/etc/fstaband/boot/ grub/menu. | st filesto replace thelong
UDEV-based device name. For example:

smv. # df
Fil esystem 1K-Dbl ocks Used Avai l abl e Use% Munt ed on
/ dev/ sda2 303528624 40652904 247457340 15%/
udev 1030780 460 1030320 1%/ dev
2) Save acopy of your / et c/ f st ab and/ boot / gr ub/ nenu. | st
files.
smv # cp -p /etc/fstab /etc/fstab. save
smwv # cp -p /boot/grub/menu. | st /boot/grub/nenu.l st. save
3) Edit your / et c/ f st ab file appropriately; you will use the
device name (dev) you got from the df command output. In
this example, the "1" and "2" refer to the partition names on the
device. Change the following lines, which changes the long name
di sk/ by-i d/ scsi - SATA ST3320620AS_9QF922J3-part 2
to sda2 and changes
di sk/ by-i d/ scsi - SATA_ST3320620AS_9QF922J3-part1lto
sdal. Ensurethat your swap ison sdal:
[ dev/ di sk/ by-i d/ scsi - SATA ST3320620AS_9QF922J3-part2 / ext3 acl,user_xattr 11
[ dev/ di sk/ by-i d/ scsi - SATA _ST3320620AS_9QF922J3-partl swap swap defaults 00
to:
/ dev/ sda2 / ext 3 acl,user_xattr 11
/ dev/ sdal swap swap defaul ts 00

4) Edityour/ boot/ gr ub/ menu. | st fileappropriately; use the device
name (dev) you got from the df command output. Change the long name
di sk/ by-i d/ scsi - SATA _ST3320620AS_9QF922J3- part 2 to
sda2. Change the following lines:
title SUSE Linux Enterprise Server 11 - 2.6.27.19-5
kernel /boot/vm inuz-2.6.27.19-5-default \

r oot =/ dev/ di sk/ by-i d/ at a- ST3320620AS_5QF00F84-part 2 \
resunme=/ dev/ sdal spl ash=sil ent crashkernel =256M : 128Madl6M showopt s vga=0x31la

to:

title SUSE Linux Enterprise Server 11 - 2.6.27.19-5
kernel /boot/vm inuz-2.6.27.19-5-default \
root =/ dev/ sda2 resune=/dev/sdal splash=silent \
crashker nel =256M : 128Mal6M showopt s vga=0x3la
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and change the following lines:

title Failsafe -- SUSE Linux Enterprise Server 11 - 2.6.27.19-5
kernel /boot/vm inuz-2.6.27.19-5-default \
r oot =/ dev/ di sk/ by-i d/ at a- ST3320620AS_5QF00F84part2 \
showopt s i de=nodnma apn¥of f noresune edd=of f powersaved=off nohz=off \
hi ghres=of f processor. max_cstate=1 x11f ai | saf e vga=0x31la

to:

title Failsafe -- SUSE Linux Enterprise Server 11 - 2.6.27.19-5
kernel /boot/vm inuz-2.6.27.19-5-default \
root =/ dev/ sda2 showopts i de=nodma apmroff noresunme edd=of f \
power saved=of f nohz=of f hi ghres=of f processor.nmax_cstate=1 x11fail safe vga=0x31la

5) Verify that the edited filesare correct and matches the output of the df

command.
smwv, ~ # head -2 /etc/fstab
/ dev/ sda2 / ext 3 acl ,user_xattr 11
/ dev/ sdal swap swap defaults 00

smw. ~ # nore /boot/grub/menu. | st
###Don' t change this comment - YaST2 identifier: Oiginal nane: |inux###
title SUSE Linux Enterprise Server 11 - 2.6.27.19-5
root (hdo, 1)
kernel /boot/vminuz-2.6.27.19-5-default root=/dev/sda2 \
resume=/ dev/ sdal spl ash=sil ent crashkernel =256M : 128M@l6M showopt s
initrd /boot/initrd-2.6.27.19-5-defaul t

###Don't change this coment - YaST2 identifier: Oiginal nane: fail safe###
title Failsafe -- SUSE Linux Enterprise Server 11 - 2.6.27.19-5

root (hdo, 1)

kernel /boot/vm inuz-2.6.27.19-5-default \

r oot =/ dev/ sda2 showopts i de=nodma apmroff noresune edd=of f

power saved=of f nohz=of f hi ghres=off initrd /boot/initrd-2.6.27.19-5-default

5. Update the gr ub device table to recognize any new drives added since the init
operating system installation.

é Caution: Although al of the disks connected to the SMW are available to the

system, gr ub only detects the first 16 devices. Therefore, if you add a disk
the SMW after the SMW is connected to the boot RAID, it is advisable to
reboot the SMW befor e continuing this procedure.

a. Back up the current gr ub device mapping file.

smw. ~ # nmv / boot/ grub/ devi ce. map / boot/ grub/devi ce. map- YYYYMMDD

b. Invokethe gr ub utility to create a new device mapping file.

smw. ~ # grub --devi ce- map=/ boot/ grub/ devi ce. map

Probi ng devices to guess BICS drives. This nay take a long ti
GNU GRUB version 0.97 (640K | ower / 3072K upper nenory)

grub> quit
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Thefile/ boot / gr ub/ devi ce. nap is now updated to reflect al drives,
utilizing the standardized drive naming. This filecan be viewed for verification;
for example:

smw. ~ # cat /boot/grub/device. map
(fdo) / dev/fdoO
(hd0) / dev/ sda
(hd1) / dev/ sdc

6. Create a new file system on the backup drive root partition by executing the
nmkf s command.

smw. ~ # nkfs -t ext3 /dev/sdb2
nke2fs 1.41.1 (01- Sep-2008)

Fi | esystem | abel =
CS type:

Bl ock size=4096 (| o0g=2)
Fragnent size=4096 (| og=2)

19275776 i nodes,

77091918 bl ocks

3854595 bl ocks (5.00% reserved for the super user

First

data bl ock=0

Maxi mum fi | esyst em bl ocks=4294967296

2353 bl ock groups

32768 bl ocks per group, 32768 fragments per group
8192 i nodes per group
Super bl ock backups stored on bl ocks:

Witing inode tables
Creating journa

32768, 98304, 163840, 229376, 294912, 819200, 884736, 1605632, 2654208,
4096000, 7962624, 11239424, 20480000, 23887872, 71663616

done

(32768 bl ocks): done

Witing superblocks and fil esystem accounting i nformati on: done

This filesystemwill
180 days, whichever cones first. Use tune2fs -c or -i to override

smw, ~ #

250

be automatically checked every 33 mounts or

7. Mount the new backup root file system on/ nmt .

smwv. ~ # nount /dev/sdb2 / mt

8. Confirm the running root file system device.

smwv. ~ # df

Fi |l esystem 1K- bl ocks Used Avai |l abl e Use% Mount ed on
/ dev/ sda2 303528624 6438700 281671544 3%/

udev 1030332 116 1030216 1%/ dev

/ dev/ sdb2 306128812 195568 290505224 1%/ mt

The running root file system device is the one mounted on/ .
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9.

10.

Dump the running root file system to the backup drive.

smw. ~ # cd /mt

smw. ~ # dunp Of - /dev/sda2 | restore rf -

DUVP: WARNING. no file “/etc/dunpdates'

DUWP:. Date of this level 0 dunp: Thu Nov 11 06:55:29 2010
DUMP: Dunpi ng /dev/sda2 (/) to standard out put

DUWP: Label : none

DUWP: Witing 10 Kil obyte records

DUVMP: mapping (Pass 1) [regular files]

DUVP: mapping (Pass I1) [directories]

DUWP: estinmated 4003398 bl ocks.

DUVP: Volume 1 started with block 1 at: Thu Nov 11 06:57:38 2010
DUVMP: dunping (Pass I11) [directories]

DUVP: dunping (Pass 1V) [regular files]

restore: ./lost+found: File exists

DUWP: 81.99% done at 10941 kB/s, finished in 0:01

DUWP: Vol unme 1 conpleted at: Thu Nov 11 07:04: 01 2010
DUMP: Vol une 1 4008910 bl ocks (3914. 95MB)

DUWP: Vol une 1 took 0:06: 23

DUWP: Volune 1 transfer rate: 10467 kB/s

DUWMP: 4008910 bl ocks (3914. 95MB)

DUVP: finished in 383 seconds, throughput 10467 kBytes/sec
DUWP:. Date of this level 0 dunp: Thu Nov 11 06:55:29 2010
DUVP: Date this dunp conpleted: Thu Nov 11 07:04:01 2010
DUVP: Average transfer rate: 10467 kB/s

DUMP: DUMP | S DONE

Install the gr ub boot loader.

To make the backup drive bootable, reinstall the gr ub boot facility on that drive.

Caution: Although al of the disks connected to the SMW are available to the
system, gr ub only detects the first 16 devices. Therefore, if you add a disk to
the SMW after the SMW is connected to the boot RAID, it is advisable to
reboot the SMW befor e continuing this procedure.

a. Create aunique file on the backup drive to be used to identify that driveto
gr ub boot facility.

smw. ~ # cd /
smw. ~ # touch /mt/THI S_I S_SDX

b. Invokethe gr ub boot utility. Within the gr ub boot utility:

1) Executethefi nd command to locate the drive designation that gr ub
USES.

2) Select the drive to which the boot blocks will be installed with the r oot
command.

3) Usethe set up command to set up and install the gr ub boot blocks
on that drive.

Note: The Linux gr ub utility and boot system always refer to drives as
hd, regardless of the actual type of drives.
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For example:

smwv. ~ # grub --no-curses

GNU GRUB version 0.97 (640K | ower / 3072K upper menory)

[ Mnimal BASH like line editing is supported. For the first word, TAB*
| ists possi bl e command conpl etions. Anywhere else TAB |ists the possible
conpl etions of a device/filenanme. ]

grub> find /TH S_I S _SDX

find /TH S_I S_SDX

(hd1, 1)

grub> root (hdil, 1)

root (hdil, 1)

Filesystemtype is ext2fs, partition type 0x83

grub> setup (hdl)

setup (hdl)

Checking if "/boot/grub/stagel" exists... yes

Checking if "/boot/grub/stage2" exists... yes

Checking if "/boot/grub/e2fs_stagel 5" exists... yes

Runni ng "enbed /boot/grub/e2fs_stagel 5 (hdl)"... 17 sectors are enbedded.
succeeded

Running "install /boot/grub/stagel (hdl) (hdl)1+17 p

(hd1, 1)/ boot/ grub/ st age2 /boot/grub/menu.lst"... succeeded

Done.

grub> quit

11. Unmount the backup root partition.

smwv. ~ # unount /dev/sdb2

The drive is now bootable once plugged in or cabled as the primary drive.

7.8 Rack-mount SMW: Setting Up the Bootable Backup Drive as
an Alternate Boot Device

Warning: You must be running the SUSE Linux Enterprise Server version 11

e Service Pack 2 (SLES 11 SP2) or Service Pack 3 (SLES 11 SP3) SMW base
operating system and a release of SMW 7.0 or later on your SMW in order to
perform the procedures in this chapter.

The following procedure modifies a bootable backup drive for arack-mount SMW in
order to boot from and run the rack-mount SMW from the backup root partition.

Important: To boot from this backup drive, the primary boot drive must still be
operable and able to boot the gr ub boot blocks installed. If the backup driveis
modified to boot as an alternate boot device, it will no longer function as a bootable
backup if the primary drive fails.

Procedure 61. Rack-mount SMW: Setting up the bootable backup drive as an
alternate boot device

Note: This procedure will not provide a usable backup drive that can be booted
in the event of a primary drive failure.
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é Caution: The disk device names shown in this procedure are only examples. You
should substitute the actual disk device names for your system. The boot disk is
phy7 andisdot 0, and the bootable backup disk isphy6 and isslot 1.

1. Mount the backup drive's root partition.

smw. ~ # nmount /dev/ di sk/ by-pat h/ pci-0000: 05: 00. 0- sas- phy6- 0x4433221106000000- | un-0-part2 / mt

2. Create anew boot entry inthe/ boot / gr ub/ menu. | st file. Thisentry should
be a duplicate of the primary boot entry with the following changes:

* Modify thetitle to uniquely identify the backup boot entry.

* Modify ther oot (hdO, 1) directiveto reflect the gr ub name of the backup
drive.

* Modify ther oot = and r esune= specificationsto reference the backup
drive device.
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An example/ boot / gr ub/ menu. | st filefollows. Note the new entry for the
backup drive. This example references phy7 (dot 0) and as the primary drive
and phy6 (slot 1) as the backup drive.

smw. ~ # cp -p /boot/grub/menu.lst /boot/grub/menu.lst.20110317

smw. ~ # vi /boot/grub/ menu.l st

smw. ~ # cat /boot/grub/nenu.l st

# Modified by YaST2. Last nodification on Wed Jun 27 12:32:43 CDT 2012
default O

timeout 8

##YaST - generic_nbr

of xnenu (hdO, 1)/ boot / message

##YaST - activate

###Don' t change this coment - YaST2 identifier: Oiginal name: |inux###

title SUSE Linux Enterprise Server 11 SP3 - 3.0.26-0.7
root (hdo,1)
kernel /boot/vminuz-3.0.26-0.7-default \
r oot =/ dev/ di sk/ by- pat h/ pci - 0000: 05: 00. 0- sas- phy7- 0x4433221107000000- | un-0-part2 \
resune=/ dev/ di sk/ by- pat h/ pci - 0000: 05: 00. 0- sas- phy7- 0x4433221107000000- | un-0-part1 \
spl ash=si | ent crashkernel =256M : 128M showopts vga=0x3la
initrd /boot/initrd-3.0.26-0.7-default

### New entry allow ng a boot of the back-up drive when the prinmary drive

### is still present.

title BACK-UP DRI VE - SUSE Linux Enterprise Server 11 SP3 - 3.0.26-0.7
root (hdi, 1)
kernel /boot/vnminuz-3.0.26-0.7-default \
root =/ dev/ di sk/ by- pat h/ pci - 0000: 05: 00. 0- sas- phy6- 0x4433221106000000- | un-0-part2 \
resune=/ dev/ di sk/ by- pat h/ pci - 0000: 05: 00. 0- sas- phy6- 0x4433221106000000- | un-0-part1 \
spl ash=si | ent crashkernel =256M : 128M showopts vga=0x3la
initrd (hd0,1)/boot/initrd-3.0.26-0.7-default

###Don' t change this coment - YaST2 identifier: Oiginal name: fail safe###

title Failsafe -- SUSE Linux Enterprise Server 11 SP3 - 3.0.26-0.7
root (hdo, 1)
kernel /boot/vnlinuz-3.0.26-0.7-default \
root =/ dev/ di sk/ by- pat h/ pci - 0000: 05: 00. 0- sas- phy7- 0x4433221107000000- | un-0-part2 \
showopt s i de=nodma apmeof f noresune edd=of f powersaved=of f \
nohz=of f hi ghres=of f processor. max_cstate=1 nonodeset x11fail safe vga=0x3la
initrd /boot/initrd-3.0.26-0.7-default

3. Modify the backup drive's/ et c/ f st ab fileto reference the secondary drive
dlot rather than the first drive dlot.

a. Examinethe backup drive'sf st ab file.

smv~ # cp -p /mt/etc/fstab /mt/etc/fstab. 20110317

smv. ~ # cat /mt/etc/fstab

/ dev/ di sk/ by- pat h/ pci - 0000: 05: 00. 0- sas- phy7- 0x4433221107000000- | un-0-part1 \
swap swap defaults 00

/ dev/ di sk/ by- pat h/ pci - 0000: 05: 00. 0- sas- phy7- 0x4433221107000000- | un-0-part2 \
/ ext3 acl ,user_xattr 11

proc / proc proc defaul ts 00
sysfs / sys sysfs noaut o 00
debugfs / sys/ ker nel / debug debugf s noaut o 00
usbfs / proc/ bus/ usb usbfs noaut o 00
devpts / dev/ pts devpts node=0620, gi d=5 00
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b. Editthe/ nmt/ et ¢/ f st ab file, changing phy 7 to phy 6 device names
to reference the backup drive. In the following example, the backup drive
isphy6: 1- ...

smwv. ~ # vi /mt/etc/fstab

smv. ~ # cat /mt/etc/fstab

/ dev/ di sk/ by- pat h/ pci - 0000: 05: 00. 0- sas- phy6- 0x4433221106000000- | un-0-part1 \
swap swap defaul ts 00

[ dev/ di sk/ by- pat h/ pci - 0000: 05: 00. 0- sas- phy6- 0x4433221106000000- | un-0-part2 \
/ ext 3 acl ,user_xattr 11

pr oc / proc proc defaul ts 00
sysfs / sys sysfs noaut o 00
debugf s / sys/ ker nel / debug debugf s noaut o 00
usbfs / proc/ bus/ usb usbfs noaut o 00
devpt s / dev/ pts devpts nmode=0620, gi d=5 00

4. Unmount the backup drive.

smw. ~ # unount /mmt

The SMW can now be shut down and rebooted. Upon display of the Please select
boot device prompt, select the BACK-UP DRIVE - SLES 11 entry to boot the
backup root partition.

7.9 Desk-side SMW: Setting Up the Bootable Backup Drive as
an Alternate Boot Device

The following procedure modifies a bootable backup drive for a desk-side SMW in
order to boot from and run the desk-side SMW from the backup root partition.

Important: To boot from this backup drive, the primary boot drive must still be
operable and able to boot the gr ub boot blocks installed. If the backup driveis
modified to boot as an alternate boot device, it will no longer function as a bootable
backup if the primary drive fails.

Procedure 62. Desk-side SMW: Setting up the bootable backup drive as an
alternate boot device

Note: This procedure will not provide a usable backup drive that can be booted
in the event of a primary drive failure.

Caution: The disk device nhames shown in this procedure are provided as examples

A only. Substitute the correct disk devices for your system. For example, on an SMW
with three SMW disks, the boot disk is/ dev/ sda and the bootable backup disk is
/ dev/ sdc; on an SMW with two SMW disks, the boot disk is/ dev/ sda and
the bootable backup disk is/ dev/ sdb.

1. Mount the backup drive's root partition.

smw. ~ # nount /dev/sdX2 /mmt
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2. Create anew boot entry inthe/ boot / gr ub/ menu. | st file. Thisentry should
be a duplicate of the primary boot entry with the following changes:

* Modify thetitle to uniquely identify the backup boot entry.

* Modify ther oot (hdO, 1) directive to reflect the gr ub name of the
backup drive. If you do not know the gr ub name of the backup drive, it is
provided inthe/ boot / gr ub/ devi ce. nap fileon the primary drive.

* Modify ther oot = and r esune= specificationsto reference the backup
drive device.

An example/ boot / gr ub/ nmenu. | st filefollows. Note the new entry at the
end of thefile. This example references/ dev/ sda as the primary drive and
/ dev/ sdc as the backup drive.

smwv. ~ # cat /boot/grub/nmenu. | st

# Modified by YaST2. Last nodification on Wed Dec 9 15:09:52 UTC 2009
default 0O

tineout 8

##YaST - generic_nbr

gf xmenu (hdoO, 1)/ boot/ nessage

##YaST - activate

###Don't change this comment - YaST2 identifier: Oiginal nane: |inux###
title SUSE Linux Enterprise Server 11 - 2.6.27.19-5
root (hdo, 1)
kernel /boot/vminuz-2.6.27.19-5-default root=/dev/sda2 \
resunme=/ dev/ sdal spl ash=sil ent crashkernel =256M : 128Mal6M showopt s vga=0x3la \
initrd /boot/initrd-2.6.27.19-5-default

###Don't change this comment - YaST2 identifier: Oiginal nane: fail safe###
title Failsafe -- SUSE Linux Enterprise Server 11 - 2.6.27.19-5
root (hdo, 1)
kernel /boot/vm inuz-2.6.27.19-5-default root=/dev/sda2 showopts \
i de=nodma apmeof f noresunme edd=of f power saved=of f nohz=of f hi ghres=of f \
processor. max_cstate=1 x11fail safe vga=0x3la \
initrd /boot/initrd-2.6.27.19-5-defaul t

###Don't change this coment - YaST2 identifier: Oiginal nanme: floppy###
title Floppy

root noverify (fdoO)

chai nl oader +1

### New entry allowi ng a boot of the back-up drive when the primary drive
### is still present.
title BACK-UP DRI VE - SUSE Linux Enterprise Server 11 - 2.6.27.19-5
root (hdo, 1)
kernel /boot/vnlinuz-2.6.27.19-5-default root=/dev/sdc2 \
resume=/ dev/ sdcl spl ash=sil ent crashkernel =256M : 128Ma 6M showopt s vga=0x3la \
initrd /boot/initrd-2.6.27.19-5-defaul t

3. Modify the backup drive's/ et c/ f st ab fileto reference the secondary drive
slot rather than the first drive sot.
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a. Examine the backup drive'sf st ab file.

smw, ~ # cat /mt/etc/fstab

/ dev/ sdal swap swap defaults 00
/ dev/ sda2 / ext 3 acl , user_xattr 11
pr oc / proc proc defaul ts 00
sysfs / sys sysfs noaut o 00
debugfs / sys/ ker nel / debug debugfs noaut o 00
usbfs / proc/ bus/ usb usbfs noaut o 00
devpt s [ dev/ pts devpts node=0620, gi d=5 00

b. Editthe/ mt/ et ¢/ f st ab file changing/ dev/ sdal and/ dev/ sda2
to reference the backup drive. In the following example, the backup driveis

/ dev/ sdc.

smv. ~ # vi /mt/etc/fstab

/ dev/ sdc1 swap swap defaults 00
/ dev/ sdc?2 / ext 3 acl ,user_xattr 11
pr oc / proc proc defaul ts 00
sysfs / sys sysfs noaut o 00
debugf s / sys/ ker nel / debug debugf s noaut o 00
usbfs / proc/ bus/ usb usbfs noaut o 00
devpt s / dev/ pts devpts node=0620, gi d=5 00

4. Unmount the backup drive.

smwv. ~ # unount /dev/sdX2

The SMW can now be shut down and rebooted. Upon display of the Please select
boot device prompt, select the BACK-UP DRIVE - SLES 11 entry to boot the
backup root partition.

7.10 Archiving the SDB

The service database (SDB) can be archived by using the mysql dunp command.
For more information, see http://www.dev.mysgl.com/doc/.

7.11 Backing Up Limited Shared-root Configuration Data

Cray recommends that if you cannot make a full copy, make a backup copy of the

. shar ed root structure before making significant changes to the shared root. You
can usethe xt opar chi ve utility or the Linux utilities (cp, t ar, cpi 0) to save the
shared-root file system. Run these procedures from the boot node.
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7.11.1 Using the xt opar chi ve Utility to Archive the Shared-root File

System

Usethe xt opar chi ve command to perform operations on an archive of shared root
configuration files. Run the xt opar chi ve command on the boot node using the

Xt opvi ew utility in the default view. The archive is atext-based filesimilar to atar
fileand is specified using the required ar chi vef i | e command-line argument. The
xt opar chi ve command is intended for configuration filesonly. Binary fileswill
not be archived. If abinary fileis contained within a specificationfilelist, it will be
skipped and a warning will be issued.

Example 97. Using the xt opar chi ve utility to archive the shared-root file
system

Use the following xt opar chi ve command to add files specified by the
specificationslisted in specfi | e tothearchivefilear chi ve. 042208; create the
archivefileif it does not aready exist:

% xt oparchive -a -f specfile archive. 042208

Note: To archive any specialized files that have changed, invoke the

ar chi ve_et c. sh script. You can do this while your system is booted or

from the boot root and shared root in a system set that is not booted. The

ar chi ve_et c. sh script usesthe xt opr dunp and xt opar chi ve commands
to generate an archive of specialized fileson the shared root. For more information
about archiving and upgrading specialized files, see the shar ed_r oot (5),

xt opar chi ve(8), xt opco(8), xt opr dunp(8), and xt opr | 0g(8) man pages.

7.11.2 Using Linux Utilities to Save the Shared-root File System
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Usethe Linux utilities (cp, t ar, cpi 0) to save the shared-root file system.
Procedure 63. Backing up limited shared-root configuration data

Cray recommends that if you cannot make a full copy, make a backup copy of the
. shar ed root structure before making significant changes to the shared root. Run
this procedure from the boot node.

1. Change to the shared root directory that you are backing up.

boot:/rr # cd /rr/current

2. Create at ar filefor the directory.
boot:/rr/current # tar czf /rr/dot_shared-20120929.tgz . shared

3. Changetothe/ rr directory.

boot:/rr/current # cd /rr
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4. Verify that the file exists.
boot:/rr # |Is -al dot_shared-20120929.tgz

STWr--1-- 1 root r oot 7049675 Sep 29 14:21
dot _shar ed- 20050929. t gz
boot:/rr #

For more information, seethecp(1), t ar (1), and cpi o(1) man pages.

7.12 Backing Up Boot Root and Shared Root
Before you back up your boot root and shared root, consider the following issues.
e Youmust ber oot to do this procedure.

» Do not have file systems mounted on the SMW and the Cray system at the same
time.

» File system device names may be different at your site.
» If the backup file systems have not been used yet, you may need to run nkf s first.

» File systems should be quiescent and clean (f sck) to get an optimal dump and
restore.

You can back up the boot root and the shared root by using the xt hot backup
command or by using the Linux dunp and r est or e commands.
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7.12.1 Using the xt hot backup Command to Back Up Boot Root and

Shared Root

260

Execute the xt hot backup command on the SMW to create a bootable backup.
The xt hot backup command must be executed with root privileges. The system
set labelsin/ et ¢/ sysset . conf definedisk partitions for backup and source
system sets which are used by xt hot backup to generate the appropriate dunp

and r est or e commands. The entire contents of the disk partitions definedin a
source system set are copied to the corresponding disk partitions in the backup system
set. The backup and source system sets must be configured with identical partitions.
(Follow the steps provided on the xt hot backup(8) man page in the Initial Setup
section to set up identical system sets.) The disk partitions in the backup system set
are formatted prior to the dump and restore commands.

Important: The xt hot backup utility can also work with Logical Volume
Manager (LVM) volumes, but this requires extra configuration before LVM
snapshots can be created. For more information on LVM configuration and
xt hobackup use with LVM, see Installing and Configuring Cray Linux
Environment (CLE) Software and the xt hot backup(8) man page.

Note: By default, xt hot backup forces file system checks by using f sck - f,
unless you use the xt hot backup - n option. All f sck activity isdonein
paralel (by default, xt hot backup usesthef sck - p option to check all file
systemsin parallel), unless you use the xt hot backup -1 option.

Loadthecray-i nstal | -t ool s module to access the xt hot backup utility
and the xt hot backup(8) man page.

Example 98. Using the xt hot backup command to create a bootable backup
system set

Enter the following to dump all of the partitions from the source label, BLUE, to the
backup label, GREEN, and then make them bootable.

Warning: Do not use the xt hot backup command when either the source or
destination system set is booted. Running xt hot backup with a booted system
set or partition could cause data corruption.

smv. ~ # xthotbackup -a -b BLUE GREEN

The xt hot backup command can aso be used to copy selected file systems from
source to the backup system set.

Example 99. Using the xt hot backup command to copy selected file systems
from source to the backup system set

The following example dumps only the SDB and SYSL OG partitions in the system set
labelled BLUE to the system set |abelled GREEN.
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7.12.2 Using dunp and r est or e Commands to Back Up Boot Root and

Shared Root

S-2393-5101

Warning: Do not use the xt hot backup command when either the source or

destination system set is booted. Running xt hot backup with a booted system

set or partition could cause data corruption.

smwv. ~ # xt hot backup -f SDB, SYSLOG BLUE GREEN

Procedure 64. Backing up the boot root and shared root using the dunp and

rest ore commands

1
2.

10.

11.

Verify that the Cray system is halted.

Open aroot session.

crayadm@mwv. ~> su -

Mount the boot root to the SMW.

smw. ~ # mount /dev/sdal /bootrootO
Mount the backup boot root to the SMW.
smw. ~ # mount /dev/sdbl /bootrootl
Change directories to the backup boot root.

smv. ~ # cd /bootrootl

Dump and restore boot root to the backup boot root.

smw. / bootrootl # dunp -0 -f - /bootrootO | restore -rf -

When the dump is complete, unmount both boot-root file systems.

smw. / bootrootl # cd /
smv. / # unpunt /bootroot0 /bootrootl

Mount the shared root to the SMW.

smwv. / # mount /dev/sdc6 /sharedrootO
Mount the backup shared root to the SMW.
smw. / # mount /dev/sdg6 /sharedrootl
Change directories to the backup shared root.

smw./ # cd /sharedrootl

Dump and restore shared root to the backup shared root.

smw. / sharedroot1l # dunp -0 -f - /sharedrootO | restore

-rf -
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12. When the dump is complete, unmount both shared root file systems.

smw. / sharedrootl # cd /
smw. / # unount /sharedrootO /sharedrootl

13. Exit the root session.

smw. ~ # exit

7.13 Backing Up User Data

Backing up user datais a site-specific activity. You can use Linux utilities to back up
user filesand directories.

7.14 Rebooting a Stopped SMW

If the SMW is down or being rebooted (that is, not fully working), the blade
controllers will automatically throttle the high-speed network because they are no
longer hearing SMW heartbeats. Thisis done in order to prevent possible network
congestion, which normally requires the SMW to be up in order to respond to such
congestion. Once the SMW is up again, the blade controllers will unthrottle the
network. (No attempt is made to prevent loss of data or to carry out operations that
occur when the SMW is offline.) The consequences of throttling are that the network
will perform much more slowly than normal.

When the SMW comes up, it restarts, establishes communications with al external
interfaces, restores the proper state in the state manager, and continues normal
operation without user intervention.

For a scheduled or unscheduled shutdown and reboot of the SMW, it is necessary to
have uncorrupted configuration fileson alocal SMW disk.

Procedure 65. Rebooting a stopped SMW
1. Verify that your configuration files contain the most recent system configuration.

2. Boot the SMW.

7.15 SMW Recovery
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Procedure 66. SMW primary disk failure recovery

The following procedure describes how to recover an SMW primary disk failure. To
find out how to create a System Management Workstation (SMW) bootabl e backup
drive, see Procedure 60 on page 245. To find out how to modify a bootable backup
drive, in order to boot from and run the SMW from the backup root partition, see
Procedure 61 on page 252.
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f Caution: Booting from the bootable backup disk isintended only for emergency
use in the event of failure or loss of data on the primary disk.

To recover an SMW, you must reorder the drives at the front of the SMW. No BIOS
or software configuration changes are required.

1. Shutdown the OS on the SMW, if possible.
2. Power the SMW off.

3. Unplug the power cord.

4

. For a desk-side SMW, open the disk drive access door, which is on the front of
the SMW.

5. Remove the primary disk from its slot. For a desk-side SMW, the primary disk is
located at the bottom of the column of disk drives at the front of the SMW. For a
Rack-mount SMW, remove the disk drive that isin slot 0.

6. Remove the bootable backup disk and place it in the primary disk slot.
7. Press the reset button (front), if required.
8. Boot the SMW.

7.16 Restoring the HSS Database

When your execute the xt di scover command, it automatically makes a backup
copy of partition information, the entire HSS database, and the/ et ¢/ host s file.
In the event that the HSS database is lost or corrupted for any reason, such as a disk
failure, you can restore the HSS database.

Procedure 67. Restoring the HSS database

» Execute these commands on the SMW.
snw. ~> rsns stop
smv. ~> nysql -uhssds -phssds < /home/crayadnf hss_db_backup/ database_backup file
smv. ~> cp / hone/ crayadni hss_db_backup/ hosts backup file / et ¢/ host s

sSmw. ~> rsns start

7.17 Recovering from Service Database Failure

If you notice problems with the SDB, for example, if commands like xt pr ocadm n
do not work, restart the service-node daemons.
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Example 100. Recovering from an SDB failure

Type the following command on the SDB node:

sdb: ~ # /etc/init.d/ sdb restart

Commands in this file stop and restart MySQL.

7.17.1 Database Server Failover

The SDB uses dual-ported local RAID to store files.

If you have SDB node failover configured, one service processor acts as the primary
SDB server. If the primary server daemon dies, or the node on which it is running
dies, the secondary (backup) SDB server that connects to the same RAID storage
starts automatically. IP failover directs al new TCP/IP connections to the server,
which now becomes the primary SDB server. Connections to the failed server are
ended, and an error is reported to the client.

7.17.2 Rebuilding Corrupted SDB Tables

The boot process creates all SDB tables except the accounting and boot tables. If you
notice a small corruption and you do not want to reboot, you can change the content
of a database table manually by using the toolsin Table 7. If you cannot recover a
database table in any other way, as alast resort reboot the system.

7.18 Using Persistent SCSI Device Names
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Important: The information provided in this section does not apply to SMW
disks.

SCSI device names (/ dev/ sd*) are not guaranteed to be numbered the same from
boot to boot. Thisinconsistency can cause serious system problems following a
reboot. When installing CLE, you must use persistent device names for file systems
on your Cray system.

Cray recommends that you use the / dev/ di sk/ by-i d/ persistent device

names. Use/ dev/ di sk/ by-i d/ for theroot filesysteminthei ni tranfs
image and inthe/ et c/ sysset . conf installation configuration file as well

as for other file systems, including Lustre (as specifiedin/ et ¢/ f st ab and

/ et c/ sysset. conf). For moreinformation, see Installing and Configuring Cray
Linux Environment (CLE) Software.

Alternatively, you can define persistent names using a site-specific udev rule or
cray-scsi dev-enul at i on. However, only the/ dev/ di sk/ by- i d method
has been verified and tested.
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Caution: You must use / dev/ di sk/ by-i d when specifying
the root file system. There is no support inthei ni t ranfs for
cray-scsi dev-enul ati on or custom udev rules.

7.19 Using aLinux i pt abl es Firewall to Limit Services

You can set up afirewall to limit services that are running on your system. Cray has
enabled the Linux kernel to provide this capability. Usethei pt abl es command to
set up, maintain, and inspect tables that contain rules to filter | P packets.

For more information about i pt abl es, seethei pt abl es(8) man page.

7.20 Handling Single-node Failures

A single-node failure is visible when you use the xt nodest at command.
You can parse the sys| og to look for failures.

If you suspect problems with anode, invokethext cl i st at us command. Nodes
that have failed show an al er t status. Jobs are not scheduled on the node as long as
the dert is set. If problems persist, consult your service representative.

To see cabinet status, use the System Environmental Data Collections (SEDC); see
Using and Configuring System Environment Data Collections (SEDC).

For more information, see the xt nodest at (1), xt cl i (8), and
xt sedcvi ewer (8) man pages.

7.21 Increasing the Boot Manager Time-out Value
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On systems of 4,000 nodes or larger, the time that elapses until the boot manager
receives al responses to the boot requests can be greater than the default 60-second
time-out value. Thisisdue, in large part, to the amount of other event traffic that
occurs as each compute node generates its consol e output.

To avoid this problem, change the boot _t i meout value in the
/ opt/cray/ hss/defaul t/etc/bmini fileonthe SMW to increase the
default 60-second time-out value by 60 seconds for every 5,000 nodes; for example:

Example 101. Increasing the boot _t i meout value

For systems of 5,000 to 10,000 nodes, change theboot _t i neout lineto

boot tineout 120

For systems of 10,000 to 15,000 nodes, change theboot _ti meout lineto

boot _ti neout 180
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7.22 RAID Failure

System RAID has its own recovery system that the manufacturer supplies. For more
information, refer to the manufacturer documentation.
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Scheduler (ALPS) [8]

ALPS (Application Level Placement Scheduler) isthe Cray supported mechanism for
placing and launching applications on compute nodes. ALPS provides application
placement, launch, and management functionality and cooperates closely with
third-party batch systems for application scheduling across Cray systems. The
third-party batch systems make policy and scheduling decisions, while ALPS
provides a mechanism to place and launch the applications contained within batch
jobs.

Note: ALPS application placement and launch functionality is only for
applications executing on compute nodes. ALPS does not provide placement or
launch functionality on service nodes.

8.1 ALPS Functionality
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ALPS performs the following functions:
e Assigns application IDs.

* Manages compute node resources by relaying a reservation to third-party batch
systems.

» Launches applications.

» Délivers signals to applications.

e Returns Support s and st der r from applications.

» Provides application placement and reservation information.

e Supports batch and interactive workl oads.

» Supports huge pages functionality for CNL applications.

e Providesan XML interface for third-party batch-system communication.
* Provides launch assistance to debuggers, such as Total View.

»  Supports application placement of nonuniform numbers of processing elements
(PESs) per node, allowing full use of all compute node resources on mixed-node
machines.
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»  Works with the CLE Node Health software to perform application cleanup
following the non-orderly exit of an application (see ALPS and Node Health
Monitoring Interaction on page 287). For additional information about the CLE
Node Health software, see Configuring Node Health Checker (NHC) on page 168.

8.2 ALPS Architecture
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The ALPS architecture includes the following clients and daemons, each intended

to fulfill a specific set of responsibilities as they relate to application and system
resource management. The ALPS components use TCP/IP sockets and User
Datagram Protocol (UDP) datagrams to communicate with each other. The api ni t
daemon executes on compute nodes. All other ALPS components execute on service
nodes (login, SDB, and boot nodes).

ALPS clients (for detailed descriptions, see ALPS Clients on page 269 and the man
page for each ALPS client):

e aprun: Application submission
e apst at: Application placement and reservation status
e apkill: Application signaling

e apngr: Collection of functions usually used by the system administrator in
exceptiona circumstances to manage ALPS

e apbasi | : Workload manager interface

ALPS daemons (for detailed descriptions, see ALPS Daemons on page 272 and the
man page for each ALPS daemon):

e apsys: Client local privileged contact

e api ni t: Application management on compute nodes
e apsched: Reservations and placement decisions

e apbri dge: System data collection

e apwat ch: Event monitoring

e apres: ALPS database event watcher restart daemon

ALPS uses memory-mapped filesto consolidate and distribute data efficiently,
reducing the demand on the daemons that maintain these filesby allowing clients
and other daemons direct access to data they require. Figure 4, illustrates the ALPS
process.
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Figure 4. ALPS Process
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8.2.1 ALPS Clients

The ALPS clients provide the user interface to ALPS and application management.
They are separated into the following distinct areas of functionality: application
submission, application and reservation status, application signaling, administrator
interface to ALPS, and batch system integration.
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8.2.1.1 The apr un Client

Theapr un client is used for application submission. Specifically, a user executes
the apr un command to run a program across one or more compute nodes. The
apr un client serves as the local representative of the application and is the primary
interface between the user and an application running on compute nodes. The

apr un client parses command-line arguments to determine the application resource
requirements. These reguirements are submitted locally to apsys, which forwards
them to apsched for application placement.

After the application has an assigned placement list of compute nodes, apr un
provides application-launch information to the api ni t daemon on the first compute
node in the placement list. The apr un client also provides user identity and
environment information to api ni t so that the user's login node session can be
replicated for the application on the assigned set of compute nodes. This information
includes the apr un current working directory, which must be accessible from the
compute nodes.

The apr un client forwards st di n datato api ni t , which isdelivered to the first
processing element (PE) of the application. Application st dout and st derr data
issent from api ni t to apr un on the login node.

The apr un client catches certain signals (see the apr un(8) man page) and forwards
the signal information to api ni t for delivery to the application. Any signal that
cannot be caught and that terminates apr un causes api ni t to terminate the
application.

Note: Do not suspend apr un. It isthelocal representative of the application that
is running on compute nodes. If apr un is suspended, the application cannot
communicate with ALPS, such as sending exit notification to apr un that the
application has completed.

For more information about using the apr un command, see the apr un(8) man page.

8.2.1.2 The apst at Client
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Theapst at client reports on application placement and reservation information. It
reflectsthe state of apsched placement decisions. The apst at client does not have
dynamic run-time information about an application, so the apst at display does

not imply anything about the running state of an application. The apst at display
indicates statically that an application was placed and that the apr un claim against
the reserved resources has not yet been rel eased.

If no application ID (apid) is specified when executing the apst at command, the
apst at command displays abrief overview of all applications.

For detailed information about this status information, seethe apst at (1) man page.
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8.2.1.3 The apki I | Client

Theapki I'| clientisused for application signaling. It parses the command-line
arguments and sends signal information to itslocal apsys daemon. The apki I |
command can be invoked on any login or service node and does not need to be on the
same node as the apr un client for that application. Based upon the application ID,
apsys findsthe apr un client for that application and sends the signal to apr un,
which sends signal information to api ni t for delivery to the application.

Theapki I | client can send asignal only to a placed application, not a pending
application.

For more information about the actions of this client, seethe apki | | (1) man page
and the Linux si gnal (7) man page.

8.2.1.4 The apngr Client

Theapngr command is a collection of ALPS-related functions for use by system
administrators. These functions (subcommands) often require r oot permission
and are usually used in exceptional circumstances to manage ALPS. Theapnygr
command is not typically installed on the boot node's file system; it is available on
and is run from service nodes other than the boot node.

For information about using the apngr subcommands, see the apngr (8) man page.

8.2.1.5 The apbasi | Client
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Theapbasi | clientisused for batch system integration. It isthe interface between
ALPS and the batch scheduling system. Theapbasi | client implements the Batch
and Application Scheduler Interface Layer (BASIL). When ajob is submitted to

the batch system, the batch scheduler uses apbasi | to obtain ALPS information
about available and assigned compute node resources to determine whether sufficient
compute node resources exist to run the batch job.

After the batch scheduler selects a batch job to run, the batch scheduler uses
apbasi | to submit aresource reservation request to the local apsys daemon.
The apsys daemon forwards this reservation request to apsched. If the
reservation-request resources are available, specific compute node resources are
reserved at that time for the batch scheduler use only.

When the batch job isinitiated, the prior confirmed reservation is bound to this
particular batch job. Any apr un client invoked from within this batch job can claim
compute node resources only from this confirmed reservation.

The batch system uses apbasi | to cancel the confirmed reservation after the batch
job terminates. The apbasi | client again contacts the local apsys daemon to
forward the cancel-reservation request to apsched. The compute node resources
from that reservation are available for other use after the application has been
released.
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For additional information, see the apbasi | (1) and basi | (7) man pages.

8.2.2 ALPS Daemons

ALPS daemons provide support for application submission, placement, execution,
and cleanup on the system.

8.2.2.1 The apbri dge Daemon

The apbr i dge daemon collects data about the hardware configuration from the
service database (SDB) and sends it to the apsched daemon. It also works with the
apwat ch daemon to supply ongoing compute node status information to apsched.
The apbri dge daemon is the bridge from the architecture-independent ALPS
software to the architecture-dependent specificsof the underlying system.

Theapbr i dge daemon isnot intended for direct use; it is only installed in the boot
root and is invoked from within/ et ¢/ i ni t. d/ al ps.

For more information, see the apbr i dge(8) man page.

8.2.2.2 The apsched Daemon

The apsched daemon manages memory and processor resources of applications
running on compute nodes.

Note: Only one instance of the ALPS scheduler can run across the entire system
at atime.

When apsched receives arequest for application placement from apr un, it either
returns a message regarding placement or a message indicating why placement is
not possible (errors in the request or temporarily unavailable resources). When an
application terminates, an exit message is sent to apsched, and it releases the
resources reserved for the application.

Theapsched daemon writes alog file on the node on which apsched is executing.
By default, thisisthe SDB node.

For more information, see the apsched(8) man page.

8.2.2.3 The apsys Daemon
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The apsys daemon provides a central privileged point of contact and coordination
between ALPS components running on login and other service nodes. The apsys
daemon receives incoming requests and forks child agent processes to delegate
responsibilities and improve scalability and responsiveness. An apsys daemon
executes on each login node and writes alog file on each login node.
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Each apr un client hasan apsys agent associated with it. Those two programs are
on the same login hode and communicate with each other over a persistent TCP/IP
socket connection that lasts for the lifetime of the apr un client. Theapsys daemon
passes apr un messages to apsched over atransitory TCP/IP socket connection and
returns the response to apr un.

Anapsys agent is created to service apbasi | and apki | | messages. These
programs communicate over transitory TCP/IP socket connections. The apsys agent
handlesthe apki | | messageitself and forwardsapbasi | messagesto apsched.

Each apsys agent maintains a separate agents file that is located in the

ALPS shared directory. The file name format isagent s. nid, for example,

/ uf s/ al ps_shar ed/ agent s. 40. For information about defining the ALPS
shared directory, see/ et ¢/ sysconfi g/ al ps Configuration File on page 275.

For more information, see the apsys(8) man page.

8.2.2.4 The apwat ch Daemon

The apwat ch daemon waits for events and sends compute node status changes to
apbri dge, which sendsit to apsched. The apwat ch daemon is not intended
for direct use; it is only installed in the boot root and is invoked from within
/etc/init.d/al ps.

For more information, see the apwat ch(8) man page.

8.2.2.5 The api ni t Daemon
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The api ni t daemon launches and manages new applications. A master api ni t
daemon resides on every compute node, initiates all new activity on that node, and
writes alog file on the compute node. The apr un client connects to the api ni t
daemon on the first node of an application's allocated node set and sends a launch
message containing all of the information the compute nodes need to launch and
manage the new application.

Theapi ni t daemon then forks a child process (referred to as the apshepherd or just
shepherd) and transfers responsibility for managing the application on that node to
that child. If the application requires more compute nodes, the shepherd process
communicates to the api ni t daemon on the next compute node, which forks
another shepherd child process.

If the application is placed on more than one compute node, ALPS uses
a TCP fan-out control tree network for application management messages
to do binary transfer of the application when requested, and to handle
application st di n, st dout , and st der r data. The root of the fan-out
control treeisapr un. The width of the fan out is configured within the
/ etc/opt/cray/ al ps/al ps. conf fileandis32, by default.

273



Managing System Software for the Cray® Linux Environment

The api ni t daemon is under the control of RCA. If theapi ni t daemon fails,
RCA restartsapi ni t . If RCA isunableto restart api ni t after severa attempts,
ALPS s notified and the node is made unavailable (DOMN) for applications.

For more information, see the api ni t (8) man page.

8.2.2.6 The apr es Daemon

The ALPS apr es event watcher restart daemon registers with the event router
daemon to receiveec_ser vi ce_st art ed events. When the service typeisthe
SDB (RCA_SVCTYPE_SDBD), ALPS updates its data to reflect the current values
inthe SDB. The apr es daemon isinvoked as part of the ALPS startup process on
the boot node.

Theapr es daemonis not intended for direct use; it isonly installed in the boot root
and isinvoked from within/ et c/ini t. d/ al ps.

For more information, see the apr es(8) man page.

8.2.2.7 ALPS Log Files

Each of the ALPS daemons writes information to its log filein

/var/ opt/ cray/ al ps onwhichever node that runs the daemon. The name of
the log file consists of the daemon name appended with the month and day, such as
apsched0302.

Theapi ni t logfileisinthe/ var/ opt/ cray/ al ps directory on each compute
node and also has a node ID appended to it, such asapi ni t 0302. 00206. Because
this directory isin memory, the api ni t log fileislost when a compute node is
rebooted.

Each system has one apbr i dge daemon, one apwat ch daemon, and one apr es
daemon, all of which must execute on the same node. By default, thisis the boot
node. These three daemons write to one log file on that node. The log file name
format isapbr i dgemmdd, for example, apbri dgel1027.

8.2.2.8 Changing Debug Message Level of apsched and apsys Daemons

The level of debug messages written by the apsched and apsys daemonsis
definedinthe/ et ¢/ opt / cray/ al ps/ al ps. conf configurationfile. You can
change the debug level dynamically by modifying theal ps. conf fileand sending a
SI GHUP signal to apsched or apsys, as applicable, to read the al ps. conf file.
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8.3 Configuring ALPS

ALPS uses the following three files:
» /etc/sysconfig/al ps configurationfile
« /etc/opt/cray/al ps/al ps.conf configurationfile

» /etc/init.d/ alps file,whichisused to start and stop ALPS components
and does not require customization

Note: When configuring the RAID LUNSs (logical units), verify that write
caching is enabled on the LUN that contains the ALPS shared file system. For
more information about RAID configuration, see the Installing Cray System
Management Workstation (SMW) Software and the Installing and Configuring Cray
Linux Environment (CLE) Software.

8.3.1 / etc/sysconfi g/ al ps Configuration File
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The/ et c/ sysconfi g/ al ps fileisin both the boot root and in the shared
root. If you defined the ALPS-related parametersin your CLEI nst al | . conf
file, after installation the parameters and settings are placed into your

/ etc/sysconfi g/ al ps file

If you do not definethe ALPS-related parametersin your CLEi nst al | . conf file,
to use ALPS you must definethe parametersin your / et ¢/ sysconfi g/ al ps file
(required parameters are indicated) and then start the AL PS daemons.

Note: When changing parameter settings, update the/ et ¢/ sysconfi g/ al ps
filein both the boot root and in the shared root and restart the ALPS daemons on
all service nodes.

ALPS_MASTER NODE

(Required) Specifiesthe node name (unane - n) of the service
node that runs apsched. Cray recommends that the SDB
node be used as the ALPS_MASTER NODE. For example:
ALPS_MASTER_NODE="ni d00005"

ALPS_BRI DGE_NODE

(Required) Specifies the node name (unane - n) of the

service node that runs apbri dge. Thisis usualy the boot
node. Network connectivity between the SMW and the

ALPS BRI DGE_NCDE parameter is required. (Such connectivity
is guaranteed to exist from the boot node.) This default value
isenforced inthe/ et c/init.d/al ps file. For example:
ALPS_BRI DGE_NODE="boot "
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ALPS_MOUNT_SHARED FS

Specifiesif a separate file system isto be mounted at ALPS startup
to hold control data; default isno. For configurationsusing multiple
login nodes, a shared file system is required, and the shared file
system must be mounted before ALPS is started. For example:
ALPS_MOUNT_SHARED_FS="no"

ALPS_SHARED DEV_NANME

Specifies the device to mount at ALPS start-up. If itisnull and
ALPS_MOUNT_SHARED FSisyes, the device is determined
by / et c/ f st ab. This parameter is not used unlessyes

is specified for ALPS_MOUNT _SHARED FS. For example:
ALPS SHARED DEV_NAME="ufs:/ufs/al ps_shared"

ALPS_SHARED MOUNT_OPTI ONS

Specifies the shared mount options. Set this parameter

only if ALPS_MOUNT_SHARED FSisyes and

ALPS SHARED DEV_NAME is not null. For example:
ALPS_SHARED MOUNT_OPTI ONS="-t nfs -0 tcp,rw'

ALPS_| P_PREFI X

(Deferred implementation) Use of this parameter has no effect.
Specifiesthe first two octets for IP addresses on the high-speed
network (HSN). These are internal addresses within the HSN. For
example: ALPS_| P_PREFI X="192. 168"

APWATCH_LI BRARY_PATH

The LD_LI BRARY_PATH "add-on" needed for apwat ch; it
includes the path tothegnet and gl i b librariesand the r sis and
erd libraries.

For example:

APWATCH LI BRARY_PATH="/opt/gnet/lib:/opt/glib/lib:/opt/cray/librsnsevent.so: \
/opt/cray/libcray_event_router.so:/opt/gnome/lib64"

276

APWATCH_ERD

(Required) The host that has the event router daemon (ERD) running;
typically, thisisthe host name of the SMW.

For example: APWATCH_ERD=" snw"

A separate file system for control datais mounted at ALPS startup. This

is assumed to be a mount point. Specify the device to mount at ALPS

start-up using the parameter ALPS_SHARED DEV_NAME. If it is null and
ALPS_MOUNT_SHARED FSisyes, thedeviceisdetermined by / et c/ f st ab.
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The following example shows asample/ et ¢/ sysconfi g/ al ps configuration
file.

Example 102. Sample/ et ¢/ sysconfi g/ al ps configuration file

#ALPS Configuration File
ALPS_MASTER_NODE="sdb"
ALPS_BRI DGE_NODE="boot "
ALPS_NI DORDER=" - Ox"

ALPS_MOUNT _SHARED FS="no"

## Type: string

## Defaul t: "

## Exanpl e: "ufs:/ufs/al ps_shared"

#

# Device to nount at ALPS start-up. |If it is null

# but ALPS MOUNT_SHARED FS is "yes", then the device
# will be determined by /etc/fstab. This paraneter
# is not used unless ALPS MOUNT_SHARED FS is "yes".
#

ALPS_SHARED DEV_NAME=""

## Type: string

## Defaul t:

## Exanpl e: "-t nfs -o tcp, rw'
#

# This paraneter is not used unless ALPS MOUNT_SHARED FS
# is "yes" and ALPS SHARED DEV_NAME is not null.

#

ALPS_SHARED MOUNT_OPTI ONS=""

APWATCH LI BRARY_PATH=
"/opt/gnet/2.0.5/64/1ib:/opt/glib/2.4.2/64/1ib:/opt/cray/lib64:/opt/gnone/lib64"

APWATCH_ERD="snmw'
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8.3.2 The al ps. conf Configuration File
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The/ et ¢/ opt

/ cray/ al ps/ al ps. conf fileisin the shared root and contains

ALPS static configuration information used by the apsched and apsys daemons.
The configuration parameters are described in this section.

Note: You can change the parameter settings dynamically by modifying the

al ps. conf
applicable, to

bri dge

al |l oc

f anout

debug

CpuAffinity

fileand sending a SI GHUP signal to apsched or apsys, as
re-read the al ps. conf file.

Enables the apbr i dge daemon to provide dynamic rather than
static information about the system node configurationto apsched.
Cray strongly recommends setting the br i dge parameter to use the
apbri dge daemon. By default, it isset to 1 (enabled).

If thisfieldis set to O or is not specified, the distinction between
batch and interactive nodes is enforced. If thisfield is set as nonzero,
no distinction is made by ALPS; job schedulers will likely still limit
their placement only to nodes marked as batch. By default, it is set
to 0.

Thisfieldis set to adefault level of 32. Thisvalue controls the width
of the ALPS TCP/IP network fan-out tree used by api ni t on the
compute nodes for ALPS application launch, transfer, and control

messages.

Thisfield is set to a default level of 1 for both apsched and
apsys. For information about valid values, see the apsched(8)
and apsys(8) man pages.

Supports switchable default CPU affinity in apsched. Valid values
arecpu, none, and nunmg; the default valueis cpu. apr un checks
for and uses the default cpuAaf f i ni ty string fromapsched. If
the user has not explicitly set the apr un - cc option, apr un will
use the default supplied by apsched. If there is not a default from
apsched, apr un setsadefault of cpu. For more information, see
the apr un(1) man page.

| ustreFl ush

Supports switchable default Lustre cache flushing as part of
application exit processing on the compute nodes. Enabling this
Lustre cache flushing provides more consistent application run
times. When Lustre cache flushing is enabled, all of the Lustre cache
flushing completes as part of the application exit processing. The
next application executing on the same set or subset of compute
nodes no longer inherits a variable amount of run time due to Lustre
cache flushing from a previous application.
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nodeShar e

cl eanup_cto

resFul | Node

Valid values are O (disabled) and 1 (enabled); the default value is 1
(enabled). Apsched providesthisdefault | ust r eFl ush valueto
theapi ni t daemon to enable or disable Lustre cache flushing as
part of application exit processing.

Note: Thisvalue cannot be set on an individual application basis;
it is a system-wide setting.

Controls which compute node cores and memory are put into an
application cpuset on the compute node. The valid values are
excl usi ve and shar e. The default valueis excl usi ve.

The excl usi ve setting puts al of a compute node's cores

and memory resources into an application-specific cpuset on the
compute node. This allows the application access to any and all
of the compute node cores and memory. This can be useful when
specifying a particular CPU affinity binding string through the
aprun -cc option.

The shar e setting restricts the application specific cpuset contents
to only the application reserved cores and memory on NUMA node
boundaries. That is, if an application requests and is assigned cores
and memory on NUMA node 0, then only NUMA node O cores
and memory will be contained within the application cpuset. The
application will not have access to the cores and memory on other
NUMA nodes on that compute node.

To override the default system-wide setting in

/ etc/opt/cray/ al ps/al ps. conf on an individual
basis, use the apr un - F option. For more information, see the
apr un(1l) man page.

Specifiesthe maximum amount of time, in milliseconds, allowed for
the connect system call to respond before assuming the target nodeis
down. Default valueis 1000 milliseconds.

Note: Thecl eanup_ct o vaue applies only when you have also
specifiedcl eanup_ver si on=2.

When set to a non-zero value set, reservations will get all node
resources (threads) regardless of other reservation parameters. The
other reservation parameters will be taken into account to determine
how many nodes are needed to accommodate the reservation.

For example, areservations with awi dt h of 8 and an nppn
of 4 will reserve two nodes. When r esFul | Node is not set,
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ALPS would limit the user to launching only four instances of the
application on each node. Withr esFul | Node set, ALPS will

still reserve two nodes but it will reserve all the hyper-threads and
associated resources on both nodes. Also, the user would be allowed
to launch as many application instances as there are hyper-threads.

bat chCPCU Specifiesthe default number of CPUs per compute unit for nodes
whose allocation mode attribute is marked as bat ch. The default
on Gemini systemsis 0.

i nteracti veCPCU

Specifies the default number of CPUs per compute unit for nodes
whose allocation mode attribute ismarked asi nt er acti ve. The
default on Gemini systemsis 0.

pTagFr eeDel ay

Specifiesthe number of seconds to delay allocation of a PTag used
previously. (The current PTag allocation implementation rotates
through the PTags range.) Default value is 30 seconds.

cns (Deferred implementation) Indicates whether or not ALPS will use
CMS to store reservation and claim information. Valid settings are
no and yes; the default setting is no.

pTagd obal Nodes

The minimum application size in nodes that forces ALPS to assign a
global pTag value.

pDormai nMax Maximum number of concurrent pre-allocated protection domains
allowed. The default is O or disabled. The absolute maximum is 256
and apsched will silently truncate higher values to 256.

pDomai nl Ds A comma separated list of one or more system service dedicated
protection domain identifiers.

cnsTi meout Maximum time in milliseconds that callsto CM S have before timing
out.

cnslLogTi ne Logs the calls that take longer than the time specified for
cnsTi neout .

sharedDi r Note: ALPS SHARED DI R_PATH was removed from
/etc/sysconfig/al ps.
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(Required) Specifiesthe directory path to the filethat contains ALPS
control data. If ALPS_MOUNT_SHARED FSissettoyes, thisis
assumed to be amount point. Default is/ uf s/ al ps_shar ed. For
example: sharedDi r /ufs/al ps_shared.

cl eanShar edTi nmeout

Time at which cl eanShar ed calls time out.
cl eanShar edAge

Remove files older than this age.
cl eanShar edl nt er val

Time between apngr cl eanShar ed calls (in seconds). A value
of O (zero) disables this feature.

Application and reservation cleanup can be configured with the cl eanup variable
followed by appl i cati on andr eser vat i on variables and configuration
variables for application and/or reservation cleanup:

confi gured on (default) | of f
iterationSl eep

Specifies the time in milliseconds to pause between cleanup
iterations.

i terationMax

Specifies the maximum cleanup iterations to execute before giving
up.

connect Ti neout

Specifies the time to alow an inter-node connection to be
established.

connect Attenpts
Specifiesthe maximum number of inter-node connection attempts.

wait M n Specifies the minimum time to give any cleanup iteration to
compl ete.

The following example shows asample/ et ¢/ opt / cr ay/ al ps/ al ps. conf
configuration file.

Example 103. Sample al ps. conf configuration file

# ALPS configuration file

apsched
al | oc 0
bri dge 1
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f anout 32
debug 1
# Default CPU affinity: values cpu (default), none, numa
# CpuAffinity cpu
# Default lustre cache flushing at app exit: values 0, 1
# | ust reFl ush 1
# Default app node share node for cores and nenory: val ues excl usive, share
# nodeShar e excl usi ve
#
# Val ue used for systens with Gem ni/Aries network
# - pTagd obal Nodes: if set to X, apps >= than X nodes
# will use a global PTag (and NOT use the NTT)
# pTagd obal Nodes 5000
#
# CMS vari abl es:
# - cns: if yes (no default), apsched will send reservations/clains to CVMS
# - cnsTinmeout: if set to X, calls to CM5S will timeout in X msec
# - cnsLogTine: if set to X, log calls to CM5 taking | onger than X nsec
# (X < 0: nologging, X=0: log all calls)
#
chs yes
cnsTi meout 5000
crsLogTi e 1000
#

# aruEnable - Y or Yes generates Application Resource Utilization (ARU) files
ar uEnabl e Yes

# aruPath - file nane tenplate for ARU file

# specified name will have the apid appended when the file is created

# ignored unless aruEnable is set to Y or Yes
aruPath /tnp/arufile

#
[ apsched

apsys
debug 1

[ apsys
apst at
nodeTabl e NI D, Arch, State, CU, Rv, Pl , PgSz, Avl , Conf, Pl aced, PEs, Api ds
pDomai nTabl e PDonai nl D, Type, U d, Cooki e, Cooki e2
[ apst at
cl eanup
application
configured on
iterationSl eep 1000
iterati onvax 10
connect Ti meout 1000
connect Attenpts 5
waitMn 5000
/application
reservation
configured on
iterationSl eep 1000
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iterationMax 10
connect Ti meout 1000
connect Attenpts 5
waitMn 5000
/reservation
/ cl eanup

Procedure 68. Releasing areserved system service protection domain
1. Ensure that no applications are running or reboot the system.

2. Remove the desired identifier fromthe/ et ¢/ opt / cr ay/ al ps/ al ps. conf
pDorai nl Ds ligt.

3. Send a SI GHUP signal to apsched so that it restarts and reads the new
pDomai nl Ds list.

8.4 Resynchronizing ALPS and the SDB Command After
Manually Changing the SDB

Manual changes to node attributes and status can be reflected in ALPS by using the
apngr resync command. Theapngr r esync command requests ALPS to
reeval uate the configuration and attribute information and update its information. For
example, after making manual changes to the SDB using the xt pr ocadni n - e or
Xt procadmni n - - noevent command, usetheapngr r esync command so that
ALPS becomes aware of the changes.

8.5 Identifying Reserved Resources

The apst at -r command displays the batch job ID in the Fr omfield; for
executables launched interactively, apst at displaysapr un inthe Fr omfield:

% apstat -r

Resl d Apld From Arch PEs N d Menory State
A 140 2497406 batch: 741789 XT 512 - - 1333 conf,claim
141 2497405 batch: 741790 XT 768 24 1 1333 NID list,conf,claim
A 141 2497407 batch: 741790 XT 768 - - 1333 conf,claim
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Theapst at - A apid command filtersinformation by application IDs. You can
include multiple application IDs, but it must be a space-separated list of IDs. For
example:

% apstat -avv -A 3848874

Total (filtered) placed applications: 1

Placed Apid Resld User PEs Nodes Age St at e Commrand
3848874 1620 crayuser 512 22 0hO7m run dnsp3+pat

Appl i cation detail
Ap[0]: apid 3848874, pagg 0x2907, resld 1620, user crayuser,
gid 1037, account 0, time 0, nornal
Reservation flags = 0x2001
Created at Tue Jul 12 14:20:08 2011
Originator: aprun on NID 8, pid 6369
Nunmber of conmands 1, control network fanout 32
Net wor k: pTag 131, cooki e Oxfhbh860000, NTTgran/entries 1/22, hugePageSz 2M
Cmd[ 0] : dnsp3+pat -n 512, 1365MB, XT, nodes 22
Pl acement list entries: 512
Pl acenment list: 6-7,11, 20-21, 24- 25, 36- 39, 56-59, 69- 71, 88-91

Theapst at - Rresid command filtersinformation about reservation IDs. You can
include multiple reservation IDs, but it must be a space-separated list of IDs. For

example:
% apstat -rvv -R 1620
Resl d Apld From Arch PEs N d Menory State
1620 3848874 aprun XT 512 01 1365 atom c, conf,claim

Reservation detail for resid 1620
Res[ 1] : apid 3848874, pagg O, resld 619, user crayuser,
gid 1037, account 8944, tinme O, normnal
Batch System | D = 1971375
Created at Tue Jul 12 14:20:08 2011
Nunmber of conmands 1, control network fanout 32
Cmd[ 0] : dnsp3+pat -n 512, 1365MB, XT, nodes 22
Reservation list entries: 512
Reservation list: 6-7,11, 20-21, 24- 25, 36- 39, 56-59, 69-71, 88-91

8.6 Terminating a Batch Job

To terminate a batch job, usethejob ID fromtheapst at - r display.

8.7 Setting a Compute Node to Batch or Interactive Mode

To set anode to be either batch or interactive mode, use the xt pr ocadmi n
command to set theal | oc_node column of the SDB pr ocessor table. Then
executethe apngr r esync command so that ALPS becomes aware of the changes.
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Example 104. Retrieving node allocation status

Theapst at - n command displays the application placement status of nodes that
have a state of UP and their allocation mode (B for batch or | for interactive) in the
State column.

Note: Theapst at utility does not have dynamic run-time information about an
application, so an apst at display does not imply anything about the running state
of an application. An apst at display indicates statically that an application was
placed and that the apr un claim against the reserved resources has not yet been
released.

% apstat -n

NID Arch State HWRv Pl PgSz Avl Conf Placed PEs Apids
20 XT UP B 12 - - 4K 3072000 0 0 0
21 XT U B12 - - 4K 3072000 0 0 0
22 XT U B12 - - 4K 3072000 0 0 0
23 XT UP B 12 - - 4K 3072000 0 0 0
<sni p>
63 XT UP B 12 12 12 4K 3072000 3072000 1572864 12 221180
64 XT UP B 12 12 12 4K 3072000 3072000 1572864 12 221180
65 XT UP B 12 12 12 4K 3072000 3072000 1572864 12 221180
66 XT UP B 12 12 12 4K 3072000 3072000 1572864 12 221182
<sni p>
Conput e node sunmary
arch config up use held avail down
XT 744 744 46 12 686 0

8.8 Manually Starting and Stopping ALPS Daemons on Service

Nodes

S-2393-5101

ALPSisautomatically loaded and started when CNL is booted on compute nodes.

You can manualy start and stop the ALPS daemons on the service nodes as shown in
the following procedures.

Procedure 69. Starting and stopping ALPS daemons on a specific service node

1. To start the ALPS daemons on a specific service node, log on to that service node
asroot andtypethe/etc/init.d/al ps start command; for example,
to start the ALPS daemons on the boot node:

boot:~ # /etc/init.d/al ps start

2. To stop the ALPS daemons on a specific service node, log on to that service node
asroot andtypethe/etc/init.d/al ps stopcommand; for example, to
stop the ALPS daemons on the boot node:

boot:~ # /etc/init.d/al ps stop
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Procedure 70. Restarting ALPS daemon on a specific service node

» Torestart the ALPS daemon on a specific service node, log on to the service
nodeasr oot andtypethe/etc/init.d/al ps restart command; for
example, to restart the ALPS daemons on the boot node:

boot:~ # /etc/init.d/al ps restart

The/etc/init.d/al ps restart command stops and then startsthe ALPS
daemons on the node.

8.9 Manually Cleaning ALPS and PBS or TORQUE and Moab
After Downed Login Node

If alogin node goes down and will not be rebooted, job reservations associated with
jobs deleted with gdel may not be released by ALPS. In this case, theapst at -r
command lists the reservations as state pendCancel and leaves the jobs orphaned.
Use the following procedure to manually clean up ALPS and the workload manager.

Procedure 71. Manually cleaning up ALPS and TORQUE and Moab or PBS after
alogin node goes down

1. Verify that the batch job still appearsin the gqst at output.
crayadm@mw. ~> gstat -as 106728. sdb

sdb:

Req'd Req'd El ap
Job ID User name Queue Jobnane SessI D NDS TSK Menmory Tinme S Tine
106728. sdb r oot wor kq gsub. scrip 6231 1 1 -- -- R
00: 00

Job run at Thu Dec 03 at 14: 31 on (Il oginl: ncpus=1)

2. Purge job from the workload manager and verify that it was purged. On the
SDB node, type:

sdb: ~ # qdel -Wforce 106728. sdb

3. Verify that the job no longer exists.

sdb: ~ # gstat -as 106728. sdb
gstat: Unknown Job Id 106728. sdb
sdb: ~ #

4. Restart apsched on the SDB node:

sdb: ~# /etc/init.d/al ps restart
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5. Useapngr to cancel the reservation that still existsin ALPS.

sdb: ~ # apstat -r | grep 106728
Resl d Apld From Arch PEs N d Menory State
5 2949806 batch: 106728 XT 101 500 conf

sdb: ~ # apnmgr cancel 5

6. Useapst at to verify that the reservation no longer exists.

sdb: ~ # apstat -r | grep 106728
sdb: ~ #

8.10 Verifying that ALPS is Communicating with Cray System
Compute Nodes

Executing the following apr un command on alogin node will return alist of host
names of the Cray system compute nodes used to execute the last program.

Example 105. Verifying that ALPS is communicating with Cray system compute
nodes

crayadm@ogi n: ~> cd /tnp
crayadm@ogi n: /tnp> aprun -b -n 16 -N 1 /bin/cat /proc/sys/kernel/hostnane

8.11 ALPS and Node Health Monitoring Interaction

ALPS and node health monitoring cooperate in performing application cleanup
following an application exit. The Node Health Checker (NHC) is automatically
invoked by ALPS upon the termination of an application.

During normal operations, applications are run on a set of nodes, complete
successfully, then those node resources are freed up to be reallocated for other
applications. When an application exit is considered orderly, a set of up to four
unique application process exit codes and exit signals is gathered and consolidated by
ALPS on each compute node within the application placement list. Once all of the
application processes on a compute node have exited, that compute node adds its
local exit information to this consolidated list of exit data.

The exit information is sent to apr un over the ALPS application specific TCP
fan-out tree control network. All of the application processes must have completely
exited before this exit information is received by apr un. apr un forwards the
compiled exit information to apsys just beforeapr un itself exits.

Once all exit information has been received from the compute nodes, the application
exit is considered orderly. An orderly exit does not necessarily mean that the
application completed successfully. An orderly exit means that exit information about
the application was received by apr un and forwarded to apsys. apsys sends

an exit message to apsched, which releases the reserved resources for another
application.
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An unorderly exit means that exit information has not been received by apsys prior
toanapr un exit. A typical occurrence of an unorderly exit consists of a Sl GKI LL
signal being sent to apr un by the batch system after the application's wall time
limit is exceeded.

Since there is no exit information available to apsys during an unorderly exit,
apsys does not know the true state of the application processes on the compute
nodes. Therefore, ALPS must perform application cleanup on each of the assigned
compute nodes before it is safe to free those application resources for another
application.

Application cleanup begins with ALPS contacting each assigned compute node and
sending a SI GKI LL signal to any remaining application processes. Node health
monitoring checks compute node conditions and marks a compute node adm ndown
if it detects a problem.

ALPS cannot free the application resources for reallocation until al of the application
processes have exited or node health monitoring has marked applicable compute
nodes adm ndown or suspect . Until that time, the application will continue to
be shownin apst at displays.

8.11.1 aprun Actions

The apr un command is the ALPS application launch command on login nodes and
the SDB node. apr un has a persistent TCP connection to alocal apsys. apr un
aso has a persistent TCP connection to an api ni t daemon child on the first
compute node with in the assigned placement list, but not to an api ni t on each
assigned compute node.

After receiving a placement list from apsched, apr un writes information into
the sysl og asin the example below.

May 18 10:38:16 ni d00256 aprun[22477]: api d=1985825, Starting, user=10320,
bat ch_i d=2325008, cnd_line="aprun -n 1 -b /tnp/hostnane. xx "
num nodes=1, node_list=384

May 18 10:38:16 ni d00256 aprun[22477]: api d=1985825, Error, user=10320,
bat ch_i d=2325008, [N D 00384] 2010-05-18 10:38:15 Apid 1985825: cannot
execute: exit(107) exec failed

May 18 10:38:17 ni d00256 apsys[22480]: api d=1985825, Fi nishing, user=10320,
bat ch_i d=2325008

In atypical case of an orderly exit, apr un receives application exit information over
the connection from that api ni t . apr un then forwards the exit information over
the connection to apsys. The ordering of application exit signals and exit codesis
arbitrary. apr un displays any nonzero application exit information and uses the
application exit information to determine its own exit code:

Application 284004 exit signals: Term nated
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In the case of an unorderly exit, apr un exits without receiving application exit
information. When apr un exits, its TCP connections are closed. The socket closes
trigger application cleanup activity by both api ni t and apsys asdescribed in
following sections.

An unorderly exit may occur for various reasons. The usual causes of an unorderly
exit include the following cases:

* Thebatch system sendsa S| GKI LL signal to apr un due to the application wall
time expiring

e apkill orkill areusedtosendaSl GKI LL signal to apr un

e aprun receives a fatal message from api ni t due to some fatal error during
launch or at other points during the application lifetime, causing apr un to write
the message to st der r and exit

e aprun receives afatal read, write or unexpected close error on the TCP socket
it uses to communicate with api ni t

8.11.2 api nit Actions
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api ni t isthe ALPS privileged daemon that launches and manages applications

on compute nodes. For each application, the api ni t daemon forks a child
apshepher d process. Within ps displays, the child apshepher d processes retain
the name "api ni t ".

The per-application TCP fan-out control tree hasapr un asthe root. Each compute
node apshepher d within this control tree has a parent controller and may have a
set of controlling nodes. Whenever a parent controller socket connection closes, the
local apshepher d attempts to kill any application processes still executing and then
will exit. This socket closing process results in a ripple effect through the fan-out
control tree, resulting in automatic application tear down.

Whenever the apr un TCP connection to the apshepher d on the first compute
node within the placement list closes, the tear down process begins. During an
application orderly exit, the exit information is sent to apr un, followed by the
apr un closure of the socket connection, resulting in the exit of the apshepher d.
The apshepher d exit causes its controlling socket connections to close as well.
Each of those apshepher ds will exit, and the application specific fan-out tree
shuts down.

When the apr un TCP socket closure is not expected and the application processes
are till executing, the apshepher d will send a SI GKI LL signal to each local
application process and then exit. There can be local delaysin kernel delivery of the
SI &Kl LL signal to the application processes due to application 1/0O activity. The
application process will processthe SI GKI LL signal after the I/O completes. The
api ni t daemon isthen responsible to monitor any remaining application processes.
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This kill and exit process ripples throughout the control tree. However, if any
compute node within the control tree is unresponsive, the ripple effect will stop

for any compute nodes beyond that branch portion of the tree. In response to this
situation, ALPS must take action independent of the shutdown of the control tree to
ensure all of the application processes have exited or that compute nodes are marked
either adm ndown or suspect by node health monitoring. Theapsys daemonis
involved in invoking the independent action.

8.11.3 apsys Actions

14: 00: 20:
14: 00: 20:
14: 00: 22:

apsys isaloca privileged ALPS daemon that runs on each login node and

the SDB node. When contacted by apr un, the apsys daemon forks a child
agent process to handle that specificlocal apr un. Theapsys agent provides a
privileged communication path between apr un and apsched for placement and
exit information exchanges. The apsys agent name remains "apsys" within ps
displays.

During an orderly application exit, the apsys agent receives exit information from
apr un and forwards that information to apsched. However, during an unorderly
exit, when the apr un socket connection closes prior to receipt of exit information,
the apsys agent isresponsible to start application cleanup on the assigned compute
nodes.

To begin application cleanup, the apsys agent invokes cleanup version 1

(apngr cl eanup) or cleanup version 2, and the apsys agent blocks until cleanup
completes. (Which cleanup version is controlled by the cl eanup_ver si on
configuration parameter in al ps. conf file; see Theal ps. conf Configuration
File on page 278 for more information.)

At the start of application cleanup, the/ var /| og/ al ps/ apsysMMDD log file
displays data similar to the following messages.

Cleanup version 1 messages:

[ 32606] Agent unexpected cl ose of peer connection 6, apid 227061
[ 32606] Agent invoking cleanup vl for apid 227061
[ opt/cray/al ps/5.0.0-2.0500.7497. 1. 1. ari/ bi n/ apngr cl eanup [32824] invoking

[ opt/cray/ nodeheal t h/ def aul t/ bi n/ xtcl eanup_after /tnp/apsysi YO8fc 227061 0 with 1 entries
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Cleanup version 2 messages:

14: 00: 20: [32606] Agent unexpected cl ose of peer connection 6, apid 227061

14: 00: 20: [32606] Agent invoking cleanup v2 for apid 227061

14: 00: 20: Begi nni ng cl eanup of apid 227061, iteration 1

14: 00: 21: Post-cl eanup: apid 227061 definitely resident on 1/1 nodes, maybe on 0
ot hers

14: 00: 21: Begi nning cl eanup of apid 227061, iteration 2

14: 00: 21: Target Nodes: Match list portion for apid 227061 (1/1): 20

14: 00: 21: Target Nodes: Unreached list portion for apid 227061 (0/0):

14: 00: 21: Post-cl eanup: apid 227061 definitely resident on 0/1 nodes, maybe on 0
ot hers

14: 00: 21: Invoking health check: /opt/cray/ nodehealt h/default/bin/xtcleanup_after
[t mp/ apsysWRPpna 227061 0

14: 00: 30: Successfully cleaned up apid 227061 on 1 nodes

After apngr cl eanup returns, the apsys log file contains something similar to the
sample message below:

14: 02: 30: [32606] Agent sending ALPSMSG EXI T nmessage to apsched fd 7, apid 227061
14: 02: 30: [32606] Agent received ALPSMSG EXI TCONFI RM from apsched fd 7, apid 227061

In the above example, apsched has been told that the resources assigned to that
apr un can now be reallocated to another application. The apst at display will no
longer show information about this application.

8.11.4 Node Health Checker Actions

The Node Health Checker (NHC) is automatically invoked by ALPS upon the
termination of an application. ALPS passes alist of nodes associated with the
terminated application to NHC. NHC performs specified tests, which are specifiedin
the NHC configuration file, to determine if compute nodes allocated to the application
are healthy enough to support running subsequent applications. If not, it removes any
nodes incapable of running an application from the resource pool.

NHC verifiesthat the Application Level Placement Scheduler (ALPS) acknowledges
a change that NHC has made to a hode's state. |If ALPS does not acknowledge a
change, then NHC recognizes this disagreement between itself and ALPS. NHC then
changes the node's state to admi ndown state and exits.

For an overview of NHC, seethei nt r o_NHC(8) man page. For additional
information about configuring node health checker, see Configuring Node Health
Checker (NHC) on page 168.

8.11.5 Verifying Application Cleanup

There are a number of circumstances that can delay completion of application cleanup
after an unorderly exit. Thisdelay is often detected through apst at displays that
still show the application and the resource reservation for that application.
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As described in previous sections, check the various log filesto understand what
activity has taken place for a specific application.

* Checkthe/ var/| og/ al ps/ apsysMMDD log filesfor that apid; verify
cleanup version 1 (apngr cl eanup) or cleanup version 2 has been invoked.

« |f using cleanup version 1 on that same login node, use ps to check if
apngr cl eanup is still executing.

» Check the applicable node health monitoring log file
(/ var /1 og/ xt checkheal t h_I| og) for that apid.

e Check the SMW
/var/opt/cray/l og/ sessionid/ consol e- YYMMDDHHMM log
filefor that apid.
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Comprehensive System Accounting (CSA) is open-source software that includes
changes to the Linux kernel so that the CSA can collect more types of system
resource usage data than under standard Fourth Berkeley Software Distribution
(BSD) process accounting. CSA software also contains interfaces for the Linux
process aggregates (paggs) and jobs software packages. The CSA software package
includes accounting utilities that perform standard types of system accounting
processing on the CSA generated accounting files. CSA, with Cray modifications,
provides:

» Project accounting capabilities, which provide away to charge computer system
resources to specific projects

* Aninterface with various other job management systemsin use at Cray sites
» A data management system for collecting and reporting accounting data

* Aninterface that you use to create the project account and user account databases,
and to later modify them, as needed

* Aninterface that allows the project database to use customer—supplied user,
account, and project information that resides on a separate Lightweight Directory
Access Protocol (LDAP) server

* Aninterface with the ALPS application management systems so that application
accounting records that include application start, termination, and placement
information can be entered into the system accounting database

Specific third-party software releases are required for batch system compatibility with
CSA on Cray systems. For more information, access the 3rd Party Batch SW link
on the CrayPort website at http://www.crayport.cray.com.

Complete features and capabilities of CSA are described in the csa(8) and

i nt ro_csa(8) man pages. The accounting utilities provided for administrative
use are: csanodeacct , csaperi od, and csar un. Therelated man pages are
accessible by using the man command.

Note: CSA runsonly on login nodes and compute nodes. The SMW, boot node,
SDB node, Lustre MDS nodes, and Lustre OSS nodes do not support CSA.
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9.1 Interacting with Batch Entry Systems or the PAM j ob

Module

Jobs are created on the system using either a batch job entry system (when such a
system is used to launch jobs) or by the PAM j ob module for interactive sessions.

Note: You must be running TORQUE snapshat (release)
2.4.0-snap. 20080925140 or later to take advantage of CSA
support for the Cray platform.

You must run PBS Professional 9.2 or later to take advantage of CSA support for
the Cray platform.

Compute node project accounting for applications submitted through workload
managers (for example, PBS Professional) depends on the ability of the workload
manager to obtain and propagate the project ID to ALPS at job submission time.

If the workload manager does not support the ability to obtain and propagate the
project ID to ALPS at job submission, the project ID must be set by using the
account command prior to issuing an ALPS apr un command. Otherwise, project
ID information will not be included in any CSA accounting records for the job.

9.2 CSA Configuration File Values
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The CSA configuration file, csa. conf, is included with the

Cray Linux Environment (CLE) software release package. This file contains default
settings for several configuration parameters you must change to tailor CSA to your
individual site configuration. On Cray systemscsa. conf islocated on the shared
rootin/ et c/ opt/ cray/ csal/ csa. conf forlogin nodes and on the SMW in
/opt/xt-imges/tenpl at es/ def aul t/etc/opt/cray/csal csa. conf
for compute nodes.

Note: The two copies of this filemust be identical with the exception of the
NODE_PROCESS_ACCOUNT parameter.

Each Cray system that runs CNL has its own unique hardware configuration,
including the number of nodes on the system, the physical location of the nodes, and
aunique file system configuration. For this reason, the default csa. conf filescan
only be used as atemplate. A new version of the CNL compute node image must be
created after editing csa. conf in order to implement the changes.

The parameters shown in the following table are used to define the accounting file
system configuration and the node configuration for your system. You must change
the settings of these parameters so that they conform to your system configuration.
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Table 8. CSA Parameters That Must Be Specific to Your System

Parameter Description

CSA_START Defineswhether CSA isenabled (on) or disabled (of f ). By defaullt,
CSA isdisabled.

ACCT_SI O_NODES Declares the number of account file system mount points. There

must be at least one account file system mount point. The maximum
number of mount pointsis 10. Multiple mount points are allowed so
that the individual node accounting files can be distributed across
more than one file system in order to provide better scaling for
large system configurations. Use the df command to display the
possible file system mount points. The actual maximum number of
ACCT_SI O_NODES that may be specifiedis limited by the number
of file systems available on your system.

ACCT_FI LE_SYSTEM 00 Must be one entry for each declared file system mount point.
Numbering must begin with 00, and numbers must be consecutive.
For example, if you have specified ACCT_SI O _NCDES 1,
you will only define ACCT_FI LE_SYSTEM 00. If you have

ACCT_FI LE_SYSTEM nn specified ACCT_SI O NODES 2, you will aso need to define
ACCT_FI LE_SYSTEM 01.
_lus_ni d00023 csa_XT The default file system mount point. 1t must be changed to

correspond to afile system that exists on your system. Thereis one
of these entries for each ACCT_FI LE_SYSTEMdeclared.

Note: The program that parses the configuration file does not
allow any special characters, other than the underscore character
(L) in configuration names. Therefore, in the file system paths
used in the mount point description, each forward slash character
(/') character must be represented by an underscore (_) character.
This also means that an account file system mount point cannot
have a__ character in the pathname.

SYSTEM_CSA PATH Defines the pathname on the common file system where CSA
establishes its working directories for generating accounting reports.
This parameter is only used on the service node image. It is not used
on the compute nodes.

NCDE_PROCESS ACCOUNT Defineswhether all process account records written on a node
will be written to the common file system, or whether the process
account records for each application will be combined into asingle
application summary record that represents the total execution of the
application on anode. This parameter may be set differently on the
shared root and compute node images.

For other parametersin csa. conf , default settings should be acceptable.
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9.3 Configuring CSA

9.3.1 Obtaining

| ogin: ~ > df

rootfs
i nitrandevs

CSA isdisabled by default. When CSA is enabled, all system accounting, including
service node accounting, is performed by CSA. Therefore, there is no need to have
BSD process accounting enabled on service nodes. To enable CSA, set CSA_START
toonincsa. conf.

Note: You must include the CSA RPM in your CNL boot image. If you set values
intheshel | _boot i mage. sh script, make sure to edit the same valuesin
CLEi nstal | . conf sothat any new features remain enabled after the next CLE
update or upgrade.

Perform the procedures in this section, in order, to correctly set up CSA.

File System and Node Information
Procedure 72. Obtaining file system and node information

1. From alogin node, enter the df command to determine which file systems are
available for writing CSA accounting data.

173031424 158929920 5311488 97%/
8268844 76 8268768 1% / dev

10. 131. 255.254: /rr/current

173031424 158929920 5311488 97%/

10. 131. 255. 254 /rr/current//.shared/ node/ 8/ et c

10. 131. 255. 254: / snv
10. 131. 255. 254: / snv
none

none

none

tnpfs

ufs:/ufs

uf s: / ost est
23@ni : /1 us_system
30@ni : /i b54ex
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173031424 158929920 5311488 97%/etc
48070496 13872768 31755840 31%/var
48070496 13872768 31755840 31%/var

8268844 12 8268832 1% / var/ | ock
8268844 940 8267904 1% /var/run
8268844 0 8268844 0% /var/tnp
8268844 12 8268832 1% /tnp

38457344 26436608 10067968 73% /ufs
20169728 10874880 8269824 57% / ost est

215354196400 60192583820 144222067004 30% /| us/ ni d00011
114821632416 5588944 108983420416 1% /1 us/ ni d00064

2. Determine and record the file system information you want to use for CSA.

The files systems of interest for saving accounting data are those two systems
whose mount pointsare/ | us/ ni d00011 and/ | us/ ni d00064, respectively.
Record this information for later use.

3. Determine the hardware node configuration on your system.
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Run the xt pr ocadni n command to get a complete list of nodes.

| ogi n: ~ > xtprocadmn

N

~NhwWooy

475
476
477
478
479

(HEX) NODENAME TYPE STATUS MODE PSLOTS FREE
0x0 ¢0-0c0s0On0 service up bat ch 4 0
0x3 ¢0-0c0s0n3 service up bat ch 4 0
0x4 ¢0-0c0s1n0 service up bat ch 4 4
0x7 ¢0-0c0s1n3 service up bat ch 4 4

Ox1ldb ¢3-0c2s6n3 conpute up bat ch 4 4

Oxldc ¢3-0c2s7n0 conpute up bat ch 4 4

Ox1dd ¢3-0c2s7nl conpute up bat ch 4 4

Oxlde ¢3-0c2s7n2 conpute up bat ch 4 4

Ox1df ¢3-0c2s7n3 conpute up bat ch 4 4

For this example system, you want to choose a set of nodes that will have their
accounting fileswrittento/ | us/ ni d00011 and another set of nodes that will
have their accounting fileswrittento/ | us/ ni d00064. You also need to make
sure there is no overlap between the two sets of nodes.

9.3.2 Editing the csa. conf File

S-2393-5101

After you have the file system mount point and node configuration

information for your system, you are ready to edit the csa. conf

file. On Cray systems this file is located on the shared root at

/ etc/ opt/cray/ csal csa. conf for login nodes and on the SMW at

/ opt/ xt-inmages/tenpl at es/ defaul t/etc/opt/cray/csal csa. conf
for compute nodes.

Note: You must use xt opvi ew to edit the shared root image of

csa. conf fileon the boot node. You can use any text editor to

edit the compute node image of csa. conf fileon the SMW. If the
/opt/xt-imges/tenpl at es/ def aul t/etc/opt/cray/csal csa. conf
filesdoes not exist on the SMW, you may copy the filefrom the shared root.

Procedure 73. Editing CSA parameters for the example system
1. Enable CSA by setting CSA_START to on.
2. Set the number for the ACCT_SI O_NODES parameter.

From Procedure 72 on page 296, you know that both / | us/ ni d00011 and
/1 us/ ni dO00064 will be used to host individual node accounting files. The
number of file systems (in this case two) to be used to contain accounting files
is the value for the ACCT_SI O_NODES parameter. Since this example shows
using/ | us/ ni d00011 and/ | us/ ni d00064 to contain accounting files,
set ACCT_SI O_NODES to 2:

ACCT_SI O NODES 2
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3. Declare afile system mount point for each SIO node specified.

Note: The program that parses the configuration file does not allow any special
characters, other than the underscore character (_) in configuration names.
Therefore, in the file system paths used in the mount point description, each
forward slash character (/ ) character must be represented by an underscore
(L) character. This also means that an account file system mount point cannot
have a__ character in the pathname.

The df command from the previous procedure showed a mount point on

/1 us/ ni d0O0011 and another oneon/ | us/ ni d00064, these are the two
mount points that need to be declared. Just because there are multiple mount
points, however, does not mean that you need to use them. You may choose to
have all accounting fileswritten to asingle file system. Sincein this example you
are configuring two mount points, you must specify ACCT_FI LE_SYSTEM 00
and ACCT_FI LE_SYSTEM 01 parameters:

ACCT_FILE_SYSTEM 00 _|us_ni d00011
ACCT_FILE_SYSTEM 01 _| us_ni d00064

. Determine the node range values for the account system mount point parameters.

All accounting file directories have csa as the first element of the path name,
following the mount point. The next element in the path name after csa
describes the node type. For Cray node types, the next element of the path name
is XT.

For Cray systems, the CSA software uses the node name, otherwise known as the
cname, when creating pathnames for accounting files. For example, node name
c1- 0c2s7n3 has apathname of cab1/ r ow0/ chassi s2/ sl ot 7/ nconp3.
This path name is appended to applicable accounting system mount point namein
order to create afull path name for the accounting file.

The xt pr ocadm n command output from the previous procedure shows that
the system has 4 cabinets, c0- ¢3. One simple way to configure the accounting
file systems so that the filesare divided fairly evenly between the two file systems
in this example would be to specify that cabinet O and cabinet 1 have their data
writtento/ | us/ ni d00011, and cabinet 2 and cabinet 3 have their data written
to/ | us/ ni dO0064.

Using the pathname conventions described above, and the node name data from
Procedure 72 on page 296, you can definethe file system mount point parameters:

_lus_nid00011 csa_XT c0- 0c0s0n0--c1-0c2s7n3
_lus_ni do0064_csa_XT  ¢2-0c0s0n0--c3-0c2s7n3

. Definethe SYSTEM_CSA _PATH parameter.

The SYSTEM _CSA PATH parameter describes the file pathname for the system
wide csa directories that are used for CSA work areas, and for containing the
system-wide pacct file. The system-wide pacct file contains the merged
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contents of the individual node pacct files. Since the file pathname for the
SYSTEM CSA PATH s not used as an input to the configuration file parser, the
file path name is allowed to contain the/ character.

Usually the SYSTEM_CSA _PATH parameter uses an account file system
mount point as its base directory, however, thisis not required. The
SYSTEM CSA PATH parameter is only used on the login node where CSA file
processing is performed. It is not necessary to set this parameter in the compute
node image of csa. conf onthe SMW, but setting it there does not cause any
problems.

For this example, usethe/ | us/ ni d00011 mount point for the CSA work
aress.

SYSTEM CSA_PATH /1 us/ni d00011/ csa
6. Definethe NODE_PROCESS ACCOUNT parameter.

The NODE_PROCESS_ACCOUNT parameter defines how much

detailed accounting data is to be collected, processed, and saved from

the nodes on the system. This parameter may be set differently in

[ opt/ xt-images/tenpl at es/ def aul t/ etc/ opt/cray/csal csa. conf
on the SMW for the compute node image than in

/ etc/opt/cray/csal csa. conf inthe shared root file system

for login nodes.

To understand the usefulness of this parameter, it may be helpful to know how
CSA accounting records are handled on Cray systems. When ALPS launches an
application to the compute nodes on a Cray system, CSA process accounting
occurs on each compute node. All CSA job and process accounting records for
each compute node are written to an in-memory file system on the node, and
the records remain there until the application terminates. When the application
terminates, ALPS notifiesthe CSA software on each compute node to process
the accounting data for that node. The NODE_PROCESS ACCOUNT parameter
allows CSA to make a decision whether to write all of the individual process
accounting records for each compute node to the common file system, or to
read the individual process accounting records and combine them into asingle
application summary record that represents the total resources used by the
application on the compute node. By choosing to have application summary
records, the amount of data transferred from each compute node to the common
file system may be substantially reduced. In doing so, the amount of internal
system network traffic and the amount of data moved from compute nodes to
disk can be decreased. Also, the total amount of CSA accounting data that must
be processed later for creating usage reports, and the amount of CSA data to
be permanently stored can be reduced.

You may want to set NODE_PROCESS_ACCOUNT off for compute nodes, and
to set it on for service nodes. This provides more accounting process detail on
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the login nodes where such information may be more useful. Therefore, this
single parameter may be set differently on the shared root image than it is set on
the compute node image of csa. conf on the SMW.

To use this split configuration, specify the following:

# Shared root version of /etc/opt/cray/csal/csa.conf:

NODE_PROCESS_ACCOUNT

ON

# Conpute node inmage (on SMN of /opt/xt-images/tenpl ates/default/etc/opt/cray/csalcsa.conf:

NODE_PROCESS_ACCOUNT

OFF

7. Change the parameter that definesthe group name used for setting the ownership

and group on accounting files. This parameter is named CHGRP and defaults to:

CHGRP csaacct

If you use a different group name, change the parameter to match your system
configuration.

9.3.3 Editing Other System Configuration Files

You also must make configuration changes to other system files. Use the xt opvi ew
command on the boot node to make the changes. For detailed information about
using xt opvi ew, see Managing System Configuration with the xt opvi ew Tool on
page 135 or the xt opvi ew(8) man page.

300

Addthecsaacct user nameto/ et ¢/ passwd on the shared root.

csaacct: *:391:391: CSA: /var/lib/csa:/shin/nol ogin

Addthecsaacct group nameto/ et c/ gr oup on the shared root.

csaacct:!:391:

Update the shadow password fileto reflect the changes you have made:

[ usr/ sbi n/ pwconv
Addthecsaacct groupnameto/ et c/ gr oup onthe CNL image.

Note: Thecsaacct group and gid must be the same on the shared root and
CNL image.

Create additional PAM entriesin/ et ¢/ pam d/ conmon- sessi on to enable
CSA. For more information about creating PAM entries, see Setting Up Job
Accounting on page 304.
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9.3.4 Creating a CNL Image with CSA Enabled

After you have modified the compute node copy of csa. conf on the SMW, you
must rebuild the compute node image. For more information about how to rebuild
the compute node image, see Preparing a Service Node and Compute Node Boot
Image on page 65.

You can edit the shared root version of csa. conf and install the new version using
the xt opvi ewcommand. For more information about editing the shared root image
of csa. conf using the xt opvi ew utility, see Managing System Configuration
with the xt opvi ew Tool on page 135 or the xt opvi ew(8) man page.

9.3.5 Setting Up CSA Project Accounting

sdb: ~ # nysql
sdb: ~ # nysql
S-2393-5101

The project database allows your site to define project names and assign an account
number to each project. Users can have alist of account numbers that they can use
for charging computing resources. Each user has a default account number that is
assigned at login time.

Note: If you do not want to use CSA project accounting, complete Procedure 75 on
page 303 instead of Procedure 74 on page 301.

Procedure 74. Setting up CSA project accounting

The project database resides on the system SDB node as a MySQL database. To set
up a CSA project accounting for your system, perform this procedure.

1. Establish the project database, User Pr oj ect , and define the project database
tables on the System Data Base (SDB) server:

-u root -h sdb -p < /opt/cray/projdb/default/sqgl/create_UserProject.sql

2. Grant administrative access privileges to the project database:

-u root -h sdb -p < /opt/cray/projdb/default/sqgl/create_accounts. sql

3. Usethe xt opvi ew command from the boot node to create and edit the
[ etc/opt/cray/ projdb/projects fileon the shared root so that it
contains alist of valid account numbers and the associated project names.

The/ et c/ opt/cray/ projdb/ projects fileconsists of alist of entries
where each entry contains a project number followed by a project name. A colon
character separates the project number from the project name. A project number
and an account number are the same thing. The following example shows a
simple project file:

0: root

100: sysadm

101: Proj ect A

102: ProjectB

103: Bi g_Name_Proj ect _that _i s_i nsi gni fi cant _and_uni nport ant
1234567890: Big Nane Project with Blanks in the Nane
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4. Usethe xt opvi ew command from the boot node to create and edit the

/etc/opt/cray/ projdb/useracct fileon the shared root so that it
contains alist of authorized users and the valid account numbers for each user.

Each line of the user accounts file contains the login name of a user and list of
accounts that are valid for that user. The first account number in the list is the
user's default account. The default account number is assigned to the user at login
time by the pam j ob module. The user name is separated from the first account
ID by acolon (: ). Additiona account numbers are separated by a comma(, ).

The following shows a simple user account file:

root: 0

ul000: 100

ul001: 101, 103

ul002: 100, 101

ul003: 100, 103, 1234567890

. Onthelogin node, edit the ~cr ayadm . ny. cnf filein the home directory of

the project database administrator so that it contains the following lines:

[client]

user =sys_ngnt
passwor d=sys_ngnt
host =sdb

. On the login node, change the permissions and owner on the

~crayadn . ny. cnf file, asfollows:

| ogi n: / horme/ crayadm ~> chnod 600 ~crayadm . my. cnf
I ogi n: / hone/ crayadm ~> chown crayadm crayadm ~crayadm . my. cnf

. If you are using customer—supplied user, account, and project information that

resides on a separate LDAP server, use the xt opvi ew command from the
boot node to edit the/ et ¢/ opt / cr ay/ pr oj db/ pr oj db. conf project
accounting configuration file so that it contains site-specific values for the
parameters listed in Table 9.

Table 9. Project Accounting Parameters That Must Be Specific to Your
System

Parameter

Description

PRQJIDBTYPE

CUSTOM _VALI DATE
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If you are using customer—supplied user, account, and project
information that resides on a separate LDAP server, change from
MYSQL (default) to CUSTOM

If you are using customer—supplied user, account, and
project information that resides on a separate LDAP

server, specify the full path name to the customer—supplied
function that performs the necessary validation, for example
{usr/local/sbin/validate_account.
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Par ameter Description

Input parameters to the validation function are position order
dependent, as follows:
user _nane account _nunber

8. On alogin node, run the pr oj db command with the - ¢ option to create the
project database. After the project database has been established, any users
gaining access to the system through the job PAM module are assigned a default
account ID at the time of system access.

| ogi n: / honme/ crayadm ~> projdb -c -p /etc/opt/cray/projdb/projects -u
[ etc/opt/cray/ projdb/useracct -v

Note: The project database package commands are installed in
/ opt/ cray/ proj db/ def aul t/ bi n, which must be in your PATH
variable to access the commands.

9.3.5.1 Disabling Project Accounting

If you do not want to use project accounting on your site, either as provided by the
MySQL database, or by a separate customer-supplied LDAP server, use the following
procedure to disable project accounting.

Note: If you want to use CSA project accounting, complete Procedure 74 on
page 301 instead of Procedure 75 on page 303.

Procedure 75. Disabling project accounting

1. Inthe/ et c/ opt/ cray/ proj db/ pr oj db. conf file, set the PROIDBTYPE
parameter to CUSTOM

2. Inthe/ etc/ opt/cray/ projdb/ projdb. conf file
declare a CUSTOM _VALI DATE parameter and define it as
{fusr/local/sbin/validate_account.

3. Asroot,createthe/ usr/ | ocal / sbi n/ val i dat e_account filewithfile
permissions set to 755 and the following contents:

#!/ bin/ sh
echo 0
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9.3.6 Setting Up Job Accounting

Note: You must include the csa RPM in your CNL boot image. To do this
either set CNL_csa=yes inthe CLEi nst al | . conf beforethe CLEi nst al |
program isrun or edit theshel | _boot i mage_LABEL. sh script and specify
CNL_CSA=y prior to updating your CNL boot image. If you do set values
intheshel | _boot i mage. sh script, make sure to edit the same valuesin
CLEi nstal I . conf sothat any new features remain enabled after the next CLE
update or upgrade.

Procedure 76. Setting up CSA job accounting for non-CCM CNOS jobs

1. Cluster Compatibility Mode (CCM) does not support CSA accounting. However,
the CNOS class must support CSA accounting for non-CCM jobs. To accomplish
this, use the following configuration.

# xtopview default/:/# vi /etc/opt/cray/ccmlccmounts.|oca
/ et ¢/ pam d/ common- sessi on-pc. ccm / et ¢/ pam d/ conmon- session bind 0
defaul t/:/# exit

2. In CNOS Class view:

common- sessi on i ncl udes:

sessi on optional pam nkhonedir.so skel =/ sof t war e/ skel
session required pamlimts.so

sessi on required pam.uni x2.so

session optional pam.|dap.so

sessi on optional pam umask.s

session optional /opt/cray/job/default/lihb64/security/pamjob.so
common- sessi on. ccm does not include the pamjob entry:
sessi on optional pam nkhomedir.so skel =/ sof t war e/ ske
session required pamlimts.so

session required pam uni x2. so

sessi on optional pam.|dap.so

For the procedure to disable CSA for the CNOS class view, see Workload
Management and Application Placement for the Cray Linux Environment.

For additional information about setting up job accounting on your system, read the
| NSTALL filethat isincluded in thej ob RPM.

For more information about editing the shared root image of the pamconfiguration
filesusing the xt opvi ew utility, see Managing System Configuration with the
xt opvi ew Tool on page 135 or the xt opvi ew(8) man page.

9.4 Creating Accounting cron Jobs

304

CSA depends on your system having apersistent / var file system for the shared
root. For CSA to run successfully, you must establish the following cr on jobs.

The normal order for the cr on jobsis: csanodeacct, csar un, and then
csaperi od (if necessary).
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9.4.1 csanodeacct cron Job for Login Nodes

On Cray system compute nodes, when an application terminates, the Application
Launch and Placement Scheduler (ALPS) initiates the CSA software that moves
the local node accounting file records to a node-specific directory on the common
filesystem (Lustre). On login nodes, this does not happen, and accounting records
continue to accumulate indefinitely until the csanodeacct scriptisinvoked to
move the data to the common file system. Therefore, you need to periodically run a
cr on job on each login node to make sure that the local accounting filesare moved
as needed. Thiscr on job must be owned by r oot .

Example 106. Running a csanodeacct cron job on each login node to move
local accounting files

The following example shows moving accounting filesfrom the local file system
to the common file system on an hourly basis at 10 minutes before the hour. This
cront ab must be executed for each login node:

50 * * * * Jopt/cray/csal defaul t/sbin/csanodeacct

9.4.2 csaruncron Job

You normally execute the csar un script at defined intervals to generate a set of
system accounting reports.

Example 107. Executing the csar un script

Torun csar un once per day at one minute before midnight, useacr ont ab entry
of the following form:

59 23 * * * [opt/cray/csal/defaul t/sbin/csarun
Note: Thiscr ont ab must be executed from only one login node since it executes

the csanodener g script that merges all of the local node accounting filesinto
a single system wide accounting file.

9.4.3 csaperi odcron Job
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You can invoke the csaper i od script to run periodic accounting at different
intervals than the regular system accounting interval.

Example 108. Running periodic accounting at different intervals than the regular
system accounting interval

Toruncsaperi od once aweek on Sunday at 5 minutes after midnight, use a
cront ab entry of the following form:

50 * * 0 /opt/cray/csal/ defaul t/sbin/csaperiod

Note: Thiscr ont ab must be executed from only one login node since it executes
the csanodener g script that merges al of the local node accounting filesinto
a single system-wide accounting file.
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9.5 Enabling CSA

Using the xt opvi ew command on the boot node is the only method to configure,
enable, or disable services on the shared-root file system. You cannot configure,
enable, or disable services on the login node itself. If your site has configured a

| ogi n class for your system, invoke the following command sequence from the
boot node asr oot :

boot # xtopview -x /etc/opt/cray/sdb/ node_classes -c |ogin
cl ass/login:/# chkconfig job on

class/login:/# chkconfig csa on

class/login/# xtspec -c login /etc/init.d/job
class/login/# xtspec -c login /etc/init.d/csa
class/login:/# exit

On the subsequent system boot, this starts up the specified services on all nodes of
thel ogi n class.

Note: If your site has not configuredal ogi n class, you must enable CSA for the
individual login nodes using the xt opvi ew - n [ nid# syntax rather than the

xt opvi ew - ¢ | ogi n syntax shown. You must repeat the process for each login
node. Seethe xt opvi ewm8) man page for complete command option information.

9.6 Using LDAP with CSA

The pr oj db command and the - | option on the account command are not
supported with customer-provided account validation.

The following Cray supplied library functions do not support this

feature: db_add_proj ect, db_add_user, db_get _proj _acct,
db_get _proj _nane, db_get _user_accts, db_has_t abl e,
db_print_table,db_truncate_tabl e,anddb_val i date_acct.

For adescription of the/ et ¢/ opt / cray/ proj db/ proj db. conf fileand
additional information on using a customer-supplied database, see the pr oj db(8)
andi ntro_csa(8) man pages.
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Compatibility Mode in CLE [10]

10.1 Configuring the Compute Node Root Runtime Environment
(CNRTE) Using CLEi nst al |

S-2393-5101

Users can link and load dynamic shared objects in their applications by using the
compute node root runtime environment (CNRTE) in the Cray Linux Environment
(CLE). CLE includes software that enables compiling with dynamic libraries,

using an alternate to thei ni t r anf s file system on the CNL compute nodes,

called the compute node root. The compute node root is essentially the read-only

DV S-projected shared root file system. This supports the ability to run alimited set of
dynamically linked binaries on compute nodes.

The main benefit of this feature is expanded use of programs and libraries that require
shared libraries on Linux cluster systems. If an independent software vendor (I1SV)
program ships with compiled binaries and dynamic libraries, you can also take
advantage of this feature. Users are able to effectively reduce memory and executable
footprint when shared objects, called multiple times, use the same segment of
memory address space. Users can create applications that no longer need recompiling
when libraries change.

Administrators enable this option at install time by modifying parameters in the
CLEi nstal | . conf file.

For additional information, see Installing and Configuring Cray Linux Environment
(CLE) Software and Workload Management and Application Placement for the Cray
Linux Environment.

CNRTE is the framework used to allow compute node access to dynamic shared
objects and libraries. Configuring and installing the compute node root runtime
environment involves setting up the shared root as a DV S-projected file system. This
process entails configuring DV S server nodes and updating the compute node boot
images to enable them as clients.

To configure the compute node root runtime environment for CLE, do the following:

1. Determine which service or compute nodes will be the compute node root
servers.
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There are essentialy two classes of nodes in a Cray system: service or compute.
Service nodes have connectivity to external file systems and networks, access to
the shared root of the boot node, and a full set of Linux services. Compute nodes
have reduced services and a lightweight kernel to allow a maximized utilization
of computational resources. Some services do not require external connectivity
but are still desirable. There isalso a practical limit to the number of available
service nodes for each site. CLE allows you to run the service node image on a
node otherwise considered a compute node to act as an internal DV S server of
the Cray system shared root.

Note: Any compute nodes you choose here will no longer be a part of the
available compute node pool. An allocation mode of ot her will be assigned
to these compute nodes in the service database (SDB). These nodes will no
longer belong to the group of batch and interactive nodes in the SDB and they
will be unavailable to ALPS.

Caution: Do not place DV S servers on the same node as a Lustre (Object
Storage, Metadata or Management) server. Doing so can cause load
oversubscription on the node and reduce performance.

If the/ et c filesare specialized with acnos class, thecnos class/ et ¢ files
will be mounted on top of the projected shared root content on the compute
nodes. This class specialization allows the compute nodes to have access to
adifferent set of / et c filesthat exist on the DVS servers. Otherwise, the
compute nodes will use the set of / et ¢ filesthat are specific to their DVS
server and that are contained in the shared root of the DV'S server projects.

2. When editing the CLEi nst al | . conf fileand running the CLEi nst al |

program, modify the parameters specific to shared object support according to
your site-specific configuration.

When you set the following parametersin the CLEi nst al | . conf file,
the CLEi nst al | program will automatically configure your system for the
compute node root runtime environment.

DSL=yes This variable enables dynamic shared objects and libraries for
CLE. The default isno.

Note: Setting this option to yes will automatically enable
DVS.

DSL_nodes=17 20

The decimal NIDs of the nodes that will act as compute node
root servers. These nodes can be a combination of service or
compute nodes. Each NID is separated by a space.
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DSL_rount poi nt =/dd

This path is the DV'S mount point on the compute nodes; it is the
projection of the shared root file system.

DSL_attrcache_ti neout =14400

This value is the attribute cache time out for compute node root
servers. The value represents the number of seconds before DVS
attributes are considered invalid and they are retrieved from the
server again.

3. Follow the appropriate procedures in Installing and Configuring Cray Linux
Environment (CLE) Software to complete the installation.

The/ etc/opt/cray/cnrtel/ roots. conf filecontains site-specific values for
custom root file systems. To specify a different pathname for r oot s. conf edit the
configurationfile/ et c/ sysconfi g/ xt and change the value for the variable,
CRAY_ROOTFS_CONF. Inther oot s. conf file, the system default compute
node root used is specified by the symbolic name DEFAULT. If no default value is
specified, / will be assumed. In the following example segment of r oot s. conf,
the default case uses/ dsl asthe reference root file system:

DEFAULT=/ dsl
I NIl TRAMFS=/
DSL=/ dsl

Users can override the system default compute node root value by setting the
CRAY_ROOTFS ervironment variable to avalue from ther oot s. conf file. This
changes the compute node root used for launching jobs. For example, to override the
use of / dsl set CRAY_ROOTFSto | NI TRAMFS.

An administrator can modify the contents of thisfileto restrict user access. For
example, if the administrator only wants to allow applications to launch using the
compute node root, ther oot s. conf filewould read like the following:

% cat /etc/opt/cray/cnrte/roots. conf
DEFAULT=/ dsl

10.2 Configuring Cluster Compatibility Mode
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A Cray XE series system is not a cluster but a massive parallel processing (MPP)
computer. An MPP is simply one computer with many networked processors used
for distributed computation, and, in the case of Cray XE architectures, a high-speed
communications processor that facilitates optimal bandwidth and memory operations
between those processors. When operating as an MPP machine, the Cray compute
node kernel (Cray CNL) typically does not have afull set of the Linux services
available that are used in cluster ISV applications.

309



Managing System Software for the Cray® Linux Environment

Cluster Compatibility Mode (CCM) is a software solution that provides the services
needed to run most cluster-based independent software vendor (ISV) applications
out-of-the-box. CCM supports ISV applications running in four simultaneous cluster
jobs on up to 256 CNL compute nodes per job instance. It is built on top of the
Compute Node Root Runtime Environment (CNRTE), the infrastructure used to
provide dynamic library support in Cray systems.

CCM istightly coupled to the workload management system. It enables users to
execute cluster applications alongside workload-managed jobs running in atraditional
MPP batch or interactive queue. Essentially, CCM uses the batch system to logically
designate part of the Cray system as an emulated cluster for the duration of the job as
shown in Figure 5 and Figure 6.

Figure 5. Cray System Job Distribution Cross-section

: TF\

Service Nodes Cluster Compatibility Mode
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Figure 6. CCM Job Flow Diagram

Nodes are provisioned and Free MPP compute nodes

placed in ccm_queue using
gsub or bsub

User runs application using
ccmrun with a batch
script or interactively

Application terminates
and CCM processes
cleanup

Cluster job nodes are
returned as free MPP
compute nodes

10.2.1 Preconditions
e Dynamic library support isinstalled.

e (Optiona) RSIP must be installed if you have applications that need access to a

license server; see Installing and Configuring Cray Linux Environment (CLE)

Software.
e PBS 10.2RC2 (Emerad), LSF 8.0, or

Tor que- 2. 4. 1b1- snap. 200908271407 or later versions are installed.
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10.2.2 Configuration Options

312

The following are exclusively post-install options included in
/etc/opt/cray/ccmlcecm conf:

CCM_DEBUG=no

Setting this option to yes enables debug logging for

CCM. These logs will be stored on the PBS MOM node

inf var /| og/ crayccm Cray recommends the site setting this
optionto yes.

CCM_RESOURCES="ccm ccm2"

This option indicates that the administrator has configured a custom
application resource that can be allocated and used for ajob. Users
requesting a job will consume one of the poal of available resources
listed here. The job submission is checked against the list provided
when making a determination whether the job isa CCM targeted job.

Note: Only one of CCM_RESOURCES or CCM_QUEUES is
required.

To configureyp, / et ¢/ def aul t dormai nand/ et ¢/ yp. conf must be properly
configured on the compute node specialized view. Cray recommends that you use the
cnos classwithin xt opvi ewto set up this specialized view.

Procedure 77. Using DVS to mount home directories on the compute nodes
for CCM

For each DV S server node you have configured, mount the path to the user home

directories. Typically, these will be provided from alocation external to the Cray
system.

1. Specidizeand add alinetothe/ et c/ f st ab fileon the DVS server by using
xt opvi ewinthe node view. For example, if your DVS server isc0- 0c0s2n3
(node 27 on a Cray XE system), type the following:
boot: ~ # xtopview -m "nounting hone dirs" -n 27
node/ 27:/ # xtspec -n 27 /etc/fstab
node/ 27:/ # vi letc/fstab

nfs_home _server: / hone / hone nfs tcp,rw 00
node/ 27:/ # exit

2. Log into each DV'S server and mount the file system:

boot: ~ # ssh ni d00027
ni d00027: ~ # nmount /hone
ni d00027: ~ # exit

S-2393-5101



Dynamic Shared Objects and Cluster Compatibility Mode in CLE [10]

3. To allow the compute nodes to mount their DV S partitions, add an entry in the
/ et c/ f st ab filein the compute image for each DV S file system. For example:

smw. ~ # vi /opt/xt-inmages/tenpl ates/default/etc/fstab
/ home /home dvs pat h=/ hone, nhodenanme=c0-0c0s2n3

4. For each DVS mount inthe/ et ¢/ f st ab file, create a mount point in the
compute image.

smw. ~ # nkdir -p /opt/xt-inmages/tenpl ates/defaul t/hone

5. Update the boot image to include these changes; follow the steps in Procedure
2 on page 66.

Note: You can defer this step and update the boot image once before you finish
booting the system.

Procedure 78. Modifying CCM and Platform-MPI system configurations

1. If you wish to enable additional features such as debugging and Linux NIS
(Network Information Service) support, edit the CCM configuration file by using
xt opvi ewin the default view.

boot: ~ # xtopview -m "configuring ccmconf"
default/:/ # vi /etc/opt/cray/ccm ccm conf

If you wish to configure additional CCM debugging, set CCM_DEBUG=yes.
If you wish to enable NIS support, set CCM_ENABLENI S=yes.

2. (Optiona) You may have a site configuration where the paths for the gst at
command is not at a standard location. Change the values in the configuration
filefor CRAY_QSTAT_PATH and CRAY_BATCH_VAR accordingly for your
site configuration.

3. Saveand closeccm conf .

4. EXit xt opvi ew.

default/:/ # exit
boot: ~ #

Important: If your applications will use Platform-MPI (previously known as
HP-MPI), Cray recommends that users populate their ~/ . hpnpi . conf (or
~/ . pnpi . conf) filewith these values.

MPlI _REMSH=ssh

MPI RUN_OPTI ONS="- cpu_bi nd=MAP_CPU. 0, 1, 2, 3,4, 5,6, 7, 8,9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, \
22,23, 24, 25, 26, 27, 28, 29, 30, 31"

Procedure 79. Setting up files for the cnos class

The cnos compute nodes that have access to the shared root through CNRTE will
have a specialized class of itsown / et ¢ files. Login filesand all / et ¢ filesshould
be migrated to the cnos classin order for CCM to work.
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1. Usext opvi ewto accessthe chos class specialized files:

boot: ~# xtopview -m"CCM cnos setup” -c cnos

Note: If the SDB has not been started, use the - x
/ et c/ opt/cray/ sdb/ node_cl asses option to specify node/class
relationships.

2. To add afileor modify afile, edit the file and then speciaize it for the cnos
class.

class/cnos:/# vi [etc/file
class/cnos: /# xtspec -c cnos /etc/file

Repeat the above steps for each new filethat you want to add or modify for the
compute nodes.

3. Exit xt opvi ew.

class/cnos: /# exit

Note: You are prompted to type ¢ and enter a brief comment describing the
changes you made. To complete your comment, type Ct r | - d or a period
on aline by itself. Do this each time you exit xt opvi ewto log arecord of
revisions into a version control system.

Procedure 80. Linking the CCM prologue/epilogue scripts for use with PBS and
Moab TORQUE on login nodes

Prerequisites: This procedure requires that you have aready installed a workload
management system such as PBS or Moab TORQUE.

Add aline to reference to append the CCM prologue and epilogue scripts to the end
of the existing batch prologue and epilogue. The PBS batch prologue is configured
onal PBSMOM nodesin/ var/ spool / PBS/ nom pri v/ prol ogue. The
Moab TORQUE batch prologue is configured on all TORQUE MOM nodesin

/ var/ spool / t or que/ mom pri v/ pr ol ogue.

Note: This procedure assumes that you are using / bi n/ bash asyour shell, but
this can be modified appropriately for others.

1. Add thefollowing lines to prologue:

#! / bi n/ bash
ccmdir=/opt/cray/ccm default/etc

if [ -x $ccmdir/cray-ccmprologue ] ; then

$ccm dir/cray-ccm prol ogue $1 $2 $3
fi
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2. Add the following lines to epilogue:

#! / bi n/ bash
ccmdir=/opt/cray/ ccm default/etc

if [ -f $ccmdir/cray-ccmepilogue ] ; then
$ccmdir/cray-ccmepil ogue $1 $2 $3 $4 $5 $6 $7 $8 $9
fi

3. Set the executable bit for pr ol ogue and epi | ogue if not set:

system :/var/spool / PBS/ mom priv # chnod a+x prol ogue epil ogue

4. Change the default batch time-out value. Cray recommends
changing this to 120 seconds. This alows the system enough time
to startup and shutdown all infrastructure on the nodes associated
with the CCM job. To change the batch time out, append the
following line to / var / spool / PBS/ nom pri v/ config or
/var/ spool /torque/ nom priv/config:

$pr ol ogal arm 120

Procedure 81. Using qngr to create a general CCM queue and queues for
separate ISV applications

1. Set up ageneral CCM queue by issuing the following gngr commands on the
PBS server node:

# nodul e | oad pbs

# qny

Qmgr: create queue ccm queue

Qmr: set queue ccm queue queue_type = Execution
Qmr: set gueue ccm queue resources_nax. npparch
Qmr: set queue ccm queue resources_m n. npparch
Qmyr: set queue ccm queue resources_mn.mppwidth = 1
Qmgr: set queue ccm queue resources_defaul t. mpparch = XT
Qmyr: set queue ccm queue resources_default.mppwidth = 1
Qmyr: set queue ccm queue enabl ed True

Qmgr: set queue ccm queue started True

Qmyr: exit
For Moab TORQUE, add this command while creating the queue:

XT
XT

set server query_other_jobs = True
2. Repeat step 1 for additional application-specific queues, if desired.
Procedure 82. Configuring Platform LSF for use with CCM

Prerequisites: This procedure requires that you have aready installed the Platform
L SF workload management system.

1. Determine the path to the directory on your system that contains
the files| sb. queues and | sb. parans. This path is
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${LSF_TOPR}/ conf /| sbat ch/ ${ LSF_CLUSTER_NAME}/ confi gdi r,
where LSF_TOP and LSF_CLUSTER NAME are themselves paths that were
defined at install time.

Example 109. Location of queue configuration files
If

LSF_TOP=/ opt / xt -1 sf hpc

and

LSF_CLUSTER _NAME=ni d00196

the full path to the directory containing the queue configuration fileswould be:

/opt/ xt-Isfhpc/conf/lsbatch/ni d00196/ confi gdir.

. Createaccm queue for Platform LSF. Refer to Platform documentation for

information on managing L SF queues.

. Enable PRE_EXEC and POST_EXEC scripts for the queue set up in Procedure 81

on page 315 by setting the following parametersin| sb. queues:

QUEUE_NAME = ccm queue

PRE_EXEC = /opt/cray/ccnmdefault/etc/lsf_ccmpre
POST_EXEC = /opt/cray/ccm default/etc/lsf_ccm post
LOCAL_MAX_PREEXEC RETRY=1

DESCRI PTI ON=ccm _queue

To enable L SF using an application profilerather than a queue, set the following
inl sb. appl i cati ons:

Begi n Application

NAME=ccm

DESCRI PTI ON=Sets up an application profile for CCM
PRE_EXEC=/ opt/ cray/ ccm defaul t/etc/Isf_ccmpre
POST_EXEC=/ opt/cray/ ccm defaul t/etc/ | sf_ccm post
LOCAL_MAX_PREEXEC RETRY=1

For more information on thel sb. appl i cat i ons file, see the Platform LS~
Configuration Reference manual.

. Inthefilel sb. par ans set the JOB_| NCLUDE_POSTPRCC to ensure that the

job reservation remains in a running state until execution of the POST_EXEC
script completes and all necessary clean up has finished:

JOB_| NCLUDE_POSTPROC=Y

. On the boot node shared root file system, update/ et ¢/ | sf. sudoer s using

Xt opvi ew:

boot: ~ # xtopvi ew
default/:/ # vi /etc/l|sf.sudoers

Makether oot user the LSB_PRE POST_EXEC USER:
LSB_PRE_POST_EXEC_USER=r oot
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6. Exit the editor and change the default permissionsfor / et ¢/ | sf . sudoer s so
that the batch system infrastructure can properly communicate with compute
nodes:

default/:/ # chnod 600 /etc/!|sf.sudoer
7. Exit xt opvi ew.

Once you have completed system configuration and started the system compute
nodes, you should verify that write permissions are correct. You can accomplish this
by usingt ouch to create a dummy filewithin CCM:

% ccnrun touch foo
If f 00 iscreated in the user directory then the write permissions are set correctly.
Procedure 83. Creating custom resources with PBS

1. Editthe/ var/ spool / PBS/ server _pri v/ resour cedef fileonthe SDB
node.

2. Add the following line:
ccm type=bool ean
3. Invoke one of the following commands to submit your custom resource.
* Batch:
gsub -1 mppwi dt h=width -1 ccme1l job_script. pbs
* Interactive:
gsub -1 -1 nppwi dt h=width -1 ccmel ./ job_script. pbs
Procedure 84. Creating custom resources with Moab

Moab custom resources are managed as generic global node resources. These can
be configuredin the noab. cf g filein the installed Moab spool directory (e.g.,
/ var/ spool / moab/ noab. cf g.

1. Add the following entry to noab. cf g to alow up to 1024 ccminstances on
the system at one time:

NODECFGE GLOBAL] GRES=ccm 1024
2. To consume this resource at runtime, invoke the following command:
gsub -1 -1 nppwi dth=1 -Igres=ccm
The result of this submit is that the following information is set for the job:

Resource_List.gres = ccm
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Using InfiniBand and OpenFabrics
Interconnect Drivers [11]

InfiniBand (1B) and OpenFabrics remote direct memory access (RDMA) is supported
on service nodes for Cray systems running the Cray Linux Environment (CLE)
operating system.

No separate installation is required. The kernel-space libraries and drivers are built
against Cray's kernel. OFED and InfiniBand RPMs are included in the CLE release
and installed by default. However, OFED will not run on your Cray system until
you configure the 1/0 nodes to use I1B.

To configure B and OFED, see the procedures provided in this chapter; to configure
IB and OFED during installation or upgrade of your CLE software, see Installing and
Configuring Cray Linux Environment (CLE) Software.

11.1 InfiniBand and OFED Overview
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Cray supports InfiniBand as an 1/0O interconnect. IB enables efficient zero-copy,
low-latency RDMA transfers between network peers. As aresult, IB gives Cray
systems the most efficient transfer mechanism from the high speed network (HSN)
to external 1/0O devices.

CLE includes a subset of the OpenFabrics Enterprise Distribution (OFED) to support
the use of InfiniBand on Cray /O nodes. OFED is the software stack on the host
that coordinates user-space and kernel-space access to the IB hardware. |B support
isrestricted to 1/0O service nodes that are equipped with PCI Express (PCle) cards
for network connectivity.

IB can be used on Lustre router nodes as a network interconnect between the Cray
system and external Lustre servers.

The OFED software stack consists of many different components. These components
can be categorized as kernel modules (drivers) and user/system libraries and
utilities, commands and daemons for InfiniBand administration, configuration, and
diagnostics; Cray maintains the kernel modules so that they are compatible with CLE.
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Figure 7. The OFED Stack (source: OpenFabrics Alliance)
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11.2 Using InfiniBand

InfiniBand is a payload-agnostic transport. 1t can move small messages or large
blocks efficiently between network endpoints. The following examples demonstrate
how Cray uses InfiniBand and the OFED stack to support block I/O, filel/O, and
standard network inter-process communication.

11.2.1 Storage Area Networking
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InfiniBand can transport block 1/0 requests to external storage targets. ANSI T10's
SCSI RDMA Protocol (SRP) is currently the only SCSI-transporting protocol
supported on Cray systems with InfiniBand. Figure 8 shows SRP on InfiniBand
connecting the Cray to an external RAID array. The OFED stack is shown in the
storage array for clarity; it is provided by your site-specific third party storage vendor.
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Figure 8. Cray System Connected to Storage Using SRP
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Cray uses InfiniBand on the service nodes to connect Cray compute nodes to

Cray Lustre File System (CLFS) servers, as shown in Figure 9. In this configuration,
the Cray service node is no longer a Lustre server. Instead, it runs a Lustre router
provided by the LNET layer. The router moves LNET messages between the Cray
HSN and the external 1B network, which transports file-level 1/0 requests between the
clients on the Cray HSN and the servers over the IB fabric. Please speak with your
Cray service representative regarding an CLFS solution for your Cray system.

Figure 9. Cray Service Node Acting as an InfiniBand Lustre Router
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11.2.3 IP Connectivity

InfiniBand can also carry socket-based inter-process traffic typical of commaodity
clusters and TCP/IP networking. InfiniBand supportsthe IP over IB (IPolB) protocol.
Since 1B plugs-in below the socket interface, neither the application nor the service
needs to be recompiled to communicate over an InfiniBand network. Both protocols

are diagrammed on a service node in Figure 10.

Figure 10. Cray Service Node in IP over IB Configuration
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11.3 Configuration

In addition to the OFED RDMA stack, Cray supports three upper layer protocols
(ULPs) on its service nodes as shown in Table 10. Because all ULPs use the OFED
stack, the InfiniBand Configuration must be followed for all IB service nodes.

322

Note: Itisonly necessary to configurethe specific ULPs that you intend to use on

the service node.

For example, a Lustre server with an IB direct-attached storage array uses the SCSI
RDMA Protocol (SRP), not the LNET Router. On the other hand, if the Lustre
servers are externa to the Cray system, the service node uses the LNET router
instead of SRP. IP over InfiniBand (IPolB) is used to connect non-RDMA socket

applications across the I1B network.
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Table 10. Upper Layer InfiniBand I/O Protocols for Cray Systems

Upper Layer Protocol Purpose

IPover IB (1PoIB) Provides I P connectivity between hosts over
IB.

Lustre (OFED LND) Base driver for Lustre over IB. On service

nodes, this protocol enables efficient routing
of LNET messages from Lustre clients on the
Cray HSN to external IB-connected Lustre
servers. The name of the LND iso2i bl nd.

SCSI RDMA Praotocol (SRP) T10 standard for mapping SCSI over IB and
other RDMA fabrics. Supported by DDN and
LSI for their 1B-based storage controllers.

11.4 InfiniBand Configuration

Procedure 85. Configuring InfiniBand on service nodes

InfiniBand includes the core OpenFabrics stack and a number of upper layer
protocols (ULPs) that use this stack. Configure InfiniBand by modifying
/ et c/ sysconfig/infiniband for each IB service node.

1. Usethext opvi ewcommand to access service nodes with IB HCAs.

For example, if the service nodes with IB HCAs are part of anode class called
| net, type the following command:

boot: ~ # xtopview -x /etc/opt/cray/sdb/ node_cl asses -c | net
Or

Access each |B service node by specifying either anode ID or physical ID. For
example, access node 27 by typing the following:

boot: ~ # xtopview -x /etc/opt/cray/sdb/ node_cl asses -n 27

2. Specidlizethe/ et ¢/ sysconfi g/ i nfi ni band file

node/ 27:/ # xtspec -n 27 /[etc/sysconfig/infiniband

3. Add IB servicesto the service nodes by using standard Linux mechanisms, such
as executing the chkconf i g command while in the xt opvi ew utility or
executing/ etc/init.d/ openibd start | stop | restart (which
starts or stops the InfiniBand services immediately). Usethe chkconfi g
command to ensure that 1B services are started at system boot.

node/ 27:/ # chkconfig --force openi bd on
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4. Whileinthext opvi ewsession, edit/ et ¢/ sysconfi g/ i nfi ni band and
make these changes.

node/ 27:/ # vi [etc/sysconfig/infiniband

a. By default, IB services do not start at system boot. Change the ONBOOT
parameter to yes to enable IB services at boot.

ONBOOT=yes
b. By default at boot time, the Internet Protocol over InfiniBand (IPolB) driver

loads on all nodes where IB services are configured. Verify that the value for
| PO B LOADisset to yes to enable |PolB services.

| PO B_LOAD=yes

Important: LNET routers use IPolB to select the paths that data will
travel via RDMA.

c. The SCSI RDMA Protocol (SRP) driver loads by default on all nodes where
IB services are configured to load at boot time. If your Cray system needs
SRP services, verify that the value for SRP_LOAD is set to yes to enable
SRP.

SRP_LQOAD=yes

Important: Direct-attached InfiniBand file systems require SRP; Lustre
file systems externa to the Cray system do not require SRP.

5. Exit xt opvi ew.

node/ 27:/ # exit
boot: ~ #

Note: You are prompted to type ¢ and enter a brief comment describing the
changes you made. To complete your comment, type Ct r | - d or a period
on aline by itself. Do this each time you exit xt opvi ewto log arecord of
revisionsinto an RCS system.

6. Proper |PolB operation requires additional configuration. See Procedure 87 on
page 326.
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11.5 Subnet Manager (OpenSM) Configuration

InfiniBand fabrics require at least one Subnet Manager (SM) operating on each |B
subnet in order to activate its respective IB port connected to the fabric. Thisis one
critical difference between I1B fabrics and Ethernet, where smply connecting a cable
to an Ethernet port is sufficient to get an active link. Managed IB switches typically
include an SM and, therefore, do not require any additional configuration of any of
the hosts. Unmanaged IB switches, which are considerably less expensive, do not
include a SM and, thus, at least one host connected to the switch must act as a subnet
manager. InfiniBand standards also support switchless (point-to-point) connections
aslong asan SM isinstalled. An example of this caseis when a service nodeis
connected to direct-attached storage through InfiniBand.

The OpenFabrics distribution includes OpenSM, an open-source |B subnet
management and subnet administration utility. Either one of the following
configuration steps is necessary if no other subnet manager is available on the

IB fabric. The subnet manager RPMs are installed in the shared root by running
CLEi nst al | . OpenSM can be started from the service node on asingle port at boot
time or manually from the command line to load multiple instances per host.

11.5.1 Starting OpenSM at Boot Time
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Procedure 86. Starting a single instance of OpenSM on a service node at boot
time

Note: This procedure assumes that the IB HCA isin node 8.

1. Use xt opvi ewto access the service node that will host your instance of
OpenSM.

boot: ~ # xtopview -x /etc/opt/cray/sdb/node_cl asses -n 8

2. Specialize/ et ¢/ sysconfi g/ opensmfor the IB node.

node/ 8:/ # xtspec -n 8 /etc/sysconfig/opensm

3. Edit/ et c/ sysconfi g/ opensmto have OpenSM start at boot time

# To start OpenSM automatically set ONBOOT=yes
ONBOOT=yes

4. Add IB servicesto the service nodes by using standard Linux mechanisms, such
as executing the chkconf i g command while in the xt opvi ew utility or
executing/ etc/init.d/opensnd start|stop|restart|status
(which starts or stops the OpenSM service immediately). Thechkconfi g
command can be used to ensure that the OpenSM service is started at system
boot.

node/ 8:/ # /sbin/chkconfig --force opensnd on
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11.6 Internet Protocol over InfiniBand (IPolB) Configuration

Procedure 87. Configuring IP Over InfiniBand (IPoIB) on Cray systems

1. Usext opvi ewto access each service node with an IB HCA by specifying either

anode ID or physical ID. For example, to access node 27, type the following:

boot: ~ # xtopview -x /etc/opt/cray/sdb/ node_cl asses -n 27

. Speciadlizethe/ et c/ sysconfi g/ network/ifcfg-ibo file.

node/ 27:/ # xtspec -n 27 /etc/sysconfig/ network/ifcfg-ib0

. Modify the site-specific/ et ¢/ sysconfi g/ net wor k/i f cf g-i b0 fileon

each service node with an IB HCA.

node/ 27:/ # vi [etc/sysconfig/network/ifcfg-ib0

For example, to use static | P address, 172.16.0.1, change the BOOTPROTOlinein
the file.

BOOTPROTO=" st ati c'

Add the following lines to the file.

| PADDR=' 172. 16. 0. 1
NETMASK=' 255. 128. 0. 0'

To configurethe interface at system boot, change the STARTMCDE line in thefile.

STARTMODE=' onboot "

. (Optional) If you would like to configure IPolB for ancther IB

interface connected to this node, repeat step 2 and step 3 for
[ etcl/sysconfig/ network/ifcfg-ibn.

Note: For LNET traffic, each IB interface should be assigned a unique IP
address from the subnet that it will operate on. For TCP/IP traffic, multiple
IB interfaces on a node must be assigned unique | P addresses from different
subnets.

11.7 Configuring SCSI RDMA Protocol (SRP) on Cray Systems
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Procedure 88. Configuring and enabling SRP on Cray Systems

1. Usethext opvi ewcommand to access service nodes with IB HCAs.

For example, if the service nodes with IB HCAs are part of anode class called
i b, type the following command:

boot: ~ # xtopview -x /etc/opt/cray/sdb/node_classes -c ib

. Edit/ et c/sysconfig/infini band

ib/:/ # vi /etc/sysconfig/infiniband
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and change the value of SRP_DAEMON ENABLE to yes:
SRP_DAEMON_ENABLE=yes

3. Edit srp_daenon. conf toincrease the maximum sector size for SRP.
ib/:/ # vi [etc/srp_daenon. conf

a max_sect =8192

4. Edit/ et c/ nodpr obe. conf . | ocal to increase the maximum number of
gather-scatter entries per SRP 1/O transaction.

ib/:/ # vi /etc/nodprobe.conf.local
options ib_srp srp_sg_tabl esi ze=255
5. Exit from xt opvi ew.

ibl:/ # exit
boot: ~ #

11.8 Lustre Networking (LNET) Router
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LNET isthe Lustre networking layer. LNET isolates the file system code from the
Lustre Networking Drivers (LNDs), which provide an interface to the underlying
network transport. For more information on Lustre networking please see the Lustre
documentation at http://wiki.whamcloud.com/display/PUB/Documentation.

Although LNET is automatically loaded with the Lustre servers and clients, it can be
launched by itself to create a standalone router between networks instantiated by
LNDs. LNET routing is most efficient when the underlying transports are capable
of remote direct memory access (RDMA). Cray Lustre currently supports LNDs

for a number of RDMA transports, including gni | nd, which is used for Cray
systems using the Gemini or Aries interconnects, and 02i bl nd, which is used

for the OpenFabrics InfiniBand stack. Cray builds and distributes the OFED LND
(02i bl nd) and gni | nd as part of its Lustre distribution.

Note: LNET routing is also available over Gige and 10GigE networks with
sockl nd, athough this configuration does not support RDMA.

Routing Lustre involves configuring router nodes to route traffic between Lustre
servers and Lustre clients which are on different networks. Routing Lustre requires
that three types of nodes be configured: the router, the client, and the InfiniBand
server. LNET assigns node |Ds to each node on the network. While gni | nd uses
node IDs (for example, nnn@jni ) to enumerate ports on the Cray side, 02i bl nd
uses InfiniBand | P addresses (for example, nn.nn.nnn.nnn@?2i b) for hosts. As
aresult, IPolB must be configured on each IB port. See Internet Protocol over
InfiniBand (1Pol B) Configuration on page 326 for more information. For the rest of
this discussion, assume that LNET routers are being created on two Cray service
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nodes, both of which have asingle IB port connected to a switched InfiniBand fabric.
The network configuration is shown in Internet Protocol over InfiniBand (1PolB)
Configuration on page 326.

Table 11. LNET Network Address Configuration for Cray Systems

gni Address Network Component  InfiniBand Address
27 Router 1 10.10.10.28

31 Router 2 10.10.10.32
10.128.0.255 |P Subnet 10.10.10.255
255.255.255.0 Subnet Mask 255.255.255.0

11.8.1 Configuring the LNET Router

Procedure 89. Configuring the LNET routers
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The following description covers the configuration of the LNET router nodes.

1

Use xt opvi ewto access the default view of the shared root.

boot: ~ # xtopview -x /etc/opt/cray/sdb/ node_cl asses

Createyour/ et c/init.d/ | net router controller (RC) script. An RC script
is necessary to start LNET in the absence of any Lustre file services. A sample
RC script is available in Appendix H, Sample LNET Router Controller Script
on page 401.

Note: Cray does not provide an RC script with its release packages. You must
verify that this script will work for your configuration or contact your Cray
service representative for more information.

a Createthe/etc/init.d/ | net fileinthe default view.

default/:/ # vi /etc/init.d/lnet
b. Copy the sample script into your new fileand write it.

Use chkconfi g to enable LNET since there are no mounts or Lustre server
activity to load the LNET module implicitly.

defaul t/:/ # /sbin/chkconfig | net on
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4. Add the following LNET directives to the Cray shared root in

/ et ¢/ nodpr obe. conf. | ocal .

options Inet ip2nets="gni 0 10.128.0.*; o02ib 10.10.10.*"
options I net routes="gni 0 10.10.10.[28, 32] @2ib; o02ib [27,31] @ni 0"

Note: Larger system configuration LNET directives may exceed the 1024
character limit of nrodpr obe. conf entries. Procedure 90 on page 329 alows
administratorsto sourcei p2net s and r out es information from filesto
work around this limitation.

02i b isthe LNET name for the OFED LND and gni isthe LNET name for the
Cray LND. Herei p2net s isused instead of net wor ks becauseit provides for
an identical nodpr obe. conf acrossall Lustre clientsin the Cray system.

Thei p2net s directivetells LNET to load both LNDs and associates each LND
with an IP subnet. It overrides any previous net wor ks directive (for example,

I net networ ks=gni ). On service nodes without an 1B adapter, the 02i b
LND does not load because there are no ports with the I P subnet used defined
ini p2net s.

Note: Each Cray system sharing an external Lustre file system must have a
unique gni identifier for the LNET options listed in this step. In this case,

the Cray system isusing ghi 0. Other systems would use other numbers to
identify their LNET networks (such asgni 1, gni 2, and so on).

Cray recommends enabling these options to improve network resiliency. Edit
/ et ¢/ nodpr obe. conf. | ocal onthe Cray shared root to include:

options ko2i bl nd timeout=100 peer_timeout=130

options ko2i bl nd credits=2048 ntx=2048

options ko2i bl nd peer_credits=126 concurrent_sends=63 peer_buffer_credits=128
options kgnilnd credits=2048 peer_heal t h=1

options | net
options | net
options | net
options | net
options | net
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check_routers_before_use=1
dead_router_check_interval =60

live router_check interval =60

router_ping_tineout=50

| arge_router_buffers=1024 smal | _router_buffers=16384

Note: You will need to configurethese values for your specific system size.

6. Exit from xt opvi ew.

You are prompted to add a comment about the operations you have performed.
Enter ¢, and then enter a brief comment about the changes you made to thefile.

Procedure 90. Specifying service node LNET r out es and i p2net s directives
with files

1

Enter xt opvi ewand create the following files (if they do not already exist):

boot: ~ # xtopvi ew
default/:/ # touch /etc/lnet_ip2nets. conf
default/:/ # touch /etc/|net_routes.conf
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. Exit xt opvi ew.

default/:/ # exit

. Enter the correct view of xt opvi ewfor the service node or node class that you

wish to modify modpr obe directives for and specialize the two filesyou created
in step 1.
boot: ~ # xtopview -c login

class/login:/ # xtspec /etc/lnet_ip2nets. conf
class/login:/ # xtspec /etc/lnet_routes. conf

. Add thefollowing linesto/ et ¢/ | net _i p2net s. conf (substitute your

site-specific values here).

gni0 10.128.0.*
02ib 10.10.10.*

. Add the following linesto/ et ¢/ | net _rout es. conf (substitute your

site-specific values here).

gni0 10.10.10.[ 28,32] @02ib
02ib [27,31] @gni0

. Add the following LNET directives to the Cray shared root in

/ et ¢/ nodpr obe. conf. | ocal .

options Inet ip2nets="/etc/lnet_ip2nets.conf"
options I net routes="/etc/l|net_routes.conf"

. Exit xt opvi ew.

class/login:/ # exit

Procedure 91. Manually controlling LNET routers

If/etc/init.d/lnet isnotprovided, send the following commands to each
LNET router node to control them manually:

e Startup:

nmodpr obe | net
lctl net up

e Shutdown:

I ctl net down
| ustre_rmod
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11.8.2 Configuring Routes for the Lustre Server

Procedure 92. Configuring the InfiniBand Lustre Server

The Lustre servers must be configured with proper routes to allow them to reach the
Cray client nodes on the gni network. If there are multiple Cray systems involved,
each Cray must use aunique gni network identifier (for example, gni 0, gni 1). The
server r out es configuration maps each gni  network to the corresponding Cray
router nodes. Add an| net r out es directive for each Cray system. Perform these
steps on the remote host:

1. Edit/ et c/ nodpr obe. conf on the remote host to include the route to the
LNET network.

options | net ip2nets="02ib"
options Inet routes="gni 0 10.10. 10.[ 28, 32] @2i b"

If there are two Cray systems accessing the file system exported by these hosts,
then both Cray systems must be included inthel net r out es directive.

options I net routes="gni 0 10.10. 10.[ 28, 32] @2i b; \
gni 1 10.10.10.[71,72,73,74] @2i b"

In this example, there are two Cray systems. gni 0 with two router nodes and
gni 1 with four.

2. Add thefollowing optionsto / et ¢/ nodpr obe. conf to improve network
resiliency :
options ko2i bl nd timeout=100 peer_timeout=0 keepal i ve=30

options ko2i bl nd credits=2048 ntx=2048
options ko2i bl nd peer_credits=126 concurrent_sends=63

options I net avoid_asymrouter_failure=1
options | net dead_router_check_interval =60
options Inet live_router_check_interval =60
options | net router_ping_timeout=50
options I net check_routers_before_use=1

Because Lustre is running on the external host, there is no need to start LNET
explicitly.

11.8.3 Configuring the LNET Compute Node Clients
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Procedure 93. Configuring the LNET Compute Node Clients

Since compute nodes are running the Lustre client, they do not need explicit
commands to start LNET. There is, however, additional configuration required for
compute nodes to be able to access the remote Lustre serversviathe LNET routers.
These changes are made to / et ¢/ nodpr obe. conf for the compute node image
used in booting the system.

1. Edit/ et ¢/ nodpr obe. conf for the compute node boot image. Thel net
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i p2net s directive identifiesthe LND. If there is more than one Cray system
sharing the file system, then this identifier (gni ) must be unique for each Cray
system.

options I net ip2nets="gni 0"
options Inet routes="02ib [27,31] @ni 0"

2. Add the following optionsto / et ¢/ modpr obe. conf to improve network

resiliency :

options Inet avoid_asymrouter _failure=1
options | net dead_router_check_interval =60
options Inet live_router_check_interval =60
options | net router_ping_timeout=50
options | net check_routers_before_use=1

. (Optional) For InfiniBand-connected LNET clients (such as

Cray Development and Login (CDL) nodes), add the following
optionsto/ et ¢/ nodpr obe. conf :

options ko2i bl nd timeout=100 peer_tinmeout=0 keepal i ve=30
options ko2i bl nd credits=2048 ntx=2048
options ko2i bl nd peer_credits=126 concurrent_sends=63

. Modify / et ¢/ f st ab in the compute node boot image to identify the external

server. Thefilesystem is described by the LNET node ID of the MGS server (and
its failover partner if Lustre failover is configured)

10. 10. 10. 1@2i b: 10. 10. 10. 2@2i b: /bossl /mt/bossl lustre rw, flock,|azystatfs
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Here, thef st ab mount option r w gives read/write access to the client node. The
f 1 ock optionisto allow Lustre's client node to have exclusive access to the
filelock, and thel azyst at f s option prevents command hangs (such as df )

if one or more OSTs are unavailable.

In this example, the Lustre file system with thef snanme "boss1" isprovided
by the Lustre management server (MGS) on the InfiniBand fabric at |P address
10. 10. 10. 1 (with 10. 10. 10. 2 being the failover partner). Because both
routers have access to this subnet, the Lustre client performs a round-robin with
its requests to the routers.

. Update the boot image to include these changes; follow the stepsin Procedure

2 on page 66.

Important: Accessing any externally supplied Lustre file system requires that both
the file server hosts and the LNET routers be up and available before the clients
attempt to mount the file system. Boot time scripts in the compute node image
take care of reading f st ab and running the necessary nount commands. In
production, thisis the only opportunity to run Lustre nount commands because
kernel modules get deleted at the end of the boot process.
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11.9 Configuring Fine-grained Routing with cl cvt

The cl cvt command, available on the boot node and the SMW, aids in the
configuration of LNET fine-grained routing (FGR). FGR is a routing scheme that
aims to group sets of Lustre servers on the file system storage array with LNET
routers on the Cray system. This grouping maximizes file system performance on
larger systems by using a router-to-server ratio where the relative bandwidth is
roughly equal on both sides. FGR also minimizes the number of LNET network hops
(hop count) and file system network congestion by sending traffic to particular Lustre
servers over dedicated network lanes instead of the default round-robin configuration.

Thecl cvt command takes as input severa file-system-specificfilesand generates
LNET kernel module configuration information that can be used to configure the
servers, routers, and clients for that file system. The utility can also create cable
maps in HTML, CSV, and human-readable formats and validate cable connection
on installed systems. For more information, such as avail able options and actions
for cl cvt, seethecl cvt (8) man page.

11.9.1 Prerequisite Files

S-2393-5101

Thecl cvt command requires several prerequisite filesin order to compute the

i p2net s andr out es information for your specific configuration. Beforecl cvt
can be executed for the first time, these files must be placed in an empty directory on
the boot node or SMW, depending on whereyou run cl cvt .
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Deciding how to assign which routers to which OSSs, what FGR ratios to use, which
interface on which router to use for a LNET group, and router placement are all
things that can vary greatly from siteto site. LNET configuration is determined as the
system is ordered and configured; see your Cray representative for your site-specific
values.

i nf o. file-system-identifier

A filewith global file system information for the cluster-name server
machine and each client system that will accessit.

client-system. host s

A filethat maps the client system (such as the Cray mainframe) |P
addresses to unique host names, such as the boot node/ et ¢/ host s
file. The client-system name must match one of thecl i ent s inthe
i nf o. file-system-identifier file.

client-system. i b

A filethat maps the client system LNET router InfiniBand IP
addresses to system hardware chanes. The client-system name must
match one of thecl i ent s inthei nf o. file-system-identifier file.
This filemust be created by an administrator.

clustername. i b

A filethat maps the Lustre server InfiniBand |P addresses to cluster
(for example, Sonexion) host names. The clustername name must
match the cl ust er name inthei nf o. file-system-identifier file.
This file must be created by an administrator.

client-system. rtr1 m

A filethat containsr t r - I mcommand output (executed on the
SMW) for the client-system.

11.9.1.1 i nf o. file-system-identifier
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i nf o. file-system-identifier is a manually-created file that contains global file
system information for the Lustre server machine and each client system that will
access it. Based on the ratio of server to LNET routersin your configuration, the

[ clustername] section and each [ client-system] section will define which servers
and routers will belong to each InfiniBand subnet.

Thisfileisof theform of ai ni stylefile, and the possible keywordsinthe[ i nf 0]
section includecl ust er nane, ssu_count ,andcl i ent s.
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cl ust er nane defines the base name used for all file system servers. For

a Sonexion file system, as in the example below, it might be something like
snxs11029n and all server hostnames will be snxs11029nNNN, where NNN is
athree digit number starting at 000 and 001 for the primary and secondary Cray
Sonexion Management Servers (CSMS), 002 for the MGS, 003 for the MDS, 004
for the first OSS, and counting up from there for al remaining OSSs.

ssu_count defineshow many SSUs make up a Sonexion file system. If thisis
missing, then thisis not a Sonexion file system but an CLFS installation.

cl i ent s definesa comma-separated list of mainframe names that front-end this
filesystem.

Thei nf o. file-system-identifier filealso needs a [ client-system] section for each
client system listed inthe cl i ent s line of the[ i nf 0] section to describe the
client systems and a[ clustername] section to describe the Lustre server system.
Each of these sections contain aliteral | net _net wor k_wi | dcar d in the format
of LNET-name:I P-wildcard which instructs the LNET module to match a host's IP
address to |P-wildcard and, if it matches, instantiate LNET LNET-name on them.
Example 110 shows asamplei nf o. file-system-identifier configurationfile.

The hostname fieldsin the [ client-system] section of this file are fully-qualified
interface specifications of the form hostname( i bn) , where (i b0) isthe assumed
default if not specified. Cray XC30 systems can support multiple InfiniBand
interfaces per router. Configure the second IB interface (see Procedure 87 on

page 326) and append the interface names (i bn) to the cnanesfor the routers. See
Example 111 for reference. You will also need to append these interface namesto the
client-system. i b file. InfiniBand port assignments are shown below in Figure 11.

Figure 11. Cray XC30 InfiniBand Port Assignment

mix4_0 Port 1 mlix4_0 Port 2 mix4_1 Port 1 mix4_1 Port 2
1 3 Outer Slot
VO . . . .
pomy © © ib0 ibl ] © © ib2 ib3 ] ©
ERESF
H ib3 1/0 MODULE i ibl
o) o ib2 ] o o b0 ] o [e)
| 0 o 2 Inner Slot
mix4_1 Port 1 mix4_1 Port 2 mix4_0 Port 1 mix4_0 Port 2
Node 2 Node 1
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Example 110. Sample i nf o. file-system-identifier file: info.snx11029

# This section describes the size of this filesystem
[ nfo]

clustername = snx11029n

SSU count = 6

clients = hera

[ her a]
I net _network_wi I dcard = gni 1:10.128.*.*

# Because of our cabling assunptions and nam ng conventions, we only

# need to know which Xl O nodes are assigned to which LNETs. Fromthat

# our tool can actually generate a "cable nmap" for the installation folks.
02i b6000: ¢0-0c2s2n0, c0-0c2s2n2 ; MSS and MDS

02i b6002: c1-0c0s7n0, c1-0c0s7nl, cl1l-0c0s7n2, c1l-0c0s7n3 ; OSSs 2/4/6

02i b6003: ¢3-0cls5n0, c¢3-0cls5nl, c3-0cls5n2, c¢3-0cls5n3 ; OSSs 3/5/7

02i b6004: ¢3-0cls0n0, c3-0c1ls0nl, c3-0cl1lsOn2, c¢3-0clsOn3 ; OSSs 8/10/12
02i b6005: c¢3-0c2s4n0, c¢3-0c2s4nl, c3-0c2s4n2, c3-0c2s4n3 ; (OSSs 9/11/13

[ snx11029n]
| net_network_wildcard = o02i b6:10. 10. 100. *

02i b6000: snx11029n002, snx11029n003 ; MGS and MDS

02i b6002: snx11029n004, snx11029n006, snx11029n008 ; OSSs 2/ 4/6
02i b6003: snx11029n005, snx11029n007, snx11029n009 ; OSSs 3/5/7
02i b6004: snx11029n010, snx11029n012, snx11029n014 ; OSSs 8/10/12
02i b6005: snx11029n011, snx11029n013, snx11029n015 ; OSSs 9/ 11/ 13

Example 111. Sample i nf o. file-system-identifier file using multiple IB interfaces
per router

[info]

clusternanme = snx11014n
SSU count = 4

clients = crystal

[crystal]
| net _network_wildcard = gni 0:10.128.*.*

02i b1000: c¢2-0c0slnl, c2-0clslnl ; MSS and MDS
02i b1002: c0-0c0s1n2(i b0), ¢3-0c0s0Onl(ib0), c3-0c0sOn2(ib0) ; CSSs 4/6/8/10
02i b1003: c0-0c0s1n2(i b2), ¢3-0c0s0Onl(ib2), c3-0c0sOn2(ib2) ; OSSs 5/7/9/11

[ snx11014n]
| net_network_wildcard = o02i b: 10. 10. 100. *

02i b1000: snx11014n002, snx11014n003 ; MGS and MDS

02i b1002: snx11014n004, snx11014n006, snx11014n008, snx11014n010 ; CSSs 4/6/8/10
02i b1003: snx11014n005, snx11014n007, snx11014n009, snx11014n011 ; OSSs 5/7/9/11

11.9.1.2 client-system. host s

For atypical Cray system, thisfilecan bethe/ et c/ host s filetaken from the boot
node. Simply make a copy of the/ et ¢/ host s filefrom the boot node and save it to
aworking directory where you will later run thecl cvt command.
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H O HH R HHHHH

host s

Synt ax:

| P- Addr ess

127.0.0.1

# speci al

N

Example 112. Sample client-system. host s file: hera.hosts

This file describes a nunber of hostnane-to-address
mappi ngs for the TCP/IP subsystem It is nostly
used at boot time, when no nane servers are running
On small systens, this file can be used instead of a
"nanmed" nane server.

Ful | -Qual i fi ed- Host nane Short - Host nane

| ocal host

| Pv6 addresses

i pv6-1 ocal host | ocal host i pv6-1 oopback

fe00::0 ipv6-1ocal net

ff00::
ffo2::
ffo2::

ffo02:

0 i pv6-ntastprefix
1 ipv6-all nodes
2 ipv6-allrouters

# Licenses

172.
172.
172.
172.
172.
172.
##LDAP
. 30.
. 30.
##eslLogin Info

172
172

30.
30.
30.
30.
30.
30.

74.55
74.56
74.57
74.206
74.207
74.208
Server
12. 46
12. 48

172. 30. 48. 62
10.2.0.1

##Net wor ker server
#172. 30. 74. 90

10.3.1.1
10.128.0.1
10.128.0.2
10.128.0.31
10.128.0. 32
10.128.0.3
10.128.0.4
10.128.0. 29
10.128.0. 30
10.128.0.5
10.128.0.6
10.128. 0. 27
10.128.0. 28
10.128.0.7
10.128.0.8
10.128.0. 25
10.128.0. 26
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:3 ipv6-allhosts

tic tic.us.cray.com
tac tac. us.cray.com
t oe t oe. us. cray. com

cflls0l cfllsOl.us.cray.com
cfl1s02 cflls02.us.cray.com
cfl1s03 cflls03.us.cray.com

I nfo
ki ngpi n ki ngpi n. us. cray.com ki ngpi n. cray. com
ki ngfi sh ki ngfi sh. us. cray. com ki ngfi sh. cray. com
ki yi kiyi.us.cray.com el -1 ogi n0. us. cray. com
ki yi-ethl

booboo booboo. us. cray. com

smw
ni d00000 c0-0c0s0n0 dvs-0

ni d00001 c0- 0c0s0On1 boot 001 boot 002
ni d00030 c0- 0c0s0n2 #ol d ddn6620 nds
ni d00031 c0-0c0s0n3 her a-rsip2

ni d00002 c0-0c0s1n0

ni d00003 c0-0c0s1nl

ni d00028 c0-0c0s1n2

ni d00029 c0-0c0s1n3

ni d00004 c0-0c0s2n0

ni d00005 c0-0c0s2n1

ni d00026 c0- 0c0s2n2

ni d00027 c0-0c0s2n3

ni d00006 c0-0c0s3n0

ni d00007 c0-0c0s3nl

ni d00024 c0-0c0s3n2

ni d00025 c0-0c0s3n3
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10.128.0.9
10.128.0.10
10.128.0. 23
10.128.0. 24

ni d00008 c0-0c0s4n0 | ogin loginl hera
ni d00009 c0-0c0s4nl sdb001 sdb002

ni d00022 c0- 0c0s4n2 hera-rsip hera-rsipl
ni d00023 c0-0c0s4n3 nmds ni d00023_nds

11.9.1.3 client-system. i b

The client-system. i b file contains client-system LNET router InfiniBand | P address
to cname mapping informationina/ et ¢/ host s style format. The hostname field
in thisfileis a fully-qualified interface specification of the form hostname( i bn) ,
where (i b0) isthe assumed default if not specified. Cray XC30 systems can support
multiple InfiniBand interfaces per router; configure the second 1B interface (see
Procedure 87 on page 326) and append the interface names (i bn) to the cnamesfor
the routers. The LNET router InfiniBand I P addresses should be within the same
subnet as the Lustre servers (MGS/MDS/OSS); one possible address assignment
scheme would be to use a contiguous set of |P addresses, withi b0 andi b2 on each
node having adjacent addresses. See Example 114 for reference. You will also need
to append these interface namesto the i nf o. file-systemidentifier file. This file must
be created by an administrator.

#

# This is the /etc/hosts-like file for
"hera".

# on

#
10
10
10
10
10
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
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10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.

100.
100.
100.
100.
100.
100.
100.
100.
100.
100.
100.
100.
100.
100.
100.
100.
100.
100.

101
102
103
104
105
106
107
108
109
110
111
112
113
114
115
116
117
118

Example 113. Sample client-system. i b file: hera.ib

c0-0c2s2n0
c0-0c2s2n2
c1l-0c0s7n0
c1-0c0s7nl
c1-0c0s7n2
c1l-0c0s7n3
¢c3-0c1s0n0
c3-0cl1ls0nl
c3-0c1s0n2
c3-0c1s0n3
¢c3-0c1s5n0
c3-0cls5nl
c3-0cls5n2
c3-0c1s5n3
c3-0c2s4n0
c3-0c2s4nl
c3-0c2s4n2
c3-0c2s4n3

I nfiniband | P addresses
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#

Example 114. Sample client-system. i b file using multiple IB interfaces per router

# This is the /etc/hosts-like file for Infiniband | P addresses
# on

#

10.
10.
10.
10.
10.
10.
10.
10.

10.
10.
10.
10.
10.
10.
10.
10.

100.
100.
100.
100.
100.
100.
100.
100.

"crystal".

101
102
103
104
105
106
107
108

c0-0c0s1n2
c0-0c0s1n2(i b2)
c3-0c0s0n1
c3-0c0s0ni(i b2)
c3-0c0s0n2
c3-0c0s0n2(i b2)
c2-0c0s1nl
c2-0clsinl

11.9.1.4 cluster-name. i b

#

The cluster-name. i b file contains Lustre server InfiniBand | P addresses to cluster
(for example, Sonexion) host name mapping informationina/ et ¢/ host s style
format. This filemust be created by an administrator.

Example 115. Sample cluster-name. i b file: snx11029n.ib

# This is the /etc/hosts-like file for Infiniband |IP addresses
# on the Sonexi on known as "snx11029n".

#

10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.

10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.

100.
100.
100.
100.
100.
100.
100.
100.
100.
100.
100.
100.
100.
100.
100.
100.

O©CoO~NOOULHAWNEPRP

il el
oA WN RO

snx11029n000 #mgmt
snx11029n001 #mgmt
snx11029n002 #ngs
snx11029n003 #mds
snx11029n004 #first oss, ossO
snx11029n005

snx11029n006

snx11029n007

snx11029n008

snx11029n009

snx11029n010

snx11029n011

snx11029n012

snx11029n013

snx11029n014

snx11029n015 #] ast oss, ossll

11.9.1.5 client-system. rtrim
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The client-system. r t r | mfile contains output from ther t r - I mcommand as
executed from the SMW. When capturing the command output to a file, use the
- Hoption to remove the header information fromrt r - | mor open the file after
capturing and del ete the first two lines.
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Procedure 94. Creating the client-system. rt r | mfile on the SMW

1. Log on to the SMW.

crayadmaoot : ~> ssh snw

Passwor d:

Last login: Sun Feb 24 23:05:29 2013 from boot
crayadm@her a- snw. ~>

2. Run the following command to capturethert r - | moutput (without header
information) to afile:

crayadmahera-snw. ~> rtr -Im-H > herartrim

3. Movethe hera. r t r | mfileto the working directory that you will later run the
cl cvt command from.

crayadm@her a- smw. ~> nmv hera. rt r I m /path/to/working/dir/.

Example 116. Sample client-system. r t r | mfile: hera.rtrim

0 0 c0- 0c0s0On0 c0- 0c0s0g0 0 0 O
1 1 c0- 0c0s0On1 c0- 0c0s0g0 0 0 O
2 4 c0-0c0s1n0 c0-0c0s1g0 0 0 1
3 5 c0-0c0s1nl c0- 0c0s1g0 0 0 1
4 8 c0- 0c0s2n0 c0- 0c0s2g0 0 0 2
5 9 c0-0c0s2n1 c0- 0c0s2g0 0O 0 2
6 12 c0- 0c0s3n0 c0- 0c0s3g0 0 0 3
7 13 c0- 0c0s3n1 c0- 0c0s3g0 0O 0 3
8 16 c0- 0c0s4n0 c0- 0c0s4g0 0 0 4
9 17 c0- 0c0s4nl c0- 0c0s4g0 0 0 4
10 20 c0- 0c0s5n0 c0- 0c0s5g0 0 0 5
11 21 c0- 0c0s5n1 c0- 0c0s5g0 0 0 5
12 24 c0- 0c0s6n0 c0- 0c0s6g0 0O 0 6
13 25 c0- 0c0s6nl c0- 0c0s6g0 0O 0O 6
14 28 c0-0c0s7n0 c0-0c0s7g0 0o 0 7
15 29 c0-0c0s7nl c0- 0c0s7g0 0O 0 7
30 32 c0- 0c0s0n2 c0- 0c0s0g1l 0 1 O
31 33 c0- 0c0s0On3 c0- 0c0s0g1 0 1 0
28 36 c0- 0c0s1n2 c0- 0c0s1g1l 0 1 1
29 37 c0- 0c0s1n3 c0- 0c0s1g1l 0 1 1

11.9.2 Generating i p2net s and r out es Information

Once you have created and gathered your prerequisite files, you can generate the
per si st ent - st or age filewiththecl cvt gener at e action; this portable
filewill then be used to createi p2net s and r out es directives for the servers,
routers, and clients.

The following procedures frequently usethe- - spl i t - r out es=4 flag, which will
print information that can be loaded into i p2net s and r out es files. This method
of adding nmodpr obe. conf directivesis particularly valuable for large systems
where the directives might otherwise exceed the nodpr obe buffer limit.
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Procedure 95. Creating the per si st ent - st or age file

1. Move al of your prerequisite filesto an empty directory on the boot node or
SMW (the cl cvt command is only available on the boot node or the SMW).
Your working directory should look similar to this when you are ready:

crayadmaher a- smw. ~/ worki ng_dir> |

total 240

STW W - - crayadm crayadm 23707 Feb
STW MW - - crayadm crayadm 548 Feb

1 14: 27 hera. hosts
1
-rwrwr-- 1 crayadm crayadm 36960 Feb
1
1

14: 27 hera.ib

14: 27 hera.rtrim
14: 27 info.snx11029
14: 27 snx11029n.ib

STW W - - crayadm crayadm 1077 Feb
STW MW - - crayadm crayadm 662 Feb

00 0 0o 0O

2. Createthe per si st ent - st or age file.

crayadmaher a- smw. ~/ wor ki ng_dir> clcvt generate

Note: Thecl cvt command does not print to st dout with successful
completion; however, if there are errors when you run the command, you can
add debugging information with the - - debug flag.

Procedure 96. Create i p2net s and r out es information for the compute nodes

1. Executethecl cvt command with the conput e flag to generate directives
for the compute nodes.

crayadm@er a- snw. ~/ wor ki ng_dir> clcvt conpute --split-routes=4

# Place the following line(s) in the appropriate 'nodprobe' file
#VVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVV
options | net ip2nets=/path/to/ip2nets-Ioading/filenanme

options I net routes=/path/to/route-loading/filenane
#/\/\/\/\/\I\/\/\/\/\/\/\/\/\/\/\/\I\/\/\/\/\/\/\/\/\/\/\/\I\/\/\/\/\/\/\/\/\/\/\/\I\/\/\/\/\/\/\/\/\/\/\/\/\/\/\/\/\/\/\/\/\/\/\/\/\/\/\/\
# Place the following line(s) in the appropriate ip2nets-loading file
#VVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVV
gni1l 10.128.*.*
#/\/\A/\/\/\l\A/\/\A/\/\/\A/\/\/\l\A/\/\A/\/\/\A/\/\/\l\A/\/\A/\/\/\A/\/\/\l\A/\/\A/\/\/\AA/\/\I\A/\/\A/\A/\AA/\/\/\A/\
# Place the following line(s) in the appropriate route-loading file
#VVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVV
02i b6000 1 [68,90] @nil

02i b6004 2 [ 750, 751, 752, 753] @ni 1
02i b6005 2 [618, 619, 628, 629] @ni 1

#/\/\/\/\/\/\/\/\/\/\/\/\/\/\/\/\/\I\/\/\/\/\/\/\/\/\/\/\/\I\/\/\/\/\/\/\/\/\/\/\/\I\/\/\/\/\/\/\/\/\/\/\/\I\/\/\/\/\/\/\/\/\/\/\/\/\/\/\/\

02i b6002 1 [ 750, 751, 752, 753] @ni 1
02i b6003 1 [618, 619, 628, 629] @ni 1
02i b6004 1 [ 608, 609, 638, 639] @ni 1
02i b6005 1 [ 648, 649, 662, 663] @ni 1
02i b6000 2 [ 608, 609, 618, 619, 628, 629, 638, 639, 648, 649, 662, 663, 750, 751, 752, 753] @ni 1
02i b6002 2 [ 608, 609, 638, 639] @ni 1
02i b6003 2 [ 648, 649, 662, 663] @ni 1
2
2

2. Follow the procedures in Procedure 93 on page 331 to update the compute
node boot image modpr obe information using thei p2net s and r out es
information produced by the previous step.
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Procedure 97. Create i p2net s and r out es information for service node Lustre

clients (MOM and internal login nodes)

1. Executethecl cvt command with thel ogi n flagto generate directives for

the service node Lustre clients.

crayadm@er a- snw. ~/ working_dir> clcvt login --split-routes=4

# Place the following line(s) in the appropriate 'nodprobe' file.
#VVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVV
options | net ip2nets=/path/to/ip2nets-Ioading/filenanme

options I net routes=/path/to/route-loading/filenane
#/\/\/\/\/\I\/\/\/\/\/\/\/\/\/\/\/\I\/\/\/\/\/\/\/\/\/\/\/\I\/\/\/\/\/\/\/\/\/\/\/\I\/\/\/\/\/\/\/\/\/\/\/\/\/\/\/\/\/\/\/\/\/\/\/\/\/\/\/\
# Place the following line(s) in the appropriate ip2nets-loading file.
#VVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVV
gnil 10.128.*.*
#/\/\A/\/\/\l\A/\/\A/\/\/\A/\/\/\l\A/\/\A/\/\/\A/\/\/\l\A/\/\A/\/\/\A/\/\/\l\A/\/\A/\/\/\AA/\/\I\A/\/\A/\A/\AA/\/\/\A/\
# Place the following line(s) in the appropriate route-loading file.
#VVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVV
02i b6000 1 [68,90] @nil

02i b6004 2 [ 750, 751, 752, 753] @ni 1

02i b6002 1 [ 750, 751, 752, 753] @ni 1
02i b6003 1 [618, 619, 628, 629] @ni 1
02i b6004 1 [ 608, 609, 638, 639] @ni 1
02i b6005 1 [ 648, 649, 662, 663] @ni 1
02i b6000 2 [ 608, 609, 618, 619, 628, 629, 638, 639, 648, 649, 662, 663, 750, 751, 752, 753] @ni 1
02i b6002 2 [ 608, 609, 638, 639] @ni 1
02i b6003 2 [ 648, 649, 662, 663] @ni 1
2
2

02i b6005 2 [618, 619, 628, 629] @ni 1

#/\/\/\/\/\/\/\/\/\/\/\/\/\/\/\/\/\I\/\/\/\/\/\/\/\/\/\/\/\I\/\/\/\/\/\/\/\/\/\/\/\I\/\/\/\/\/\/\/\/\/\/\/\I\/\/\/\/\/\/\/\/\/\/\/\/\/\/\/\

2. Follow the procedures in Procedure 90 on page 329 to update the nodpr obe
information for the default view of the shared root using thei p2net s and

r out es information produced by the previous step.
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Procedure 98. Create i p2net s and r out es information for the LNET router
nodes

1. Executethecl cvt command with ther out er flagto generate directives for
the LNET router nodes.

crayadm@er a- snw. ~/ working_dir> clcvt router --split-routes=4

# Place the following line(s) in the appropriate 'nodprobe' file
#VVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVV
options | net ip2nets=/path/to/ip2nets-Ioading/filenanme

options I net routes=/path/to/route-loading/filenane
#/\/\/\/\/\I\/\/\/\/\/\/\/\/\/\/\/\I\/\/\/\/\/\/\/\/\/\/\/\I\/\/\/\/\/\/\/\/\/\/\/\I\/\/\/\/\/\/\/\/\/\/\/\I\/\/\/\/\/\l\/\/\/\/\/\/\/\/\/\
# Place the following line(s) in the appropriate ip2nets-loading file
#VVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVV
gnil 10.128.*.*

02i b6000 10.10.100.[ 101, 102, 103, 104, 105, 106, 107, 108, 109, 110, 111, 112, 113, 114, 115, 116, 117, 118]
02i b6002 10.10. 100.[ 103, 104, 105, 106, 107, 108, 109, 110]

02i b6003 10.10.100.[ 111, 112,113, 114, 115, 116, 117, 118]

02i b6004 10. 10. 100.[ 103, 104, 105, 106, 107, 108, 109, 110]

02i b6005 10.10.100.[ 111, 112, 113, 114, 115, 116, 117, 118]
#A/\A/\/\/\/\A/\l\/\/\A/\/\/\/\AI\A/\/\/\/\/\/\A/\l\A/\A/\/\I\I\A/\/\/\/\/\/\A/\l\/\/\/\/\AI\I\A/\A/\/\/\/\A/\A/\/\/\/\A/\
# Place the following line(s) in the appropriate route-loading file
#VVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVV
02i b6000 1 [68,90] @nil

02i b6004 2 [ 750, 751, 752, 753] @ni 1
02i b6005 2 [ 618, 619, 628, 629] @ni 1

#A/\/\/\/\/\/\A/\A/\/\A/\A/\A/\l\A/\A/\/\A/\A/\l\/\l\A/\/\/\/\A/\A/\/\A/\A/\A/\l\A/\A/\/\/\/\A/\A/\/\A/\/\/\/\/\/\A/\

02i b6002 1 [750, 751, 752, 753] @ni 1
02i b6003 1 [ 618, 619, 628, 629] @ni 1
02i b6004 1 [ 608, 609, 638, 639] @ni 1
02i b6005 1 [ 648, 649, 662, 663] @ni 1
02i b6000 2 [ 608, 609, 618, 619, 628, 629, 638, 639, 648, 649, 662, 663, 750, 751, 752, 753] @ni 1
02i b6002 2 [ 608, 609, 638, 639] @ni 1
02i b6003 2 [ 648, 649, 662, 663] @ni 1
2
2

2. Follow the procedures in Procedure 90 on page 329 to update the nodpr obe
information for the LNET router view of the shared root using thei p2net s and
r out es information produced by the previous step.
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Procedure 99. Create i p2net s and r out es information for the Lustre server

nodes

1. Executethecl cvt command with theser ver flagto generate directives for

the Lustre server nodes.

crayadm@er a- snw. ~/ worki ng_dir> clcvt server --split-routes=4

# Place the following line(s) in the appropriate 'nodprobe' file
#VVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVV
options | net ip2nets=/path/to/ip2nets-Ioading/filenanme

options I net routes=/path/to/route-loading/filenane
#/\/\/\/\/\I\/\/\/\/\/\/\/\/\/\/\/\I\/\/\/\/\/\/\/\/\/\/\/\I\/\/\/\/\/\/\/\/\/\/\/\I\/\/\/\/\/\/\/\/\/\/\/\/\/\/\/\/\/\/\/\/\/\/\/\/\/\/\/\
# Place the following line(s) in the appropriate ip2nets-loading file
#VVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVV
02i b6 10. 10. 100. *

02i b6000 10. 10. 100.[ 3, 4]

02i b6002 10.10.100.[5,7,9]

02i b6003 10. 10. 100.[ 6, 8, 10]

02i b6004 10.10.100.[ 11, 13, 15]

02i b6005 10.10.100.[ 12, 14, 16]
#/\/\A/\l\A/\A/\AI\I\A/\/\/\/\Al\A/\/\/\/\/\/\AI\I\A/\A/\/\I\I\A/\/\/\/\/\l\A/\l\/\/\/\/\AI\I\A/\A/\/\/\I\A/\A/\/\/\/\A/\
# Place the following line(s) in the appropriate route-loading file
#VVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVV
gnil 1 10.10.100.[101, 102] @2i b6000

gni1l 1 10.10.100.[ 103, 104, 105, 106] @2i b6002
gnil 1 10.10.100.[111, 112, 113, 114] @2i b6003
gni1l 1 10.10.100.[ 107, 108, 109, 110] @2i b6004
gnil 1 10.10.100.[115, 116, 117, 118] @2i b6005
gni1 2 10.10.100.[ 103, 104, 105, 106, 107, 108, 109, 110, 111, 112, 113, 114, 115, 116, 117, 118] @2i b6000
gni1 2 10.10.100.[ 107, 108, 109, 110] @2i b6002
gni1 2 10.10.100.[ 115, 116, 117, 118] @2i b6003
gni 1 2 10.10.100.[ 103, 104, 105, 106] @2i b6004
gni1l 2 10.10.100.[111, 112, 113, 114] @2i b6005

#A/\/\/\/\/\/\A/\A/\/\A/\A/\A/\l\A/\A/\/\A/\A/\A/\l\A/\/\/\/\A/\A/\/\A/\A/\A/\l\A/\A/\/\/\/\A/\A/\/\A/\/\/\/\/\/\A/\

2. Update the nodpr obe information for your Lustre serversusing thei p2net s
and r out es information produced by the previous step. For more information,

refer to your Lustre server documentation.
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Resource Utilization Reporting (RUR) is an administrator tool for gathering statistics
on how system resources are being used by applications. RUR is alow-noise,
scalable infrastructure that collects compute node statistics before an application
runs and again after it completes. The extensible RUR infrastructure alows plugins
to be easily written to collect data uniquely interesting to each site administrator.
Cray supplied plugins collect process accounting data, energy usage data, and GPU
accounting data.

12.1 RUR Basics

When RUR is enabled on a Cray system running CLE, resource utilization statistics
are gathered from compute nodes running all applications. RUR runs primarily before
an application has started and after it ends, ensuring minimal impact on application
performance.

Prior to application runtime, the ALPS prologue script calls an RUR prologue script
that, based on enabled plugins, initiates pre-application data staging on all compute
nodes used by the application. This staging may involve resetting counters to zero
or collecting initial values of counters. Following application completion, the ALPS
epilogue script calls an RUR epilogue script that gathers these counters, compares
them to the initial values, where applicable, stages the data on the compute nodes,
and then transfers data from the compute nodes onto the login/mom node. The data
is then post-processed to create a summary report that is written out to alog file or
other backing store.

12.1.1 Plugin Architecture

S-2393-5101

RUR supports plugin architecture, allowing many types of usage data to be collected
while using the same software infrastructure. Two basic types of RUR plugins are
supported: data plugins, which collect particular statistics about system resources,
and output plugins, which take the output of the RUR software stack and send it to a
backing store.

Cray supplies plugins as part of the RUR distribution, including four data collection
plugins and three output plugins as described in the following sections. Sites choose
which plugins to enable or disable by modifying the RUR configuration file. See
Enabling/Disabling Plugins on page 349 for more information.
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12.2 Included Data Plugins

Cray supplied data plugins collect data on process accounting, GPU accounting,
and energy usage. Sites may develop other data plugins to collect information not
supported by Cray plugins, as described in RUR Plugins on page 352.

12.2.1 ener gy

The ener gy plugin records the total energy used, measured in joules, by all nodes.
This value tracks the entire per-node energy usage.

The following example shows ener gy data as written in
/var/ opt/cray/| og/ partition- cur r ent / messages- date on the SMW:

2013-08-30T11: 19: 06. 545114- 05: 00 c0-0c0s2n2 RUR 18657 p2-20130829t 090349 [rur @4]
ui d: 5229, apid: 10963, jobid: 0, cndnanme: /opt/intel/vtune_xe_2013/bi n64/ anpl xe-cl
energy ['energy_used', 318]

12.2.2 gpust at

The gpust at plugin provides utilization statistics for NVIDIA GPUs on Cray
systems. It reports both GPU compute time and memory used summed across al
nodes as well as the maximum GPU memory used by the application across all nodes.

The following example shows gpust at data as written in
/var/ opt/cray/ | og/ partition- cur r ent / mressages- date on the
SMW:

2013-07-09T15: 50: 42. 761257- 05: 00 c0-0c0s2n2 RUR 11329 p2-20130709t 145714 [rur @4]
ui d: 1000, apid: 8410, jobid: 0, cndnane: /tnp/dostuff gpustats ['maxmem, 108000,
"sumreni, 108000, 'gpusecs', 44]

12.2.3 taskstat s

Thet askst at s plugin provides basic process accounting similar to that provided
by Unix process accounting or get r usage. Thisincludes the system and user CPU
time, maximum memory used, and the amount of fileinput and output from the
application. These values are sums across al nodes, except for the memory used,
which is the maximum value across al nodes. Additionally, al unique exit codes
are reported.

The following examples show t askst at s data as written in
/var/ opt/cray/ | og/ partition- cur r ent / mressages- date on the
SMW.

For ajob that exits normally:

2013-11-02T11: 09: 49. 457770- 05: 00 c0-0c1ls1n2 RUR 2417 p0-20131101t 153028 [rur @4]

uid: 10973, apid: 86989, jobid: 0, cndnane: /| us/esfs/overby/rur01.2338/./CPU01-2338
taskstats ['utime', 10000000, 'stime', O, 'max_rss', 940, 'rchar', 107480, 'wchar', 90,
"exitcode:signal', ['0:0"], 'core', 0]
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For ajob that core dumps:

2013-11-02T11: 12: 45. 020716- 05: 00 c0-0c1s1n2 RUR 3731 p0-20131101t 153028 [rur @4]

uid: 10973, apid: 86996, jobid: 0, crmdnane: /| us/esfs/overby/rur01l.3657/./exit04-3657
taskstats ['utinme', 4000, 'stinme', 144000, 'nmax_rss', 7336, 'rchar', 252289, 'wchar', 741
"exitcode:signal', ['0:9", "139:0', '0:11', '0:0'], 'core', 1]

12.2.4 timest anp

Theti nmest anp plugin collects the start and end times of an

application. The following example showst i mest anp data, as written

in/ var/ opt/cray/| og/ partition- cur r ent / messages- date on the SMW,
for an application that slept 20 seconds:

2013- 08- 30T14: 32: 07. 593469- 05: 00 c0-0c0s5n2 RUR 12882 p3-20130830t 074847 [rur @4] uid: O,
apid: 6640, jobid: 0, cnmdname: /bin/sleep tinmestanp APP_START 2013-08-30T14: 31: 46CDT
APP_STOP 2013- 08-30T14: 32: 06CDT

12.3 Included Output Plugins

Cray supplied output plugins support Lightweight Log Manager (LLM), aflat text
file, or auser owned file as the backing store for RUR data. Sites may develop other
output plugins to satisfy site-specific output needs not supported by Cray plugins, as
described in RUR Plugins on page 352.

1231 file

Thefi | e plugin alows RUR data to be stored to aflat text file on any file system to
which the login node can write. This plugin is also intended as a very smple guide
for anyone interested in writing an output plugin.

The following is sample output from f i | e to alocation defined in the RUR
configuration file:

ui d: 1000, apid: 8410, jobid: 0, cndnane: /tnp/dostuff taskstats ['utine', 32000,
"stinme', 132000, 'nmax_rss', 1736, 'rchar', 44524, 'wchar', 289]

ui d: 1000, apid: 8410, jobid: 0, cndnane: /tnp/dostuff energy ['energy_used , 24551]
ui d: 1000, apid: 8410, jobid: 0, cndnane: /tnp/dostuff gpustats ['maxmem, 108000,
"sumeni, 108000

12.3.2 I Il m

Thel | m(Lightweight Log Manager) plugin aggregates log messages from

various Cray nodes and places them on the SMW. | | mhas its own configuration
options, but typically it will place RUR messages into the messages log file

[ var/ opt/cray/ | og/ partition- cur r ent / mressages- date on the SMW. The
messages shown in the previous sections arein LLM log format.
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12.3.3 user

The user plugin alows administrators to configure RUR such that the RUR
output for each user's application is written to the user's home directory (default)
or a user-defined location. The naming of the default output file(s), r ur . suffix, is
dependent on the value of the argument ar g, which definesareport type and is set
intheuser plugin configuration section within the RUR configuration file. If ar g
is set to:

api d An output fileis created for each application executed and suffix

is the apid.
j obid An output fileis created for each job submitted and suffix is the jobid.
singl e All output is placed in asingle file and no suffix is appended to the

output file name.

Users may redirect the output of RUR by specifying a redirect location in

~/ . rur/user _out put _redirect. The contents of thisfilemust be asingle
line that specifiesthe absolute or relative (from the user's home directory) path of the
directory or fileto which the RUR output data isto be written. If the redirect file

~/ . rur/user _out put _redirect doesnot exist, points to a path that does not
exist, or pointsto a path to which the user does not have write permission, then the
output is written to the user's home directory. Usersthat do not want to collect RUR
data can set the redirect path to / dev/ nul | .

Additionally, the user may override the default report type by specifying a valid
report typein~/ . rur/user_out put/report _type. Vaid report types
areapi d, j obi d, or si ngl e, resulting in the user's RUR data being written to
one file per application, one file per job, or asingle file, respectively. If thefile

~/ . rur/user_out put/report _type isempty or containsaninvalid type, the
default report type, as defined in the configurationfile, is created.

12.4 Enabling RUR

348

By default, RUR isinstalled, but not enabled, during the CLE installation process.
Although RUR is not a part of ALPS, it isinitiated through the ALPS prologue and
epilogue scripts.

Procedure 100. Enabling RUR through ALPS

1. Edit/ etc/opt/cray/al ps/al ps. conf onthe shared root such that the
apsys section includes these variable definitions:

apsys
pr ol ogPat h /opt/cray/rur/defaul t/bin/rur_prol ogue. py
epi | ogPat h /opt/cray/rur/defaul t/bin/rur_epil ogue. py
pr ol ogTi neout 60
epi | ogTi meout 60

/ apsys
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2. Restart ALPS on the login node(s).

boot:~ # /etc/init.d/al ps restart

3. Verify that ther ur argument issetto Tr ue, yes, 1, or enabl e within the
RUR configuration file.

12.5 Disabling RUR

Disable RUR by setting ther ur argument to Fal se, no, 0, or di sabl e within the
RUR configuration file.

12.6 Configuring RUR

Changing the behavior of specific RUR components is possible through modification
of the RUR configfile/ et ¢/ opt/ cray/ rur/rur. conf located on the shared
root. Configurable valuesfall into four categories:

» Script/binary location

e Temporary data storage location
e Component timeout specs

« Enabling/disabling plugins

Changes to the configuration file are automatically propagated to the nodes via the
shared-root mount, requiring no administrator intervention or system reboot. .

12.6.1 Enabling/Disabling Plugins

S-2393-5101

Plugins are enabled or disabled within the RUR configuration file. For a plugin

to be enabled, it must be listed under the [ pl ugi n] (for data plugins) or

[ out put pl ugi n] (for output plugins) header and settot r ue. A pluginis
disabled if itissettof al se or if it does not appear in either the [ pl ugi n] or

[ out put pl ugi n] list. For example, the following data plugin configuration
section from the configuration file explicitly enables data pluginst askst at s and
ti mest anp, but disablesgpust at . Note, however, that the plugin ener gy is
implicitly disabled by its absence from the list.

# Data Pl ugins section Configuration
# Define the supported Data plugins and enabl e/ di sabl e

# them Plugins defined as "Plugin: False" will not run,
# but will be parsed for correct config file syntax.
[ pl ugi ns]

gpustat: false
taskstats: true
ti mestanp: true
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12.6.2 RUR Configuration File

The following listing is the example RUR configuration file
{opt/cray/rur/default/etc/rur.conf.exanple.

# Copyright (c) 2013 Cray Inc. Al rights reserved.
# Witten by Andrew Bary <abarry@ray. conr

#

# Sanpl e configuration file for RUR

HIHHH

# RUR d obal Section - Msc settings to control RUR operation.
# rur - enable or disable RUR Set to False, no, 0, or disable
# to prevent RUR fromrunning. Default is enabl ed.
HEHHHHHHH PR

[ ol obal ]

rur: True

A

# Rur stages - post, stage, gather, output

# Each stage of RUR operation has configuration variables
# that affect the software's behavior.

HEHH I

# Configuration section for rur_post
# post _tinmeout - time after which post processing is terninated.

# Set to O for unlinmted, default to unlimted.

# post _dir - Path to directory into which the post-processor
# wites its output.

[rur_post]

post _tineout: 300
post _dir: /tmp/rur/

# Configuration section for rur_stage
# stage_timeout - tine after which staging is termninated.

# Set to O for unlinmted, default to unlimted.
# stage_dir - Path to directory into which data is staged
# on conput e nodes

[rur_stage]
stage_dir: /tnp/rur/
stage_timeout: 60

# Configuration section for rur_gather
# gather_timeout - tinme after which gather is termninated.

# Set to O for unlimted, default to unlimted.
# gather_dir - Path to directory on | ogi n/mom node, into
# whi ch gathered data is copied.

[rur_gather]
gather _dir: /tnp/rur/
gat her _tineout: 300

HEHH I

# RUR pl ugi ns

# Data plugins and out put plugins are defined and enabl ed.
# Each plugin also can be configured to alter behavior.
HEHHHHHHH PR

# Data Pl ugins section Configuration
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# Define the supported Data plugins and enabl e/ di sabl e

# them Plugins defined as "Plugin: False" will not run
# but will be parsed for correct config file syntax.
[ pl ugi ns]

gpustat: true
taskstats: true
ti mestanp: true

# Qut put Plugins section Configuration

# Define which output plugins are supported, and enabl e/
# di sable them Plugins defined as "Plugin: False" wll
# not run, but will be parsed for correct config file

# synt ax.

[ out put pl ugi ns]

IIm true

file: false
user: false

# The GouStat Data plugin. - This plugin collects data

# about the use of GPUs by applications.

# Stage - The staging plugin run by rur_stage on the

# conput e node

# Post - The post-processing plugin run by rur_post on
# t he | ogi n/ rom node

[ gpust at ]

post : /opt/cray/rur/defaul t/bin/gpustat_post. py

stage: /opt/cray/rur/default/bin/gpustat_stage.py

# The TaskStats Data plugin. - This plugin collects data

# about CPU, nenory, and fil esystem usage by

# appl i cati ons.

# Stage - The staging plugin run by rur_stage on the
# conput e node

# Post - The post-processing plugin run by rur_post on
# t he | ogi n/ nrom node

[taskst at s]

post : [opt/cray/rur/defaul t/bin/taskstats_post. py

stage: /opt/cray/rur/default/bin/taskstats_stage. py

# The Energy Data plugin. - This plugin collects data

# about energy used by cx conpute nodes used by

# appl i cati ons.

# Stage - The staging plugin run by rur_stage on the

# conput e node

# Post - The post-processing plugin run by rur_post on
# t he | ogi n/ rom node

[ energy]

post : /opt/cray/rur/defaul t/bin/energy_post.py
stage: /opt/cray/rur/default/bin/energy_stage.py

# The Tinestanp plugin. - This plugin will collect

# the start and end tine of an application
[timestanp]

post : /opt/cray/rur/defaul t/bin/tinmestanp_post. py
stage: /opt/cray/rur/default/bin/tinestanp_stage.py

# The LLM output plugin
# Wite RUR output to an LLM | og stream
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(Hm
output: /opt/cray/rur/default/bin/llmoutput.py
#no arg for |Implugin

# The File output plugin.

# Wite RUR output to a single plain text file
# Arg - The destination text file

[file]

output: /opt/cray/rur/default/bin/file_output.py
#arg: path-to-flat-textfile

arg: /1 'us/ scrat ch/ RUR/ out put/rur. out put

# The User output plugin.

# Wite RUR output to a text file in the user's honedir
# User may redirect this output by putting a new path
# into ~/.rur/user_output_redirect

[user]

output: /opt/cray/rur/default/bin/user_output.py

#arg: apid | jobid | single

# apid - a newoutput file is created for each apid
# jobid - an output file is created for each job

# single - all output is placed in a single file

arg: single

12.7 RUR Plugins

All RUR datais collected via plugins. Plugins bring flexibility to the RUR
infrastructure such that it is easily modified to collect various statistics from compute
nodes. Severa widely used plugins are provided by Cray; see Included Data Plugins
on page 346. Sites can create additional plugins, specificto their needs, that are easily
incorporated into the RUR infrastructure.

12.7.1 Data Plugins

A data plugin is comprised of a staging component and a post processing component.
The data plugin staging component is called by r ur - st age. py on the compute
node prior to the application running and again after the application has compl eted.
The staging component may reset counters before application execution and collect
them after application completion, or it may collect initial and final values prior to
and after application execution, respectively, and then calculate the delta values.
Python functions have been defined to simplify writing plugins, although it is not
necessary for the plugin to be written in Python. The interface for the data plugin
staging component is through command line arguments.
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12.7.1.1 Data Plugin Staging Component
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All data plugin staging components must support the following arguments:
- - api d=apid

Definesthe api d of the running application.
--ti meout =time

Definesatimeout period in seconds during which the plugin must
finishrunning. Set to O for unlimited; default is unlimited.

--pre Indicates the plugin is being called prior to the application.
- - post Indicates the plugin is being called after the application.
--out put fil e=output_file

Defineswhere the output datais written. Each plugin should define
adefault output filein/ var / spool / RUR/ if thisargument is not
provided.

--arg=arg A plugin-specific argument, set in the RUR configfile. RUR treats
this as an opaque string.

The output of an RUR data plugin staging component is atemporary filelocated in

/ var / spool / RUR on the compute node. The file name must include both the name
of the plugin, as definedin the RUR configfile, and .apid. The RUR gather phase will
automatically gather the staged filesfrom all compute nodes after the application has
completed and placeit in gat her _di r asdefinedin the configuration file.

The following is an example of asimple data plugin staging component:

Example 117. Data plugin staging component

#

# Copyright (c) 2013 Cray Inc. Al rights reserved.
#

# Sanpl e data plugin stagi ng conmponent

#

#!/ usr/ bi n/ env pyt hon
i mport sys, o0s, getopt
fromrur_plugins inmport rur_plugin_args
def main():
apid, inputfile, outputfile, timeout, pre, post, \
parg = rur_plugi n_args(sys.argv[1:])
if outputfile is "":
outputfile = "/var/spool / RUR pl ugi nnane. " +str (api d)
if (pre==1):
zero_counters()
el se:
wite_postapp_stateto(outputfile)

if __nane__ =="__main__":
mai n()
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12.7.1.2 Data Plugin Post Processing Component

354

A data plugin also requires a post processing component that processes the data
staged by the staging component and collected during the RUR gather phase. The
post processing component is called by r ur - post . py. Theinput file contains
records, one node per line, of all of the statistics created by the staging component.
The output of the post processing component is a file containing the summary of data
from al compute nodes.

All data plugin post processing components must support the following arguments:
- - api d=apid

Definesthe api d of the running application.
- -ti meout =time

Definesatimeout period in seconds during which the plugin must
finishrunning. Set to O for unlimited; default is unlimited.

--inputfil e=input file

Specifiesthe file from which the plugin getsitsinput data.
--out put fil e=output_file

Specifiesthe fileto which the plugin writes its output data.
The following is an example of asimple data plugin post processing component:

Example 118. Data plugin post processing component

#

# Copyright (c) 2013 Cray Inc. Al rights reserved.
#

# Sanpl e data plugin post processing conponent

#

#!/ usr/ bi n/ env pyt hon
i nport sys, os
fromrur_plugins inport rur_args

def main():
apid, inputfile, outputfile, tinmeout = rur_args(sys.argv[1l:])
if outputfile is ""
outputfile = inputfile + ".out"

pc = Post Conput e()

pc. process_file(inputfile)

formated = pc.present _entries([('plugin_foo_data','sum)])
f out =open(outputfile, 'wt")

fout.wite("energy %" % fornated)

if nanme_ =="_ nmain_":
mai n()
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12.7.2 Output Plugins

Output plugins allow RUR data to be outputted to an arbitrary backing store. This can
be a storage device or another piece of software that then consumes the RUR data.
The output plugin is passed a number of command line arguments that describe the
application run and provide alist of input working files (the output of data plugin post
processing components). The plugin takes the data in the working files and exports

it to the destination specified in the RUR configuration file for the specific output

plugin.

Tip: If thereis an error from an output plugin, the error message appears in the
ALPSIlog/var /1 og/ cray/ al ps/| og/ apsys on the service node rather
than the LLM logs on the SMW.

The following is an example of a simple output plugin.

Example 119. Output plugin

#

# Copyright (c) 2013 Cray Inc. Al rights reserved.
#

# Sanpl e out put plugin

#

#!/ usr/ bi n/ env pyt hon
i mport sys, o0s
fromrur_plugins inport rur_output_args

def main():
apid, jobid, uid, cnmdnanme, inputfilelist, tinmout, \
parg = rur_output_args(sys.argv[1:])

outfile = open(parg, "a")

for inputfile in inputfilelist:
infile = open(inputfile, "r")
lines = infile.readlines()
for line in lines:

outfile.wite(line)

infile.close()

outfile.close()

12.7.3 Implementing a New RUR Plugin
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For a site written plugin to run, it must be added to the RUR configuration file and
enabled. Follow the procedure to define and configure a new plugin.

Procedure 101. Modify RUR to define and configure a site written plugin

1. Ensure that the site written plugin is located on a file system that is readable by
compute nodes, owned by r oot , and not writeable by non-r oot users.

2. Add anew plugin definition section to the RUR configurationfile:

a. If adding adata plugin, the definition section must include: the plugin name,
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ast age definition — the complete path to the plugin's data staging script,
and apost definition — the complete path to the plugin's post processing

script.

For example, to define the site written data plugin si t epl ug, the entry
within the RUR configuration would appear as follows:

# The siteplug Data Plugin collects data that is

# of particular interest to this site.

# Stage - The staging conponent run by rur_stage on the
# conput e node

# Post - The post-processing conponent run by rur_post on
# the | ogi n/ rom node

[ SitePlug]

stage: /opt/cray/rur/defaul t/bin/siteplug_stage.py
post: /opt/cray/rur/defaul t/bin/siteplug_post.py

b. If adding an output plugin, the definition section must include: the plugin
name, an out put definition— the complete path to the output plugin script
or binary, and an optional argument.

For example, to define the site written output plugin si t eout , the entry
within the RUR configuration would appear as follows:

# The siteout output plugin.

# Wite RUR output to a text file on the site's huge
# archive file system

[siteout]
output:/opt/cray/rur/site/bin/site_output.py

ar g: hsnuser @snbackup. site.com/hsnuser/rurbackup

3. Add the new plugin to either the data plugin or output plugin configuration

section, labeled [ pl ugi ns] or [ out put pl ugi ns], respectively. Indicate
t rue to enable or f al se to disable plugin execution.

# Data Plugins section Configuration

# Define the supported Data plugins and enabl e/ di sabl e
# them Plugins defined as "Plugin: False" will not run,
# but will be parsed for correct config file syntax.

[ pl ugi ns]

gpustat: true

taskstats: true

SitePlug: true

# Qut put Plugins section Configuration
# Define which output plugins are supported, and enabl e/
# di sable them Plugins defined as "Plugin: False" wll

# not run, but will be parsed for correct config file
# synt ax.

[ out put pl ugi ns]

Ilm true

file: false
siteout: false
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12.7.4 Additional Plugin Examples

Thisis a set of RUR plugins that report information about the number of
available huge pages on each node. The huge page counts are reported in

/ proc/ buddyi nf 0. There are two versions of the staging component: one that
reports what is available and the second that reports changes during the application
run.

Example 120. Huge pages data plugin staging component (version A)

Copyright (c) 2013 Cray Inc. Al rights reserved.

#
#
#
# This is an RUR plugin that reports informati on about the nunber of available
# huge pages on each node. This is reported in /proc/buddyinfo.
#
# Each node reports its nid and the nunber of avail abl e pages of each size.
#
#!/ usr/ bi n/ env python
i nport sys, os, getopt
fromrur_plugins inmport rur_plugin_args
def main():
apid, inputfile, outputfile, timeout, pre, post, parg =rur_plugin_args(sys.argv[1l:])
if outputfile ==
outputfile = "/var/spool / RUR buddyi nfo."+str (apid)

if (pre==1):
zero_counters()
el se:

ni df = open("/proc/cray_xt/nid", "r")

n = nidf.readlines()

nid = int(n[0])

inf = open("/proc/buddyinfo", "r")

b = inf.readlines()

sizes = dict( [( '2M , 0), ('4M, 0), ('8M, 0), ('16M, 0), ('32M, 0), ('64M, 0)])

for line in b:

I =1line.split()
sizes['2M] += int(1[13])
sizes['4M] += int(I1[14])
sizes['8M] += int(I[15])
sizes['16M] += int(I[16])
sizes['32M] += int(1[17])
sizes['64M] += int(1[18])

o = open(outputfile, "w')
o.wite("{6} {0} {1} {2} {3} {4} {5}".format(sizes['2M],sizes['4M], \
sizes['8M], sizes['16M], sizes['32M], sizes['64M], nid))

o.close()
if name__ =="_main__
mai n()
Example 121. Huge pages data plugin staging component (version B)
#
# Copyright (c) 2013 Cray Inc. Al rights reserved.
#

# This is an RUR plugin that reports information about the nunmber of avail able
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# huge pages on each node. This is reported in /proc/buddyinfo.
#
# This plugin records the nunber of avail able pages before the job is |aunched.
# At job conpletion tine it reports the change
#
#!/ usr/ bi n/ env python
i nport sys, os, getopt
fromrur_plugins inmport rur_plugin_args
def main():
apid, inputfile, outputfile, timeout, pre, post, parg =rur_plugin_args(sys.argv[1l:])
if outputfile ==
outputfile = "/var/spool / RUR buddyi nfo."+str (apid)
if (pre==1):
inf = open("/proc/buddyinfo", "r")
b = inf.readlines()
sizes = dict( [( "'2M , 0), ('4M, 0), ('8M, 0), ('16M, 0), ('32M, 0), ('64M, 0)])
for line in b:
I =1line.split()
sizes['2M] += int(I1[13])
sizes['4M] += int(1[14])
sizes['8M] +=int(1[15])
sizes['16M] += int(1[16])
sizes['32M] += int(1[17])
sizes['64M] += int(1[18])

o = open("/tnp/buddyi nfo_save", "w')
o.wite("{0} {1} {2} {3} {4} {5}".format(sizes['2M],sizes['4M], \
sizes['8M], sizes['16M], sizes['32M], sizes['64M]))
o.close()
el se:
ni df = open("/proc/cray_xt/nid", "r")
n = nidf.readlines()
nid =int(n[0])
inf = open("/proc/buddyinfo", "r")
b = inf.readlines()
sizes = dict( [( '2M , 0), ('4M, 0), ('8M, 0), ('"16M, 0), ('32M, 0), ('64M, 0)])

for line in b:

I =1line.split()
sizes['2M] += int(1[13])
sizes['4M] +=int(1[14])
sizes['8M] += int(I[15])
sizes['16M] += int(1[16])
sizes['32M] += int(1[17])
sizes['64M] += int(1[18])

obf = open("/tnp/buddyinfo_save", "r")
ob = obf.readlines()
n=0

obd0 = ob[ 0]
obd = obd0. split()

diff =]

(int(obd[0]) - sizes['2M]),
(int(obd[1]) - sizes['4M]),
(int(obd[2]) - sizes['8M]),
(int(obd[3]) - sizes['16M]),
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(int(obd[4]) - sizes['32M]),
(int(obd[5]) - sizes['64M])
]

o = open(outputfile, "w')
# uncomment the following line to get the actual sizes
#o.wite("sizes {6} {0} {1} {2} {3} {4} {5}\n".format(sizes['2M],sizes['4M], \
sizes['8M], sizes['16M], sizes['32M], sizes['64M], nid))
o.wite("diff {6} {0} {1} {2} {3} {4} {5}".format(diff[O], diff[1], diff[2], \
diff[3], diff[4], diff[5], nid))
o.close()
os. unlink("/tnp/ buddyi nfo_save")

i f name == " pmain

Example 122. Huge pages data plugin post processing component

Copyright (c) 2013 Cray Inc. Al rights reserved.

collection. It copies the input files to output, adding a
"buddyi nf 0" | abel .

#

#!/ usr/ bi n/ env pyt hon

i mport sys, o0s

fromrur_plugins inport rur_args

#
#
#
# This is a RUR postprocessing pluging for the buddyinfo data
#
#

def main():
apid, inputfile, outputfile, tinmeout = rur_args(sys.argv[1l:])
if outputfile ==
outputfile = inputfile + ".out"

fin=open(inputfile, "r")
I = fin.readlines()

fout =open(outputfile, '"wt")
for lineinl:
fout.wite("buddyinfo {0}".format(line))

if nanme_ =="_ nmain_":
mai n()

12.8 Migration Tips

This section includes tips on replacing the functionality previously provided by
deprecated accounting software.

Note: Tipsrelevant to CSA and ARU will be added in a future release.
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12.8.1 Application Completion Reporting (ACR)

Cray supplied RUR data plugins collect the same data found in Mazama's Application
Completion Reporting (ACR) feature, but RUR does not include a reporting utility
likenmzr eport. When using RUR's| | moutput plugin, the type of data reported by
ner eport can be extracted from the output files as demonstrated in the following
sections.

12.8.1.1 ACR Job Reporting

The information provided by ner eport -j and nezreport --job

can easily be obtained in the RUR environment from the log files

/var/ opt/cray/| og/ partition- cur r ent / messages- date by invoking the
following command:

smv. ~ # grep -e "RUR' nessages-* |grep -e "jobid: jobid"

12.8.1.2 ACR Timespan Reporting

INACR, nzreport -t andnereport -T control the span of time over which
job completions are reported. The following example is a simple Python script,
ti mesear ch. py, that provides this functionality.

#cat tinmesearch. py
#!/ usr/ bi n/ env python
for rurline in [line for Iine in open(sys.argv[l], 'r") if "RUR in line]:
if (rurline.split(' ")[1] > sys.argv[2]) and (rurline.split(' ")[1] < sys.argv[3]):
print rurline

The script is called with the log file of interest and the desired start/stop time stamps,
asfollows:

smwv. ~ # python ./timesearch. py nessages- date "start_time" "end_time"

Where start_time and end_time are formatted as "yyyy-mm-ddThh:mm:ss".
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12.8.1.3 ACR Exit Code Reporting

Theget _exi t. py Python script listed here provides alist of the uids with the
most non-zero exit codes.

# cat get_exit.py
#!/ usr/ bi n/ env python
i mport os,sys,re

statre = re.conpile(" (\w):(\w)' ,\s*\[("(\w):(\w)'(, )2)+H]")
statsre = re.conmpile("(\w):(\w)")

uidre = re.conpile("uid:\s*(\w)")

cnt = {}

for rurline in [line for Iine in open(sys.argv[l], 'r") if "RUR in line]:
if '"taskstats' in rurline:
sus = statre.search(rurline)
status = sus. group()
stats = statsre.findall (status)
for stat in stats[1:]:
if stat[0] !'="'0":
uid = int(uidre.findall (rurline)[0])
if cnt.get(str(uid)):
cnt[str(uid)] += 1
el se:
cnt[str(uid)] =1

x = sorted(cnt, key = cnt.get, reverse=True)
print "uids with the nost non-zero exit codes %" % x[:sys.argv[2]]

The script is called with the log file of interest and the number of user IDs on which
to report, as follows:

smv. ~ #python ./get_exit.py nessages-date num
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SMW and CLE System Administration
Commands [A]

In addition to the SUSE Linux Enterprise Server (SLES) commands available to
you, this appendix lists the Cray developed commands for administering CLE on
your Cray system.

The system provides the following types of commands for the system administrator:

* Hardware Supervisory System (HSS) commands invoked from the System
M anagement Workstation (SMW) to control HSS operations; HSS commands are
provided with SMW release packages.

e Cray Lightweight Log Management (LLM) System commands invoked from the
SMW or on a CLE service node; the LLM commands are provided with both the
SMW release packages and the CLE release packages.

e Cray Linux Environment (CLE) commands invoked from a node to control the
service and compute partitions; CLE commands are provided with CLE release
packages.

A.1 HSS Commands

Table 12 shows the HSS commands and their functions.

Table 12. HSS Commands

Command Description

dbMoni t or Controls the monitor process script that starts during system boot to
watch mysql d and restart mysql d if it should crash

get SedcLogVal ues Displays specified sedc_manager log filerecords

hss_nmake_default _initrd Createsthe default HSS controller boot image

hssboot | i nk Linksa Linux kernel bzl mage file,ani ni t ranf s file,and a
par anet er s fileso that they can be booted on a Controller by using
PXE boot on an SMW

hsscl one Clones the master image directory
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Command Description

hssds_init Creates the Hardware Supervisory System (HSS) data store; ensures
the proper HSS data store user credentials are created and that the data
storeis ready for operation

hsspackage Facilitates creation of controller boot images

ni d2ni c Prints all nid-to-nic address mappings

rer

sedc_manager

SMAEonfi g
SMW nst al |
SMWN nst al | CLE

xtalive

xt boot dunp
xt boot i ny
xt boot sys
xt bounce

xt ccr eboot
xt checkmac
xtcl ass
xtcl ear
xtclear link_alerts
xtcli

xtcli boot
xtcli clear
xtcli part
xtcli power
xtcli set

xt con

Xt consol e
xt consuner

xt cpreport

364

Routes the Cray network

Invokes the System Environment Data Collections (SEDC) SMW
manager

Automatically configures software on SMW
Automatically installs and configures software on SMW

Updates the CM S software on boot r oot and shar edr oot for
system sets with CLE software installed

Gets a response from an HSS daemon

Parses a bootinfo-fileto determine if xt dunpsys needsto be invoked
Creates, extracts, or updates a Cray bootable image file

Boots specified componentsin a Cray system

Powers components of the Cray system down then up

Reboots specified cabinet or blade controllers

Checks for duplicate MAC addresses among L1 and LO controllers
Displays the network topology class for this system

Clears component flagsin the state manager

Clears dert flags

Runs the HSS command line

Specifiesthe types of components to boot

Clears flag status in component state

Updates partition configurations

Powers a component up or down

Sets flag status in the component state

Provides a two-way connection to the console of any running service
node

Displays console text from a node
Displays HSS events

Parses xt nl r d log fileand display system network congestion
protection information
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Command

Description

xt cpt op

xt di scover
xt dunpsys
xt errorcode
xtfileio
xtgenid

xt hb

xt hwerrl og
xt hwer r | ogd
xt hwi nv
xtlogfilter
xt 1l ogin

xt nci nfo

xtmenkfil e

Xt nmeni o

xt net wat ch

xtni d2str
xtnlrd

xt nm

xt pci non
xt pget

Xt pmacti on

xt pnmdbconfi g

xtresvi ew

xtrsh

Xt sedcvi ewer

S-2393-5101

Parses specified xt nl r d log file and displays real-time system
network congestion protection information asit iswritten to the file

Discovers and configuresthe Cray system hardware

Gathers information when a system stops responding or fails
Displays event error codes

Reads or writesafileon an L1 or LO controller

Generates HSS physical IDs

Node heartbeat checker

Reports hardware errors

Logs Gemini network errors

Retrieves hardware component information for selected modules
Filters information from event router log files

Logs on to cabinet and blade control processors

Gets microcontroller information from cabinet and blade control
processors

Reads CPU or Cray Gemini memory and savesit in afile

Reads or writes 32-hit or 64-bit words from CPU or Cray Gemini
memory

Watches the Cray system interconnection network for link control
block (LCB) and router errors

Converts node identification numbers to physical names

Responds to fatal link errors by rerouting the system

Collects debug information from unresponsive nodes

Monitors health of PCle channels

Displays current system power usage and applied capping parameters.
Implements power management actions.

Modifies power management configuration parameters and provides a
mechanism for an operator to hook into database rotation events.

Displays the current state of cabinets, blades, and links, and whether
any have failed or been warm swapped out

Invokes a diagnostic utility that concurrently executes programs on
batches of cabinet control processors and/or blade control processors

Command-line interface for SEDC
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Command Description

xt show Shows components with selected characteristics

Xt war nswap Allows Cray system blades, chassis, or cabinets to be warm swapped
xt wat chsysl og Shows all log messages for cabinet control processors (L1 controllers)

and blade control processors (LO controllers)

A.2 Cray Lightweight Log Management (LLM) System
Commands

Table 13 shows the LLM commands and their functions.

Table 13. LLM Commands

Command Description

cray-sysl og Starts, stops, restarts, or checks the status of the log system

xt | og Delivers messages to the Cray Lightweight Log Management (LLM) system

Xt sessi on Displays the current boot sessionid

xttail Outputs the last part of Cray Lightweight Log Management (LLM) files

xt t oday Provides today's date in same format that is used to time stamp Cray Lightweight

Log Management (LLM) log files

xttrim Provides a simple and configurable method to automate the compression and
deletion of old log files

A.3 CLE System Administration Commands

Table 14 shows CLE commands and their functions.

Table 14. CLE Commands

Command Description

apngr Providesinterface for ALPS to cancel pending reservations.

apconf A utility for manipulating and modifying ALPS configuration files.

cdunp Dumps node memory.

cl cvt A utility for configuring and validating Fine-grained Routing (FGR)
on Cray systems.

crash Analyzes Linux crash dump data or alive system (Red Hat utility).

csacon Condenses records from the sorted pacct file.

csanodeacct Initiates the end of application accounting on a node.
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Command

Description

csanodenerg
csanodesum

dunpd

| astl ogi n
| bcd
| bnanmed

| ustre_control

nhc_recovery

pdsh
pr oj db

r ca- hel per

rsipd

sdbwar nswap

Xt -l ustre-proxy

xt al | oc2db

xtattr2db

xtauditctl

xt auner ge

xt cdr 2proc

xt checkheal t h
xt cl eanup_after

xt cl one

xt cl oneshar ed
xt db2al | oc
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Initiates collection of individual compute node accounting files.
Reads and consolidates application node accounting records.

Initiates automatic dump and reboot of nodes when requested by
Node Health Checker (NHC).

Records last date on which each user logged in
Invokes the load balancer client daemon.
Invokes the load balancer service daemon.

Manages direct-attached and external Lustre file systems using
standard Lustre commands and site specific Lustre file system
definition and tuning files.

Releases compute nodes on a crashed login node that will not be
rebooted.

I ssues commands to groups of hostsin parallel.
Creates and updates system project database for CSA.

Used in various administrative scripts to retrieve information from the
Resiliency Communication Agent (RCA).

Invokes the Realm-Specific |P Gateway Server.

Updates the Service Database (SDB) when blades are replaced or
added.

Invokes the Lustre startup/shutdown, health monitor, and automatic
failover utility.

Convertsatext filetotheal | oc_node table in the Service Database
(SDB).

Convertsatext filetotheat t ri but es tablein the Service Database
(SDB).

Distributesaudi t ct | requests to nodes on a Cray system.
Merges audit logs from multiple nodes into asingle audit log file.
Gets information from the RCA.

Executes the Node Health Checker.

Called by ALPS to check node health.

Clones the master image directory and overlays a site-specific
template.

Clones node or class directory in shared root hierarchy.

Convertstheal | oc_node tablein the Service Database (SDB) to a
text file.
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Command

Description

xtdb2attr

xt db2et chost s

xt db2fil esys

xt db2gpus

xt db2l ustrefail over
xt db2l ustreserv

xt db2nodecl asses

xt db2or der

xt db2pr oc

xt db2segnent

xt db2servend

xt db2servconfig
xt dbsyncd

xtfil esys2db
xtfsck

xtgetconfig

xt get dsl r oot

xt gpus2db

xt hot backup

xt howspec

xt | usf oevnt sndr

xt | usf oadm n

xtl ustrefail over2db
xt |l ustreserv2db

xt mount

xt nce
xt nodecl asses2db

Xt nodest at

368

Convertstheat t ri but es tablein the Service Database (SDB) to a
text file.

Converts service information in the SDB to atext file.

Convertsthef i | esyst emtable of the SDB to atext file.
Convertsthe gpus table in the Service Database (SDB) to atext file.
Convertsthel ustre_fai | over tableinthe SDB to atext file.
Convertsthel ustre_ser v table of the SDB to atext file.
Convertstheser vi ce_pr ocessor table of the SDB to atext file.

Converts the processor table od_al | ocat or _i d fieldin the
Service Database (SDB) to atext file.

Convertsthe pr ocessor table of the SDB to atext file.
Convertssegnent tablein the Service Database (SDB) to atext file.
Convertstheser vi ce_cnd table of the SDB to atext file.
Convertstheser vi ce_conf i g table of the SDB to atext file.
Invokes the HSS/SDB synchronization daemon.

Convertsatext filetothe SDB f i | esyst emtable.

Checks file systems on a system set defined in
/etc/sysset.conf.

Gets configurationinformation from/ et ¢/ sysconfi g/ xt file.
Returns compute node root path used within an environment.
Converts atext fileto the SDB gpus table.

Creates a backup copy of a system set on the boot RAID.

Displays file specidization in the shared root directory.

Sends failover eventsto clients for Lustre imperative recovery.

Displays Lustre automatic failover database tables and
enables/disables Lustre server failover.

Convertsatext filetothe SDB | ust re_f ai | over table.
Convertsatext filetothe SDB | ust re_servi ce table.

Allows administrators to mount storage devices on the SMW based
on their LABEL and FUNCTI ONrolesinthesysset . conf file
instead of long / dev/ di sk/ by-i d names.

Displays or changes the class of a node.
Convertsatext filetotheser vi ce_pr ocessor tableinthe SDB.

Provides current job and node status summary information on a CNL
compute node.
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Command

Description

xt opar chi ve

xt opco

xt opconmi t
xt opr dunp
xt oprl og

xt opvi ew

xt or der 2db

xt package
xt pkgvar

Xt proc2db
Xt procadmi n

xtrel switch

xtrsipcfg

xt segnent 2db
xt servcnd2db

xtservconfig

xt servconfi g2db

Xt shut down
xt spec

xt unspec

xtverifyconfig

xtverifydefaults

xtveri fyshroot

Performs archive operations on shared root files from a given
specification list.

Checks out RCS versioned shared root specialized files.
Commits changes made inside an xt opvi ew session.

Lists shared root file specification and version information.
Provides RCS log information about shared root specialized files.

Views file system as it would appear on any node, class of nodes, or
all service nodes.

Convertsatext fileto valuesintheod_al | ocat or _i d field of the
processor table in the Service Database (SDB).

Facilitates creation of boot images.

Creates a skeleton structure of / var .

Converts atext fileto the pr ocessor table of the SDB.
Gets/sets the processor flag in the SDB.

Performs release switching by manipulating symbolic links in the
file system and by setting the default version of modulefilesthat are
loaded at login.

Generates and optionally installs the necessary RSIP client and server
configuration files.

Convertsatext fileto segnent table in the Service Database (SDB).
Converts atext fileto the ser vi ce_cnd table of the SDB.

Adds, removes, or modifiesthe ser vi ce_conf i g table of the
SDB.

Converts atext filetotheser vi ce_conf i g table of the SDB.
Shuts down the service nodes in an orderly fashion.

Specializes filesfor nodes or classes.

Unspecializes filesfor nodes or classes.

Verifiesthe coherency of / et ¢/ i ni t . d filesacross all shared root
views.

Verifiesand fixesinconsistent system default links within the shared
root.

Checks the configuration of the shared-root file system.
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Table 15 defines state definitionsfor system components. States are designated by
uppercase letters. Table 16 shows states that are common to all components.

Note: The state of of f means that a component is present on the system. If
the component is a blade controller, node, or ASIC, then this will also mean
that the component is powered off. If you disable a component, the state shown
becomes di sabl ed. When you usethe xt cl i enabl e command to enable
that component for use once again, its state switches from di sabl ed to of f .
In the same manner, enabling an empty component means that its state switches
fromenpty tooff.

The state of EMPTY components does not change when using the xt cl i enabl e
orthext cl i di sabl e command, unlessthe force option (- f ) is used.

Disabling of a cabinet, chassis, or blade will fail if any nodes under the component
areinther eady state, unless the force option (- f ) is used. An error message
will indicate the reason for the failure.

Table 15. State Definitions

Cabinet Blade
State Controller Controller Cray ASIC CPU Link
OFF Powered Powered Powered Powered Link is
off off off off down
ON Powered on Powered on Powered Poweredon Linkisup
on and
operational
HALT — — - CPU halted -
STANDBY — - — Booting —
was
initiated
READY Operational Operational Operational Booted Operational
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Table 16. Additional State Definitions

State Description

DI SABLED Operator disabled this component.

EMPTY Component does not exist.

N A Component cannot be accessed by the system.

RESVD Reserved; new jobs are not allocated to this component.

There are two notification flags, which can occur with any state.
« WARNING

A condition of the component was detected that is outside the normal operating
range but is not yet dangerous.

* ALERT
A dangerous condition or fatal error has been detected for the component.
Table 17 shows the states by component for which the xt cl i commands run.

Note: Administrative states are hierarchal, so disabling or enabling a component
has a cascading effect on that component's children. A component may not be
enabled if its parent component is disabled, but a subcomponent may be disabled
without affecting its parents.

Table 17. xt cl i Commands and Allowed States

Cabinet

xtcli Command Subcommand Controller Blade Controller Node
power up ON OFF OFF

down READY ON ON, HALT, DI AG

up_sl ot (andias

for up)

down_sl ot (an

aias for down)

force_down (an

aias for down)
hal t N/A N/A STANDBY,

READY

boot N/A N/A ON, HALT
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Virtual Network Computing (VNC) software enables you to view and interact
with the SMW from another computer. The Cray system provides a VNC
server, Xvnc; you must download a VNC client to connect to it. See RealVNC
(http://www.realvnc.com/) or TightVNC (http://www.tightvnc.com/) for more
information.

Note: The VNC software requires a TCP/IP connection between the server and the
viewer. Some firewallsand site security do not allow this connection.

Cray suppliesa VNC account cr ay- vnc.
Procedure 102. Starting the VNC server
1. Log ontothe SMW asr oot user.

2. Usethechkconfi g command to check the current status of the server:

smw. ~ # chkconfig vnc
vnc off

3. Disable xi net d startup of Xvnc.

If thechkconf i g command you executed in step 2 reports that Xvnc was
started by INET services (xi net d):

smw. ~ # chkconfig vnc
vnc xinetd

Execute the following commands to disable xi net d startup of Xvnc
(xi net d startup of Xvnc isthe SLES 11 default, but it usualy is disabled by
chkconfi g):

smw. ~ # chkconfig vnc off
smw. ~ # /etc/init.d/xinetd rel oad
Rel oad | NET services (xinetd). done

If no other xi net d services have been enabled, the r el oad command will
return f ai | ed instead of done. If ther el oad command returnsf ai | ed, this
isnormal and you can ignore thef ai | ed notification.

4. Usethechkconf i g command to start Xvnc at boot time:

smw. ~ # chkconfig vnc on

5. Start the Xvnc server immediately:

smw. ~ # /etc/init.d/vnc start
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If the password for cr ay- vnc has not already been established, the system
prompts you for one. You must enter a password to access the server.

Passwor d: *x***x*

Verify:

Wuld you like to enter a viewonly password (y/n)? n

xauth: creating new authority file /hone/cray-vnc/. Xauthority

New ' X' desktop is smwxt:1

Creating default startup script /home/cray-vnc/.vnc/ xstartup
Starting applications specified in /home/cray-vnc/.vnc/xstartup
Log file is /hone/cray-vnc/.vnc/smwxt:1.1o0g

smw. ~ # ps -eda | grep vnc
1839 pts/0 00: 00: 00 Xvnc

Note: The startup script starts the Xvnc server for display : 1.

To access the Xvnc server, use a VNC client, such asvncvi ewer ,

ti ght _VNC, vnc4, or aweb browser. Direct it to the SMW that is running
Xvnc. Many clients allow you to specify whether you want to connect in
view-only or in an active mode. If you choose active participation, every mouse
movement and keystroke made in your client is sent to the server. If more than
one client is active at the same time, your typing and mouse movements are
intermixed.

Note: Commands entered through the VNC client affect the system as if they
were entered from the SMW. However, the main SMW window and the VNC
clients cannot detect each other. It isagood idea for the administrator who is
sitting at the SMW to access the system through a VNC client.

Procedure 103. For workstation or laptop running Linux: Connecting to the VNC
server through an ssh tunnel, using the vncvi ewer -vi a option

Important: This procedureisfor use with the TightVNC client program.

Verify that you havethe vncvi ewer - vi a option available. If you do not, use
Procedure 104 on page 375.

If you are connecting from a workstation or laptop running Linux, enter the
vncvi ewer command shown below.

The first password you enter isfor cr ayadmon the SMW. The second password
you enter is for the VNC server on the SMW, which was set when the VNC server
was started for thefirsttimeusing/ et c/init.d/vnc start onthe SMW.

/ honme/ mary> vncvi ewer -via crayadm@nw | ocal host: 1
PaSSV\Drd *kkkkkkkk

VNC server supports protocol version 3.130 (viewer 3.3)
Passv\ord *kkkkkkkk

VNC aut henti cati on succeeded

Desktop name "cray-vnc's X desktop (smw 1)"

Connected to VNC server, using protocol version 3.3
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Procedure 104. For workstation or laptop running Linux: Connecting to the VNC
server through an ssh tunnel

Note: This procedure assumes that the VNC server on the SMW is running with
the default port of 5901.

1. Thisssh command starts an ssh session between the local Linux computer and

the SMW, and it also creates an SSH tunnel so that port 5902 on the localhost is
forwarded through the encrypted SSH tunnel to port 5901 on the SMW. You will
be prompted for the cr ayadmpassword on the SMW.

I ocal _l'i nux_pronpt> ssh -L 5902:1 ocal host: 5901 smw -1 crayadm

Passwor d:
cr ayadmgs mv>

. Now vncvi ewer can be started using the local side of the SSH tunnel, which

isport 5902. You will be prompted for the password of the VNC server on the
SMW. This password was set when the VNC server was started for the first time
using/etc/init.d/ vnc start onthe SMW.

I ocal _|i nux_pronpt> vncvi ewer |ocal host: 2

Connected to RFB server, using protocol version 3.7
Perform ng standard VNC aut hentication

Passwor d:

The VNC window from the SMW appears. All traffic between thevncvi ewer
on the local Linux computer and the VNC server on the SMW is now encrypted
through the SSH tunnel.

Procedure 105. For workstation or laptop running Mac OS X: Connecting to
the VNC server through an ssh tunnel

Note: This procedure assumes that the VNC server on the SMW is running with
the default port of 5901.

1. Thisssh command starts an ssh session between the local Mac OS X computer

and the SMW, and it also creates an SSH tunnel so that port 5902 on the
localhost is forwarded through the encrypted SSH tunnel to port 5901 on the
SMW. You will be prompted for the cr ayadmpassword on the SMW.

| ocal _mac_pronpt> ssh -L 5902:1ocal host: 5901 smw -1 crayadm

Passwor d:
cr ayadmgs mv>

. Now vncvi ewer can be started using the local side of the SSH tunnel, which

isport 5902. You will be prompted for the password of the VNC server on the
SMW. This password was set when the VNC server was started for the first time
using/etc/init.d/ vnc start onthe SMW.

If you type this on the Mac OS X command line after having prepared the SSH
tunnel, the vncvi ewer will pop up:

| ocal _mac_pronpt % open vnc:/ /| ocal host: 5902
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The VNC window from the SMW appears. All traffic between thevncvi ewer
on the local Mac OS X computer and the VNC server on the SMW is now
encrypted through the SSH tunnel.

Procedure 106. For workstation or laptop running Windows: Connecting to
the VNC server through an ssh tunnel

Note: If you are connecting from a computer running Windows, then both a
VNC client program, such as TightVNC and an SSH program, such as PUTTY,
SecureCRT, or OpenSSH are recommended.

1. The same method described in Procedure 104 can be used for computers running
the Windows operating system.

Although TightVNC encrypts VNC passwords sent over the network, the rest
of thetrafficis sent unencrypted. To avoid a security risk, install and configure
an SSH program that creates an SSH tunnel between TightVNC on the local
computer (localhost port 5902) and the remote VNC server (localhost port
5901).

Note: Details about how to create the SSH tunnel vary amongst the different
SSH programs for Windows computers.

2. After installing TightVNC, start the VNC viewer program by double-clicking
on the TightVNC icon. Enter the hostname and VNC screen number,
| ocal host : number (such as, | ocal host: 2 orl ocal host : 5902), and
then click on the Connect button.
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When you install the Cray Linux Environment (CLE) operating system, the Cray
systemtimeis set at US/Central Standard Time (CST), which is six hours behind
Greenwich Mean Time (GMT). You can change this time.

Note: When a Cray system isinitially installed, the time zone set on the SMW is
copied to the boot root, shared root and CNL boot images.

To change the time zone on the SMW, L0 controller, L1 controller, boot root, shared
root, or for the compute node image, follow the appropriate procedure below.

Procedure 107. Changing the time zone for the SMW and the blade and cabinet
controllers

Warning: Perform this procedure while the Cray system is shut down; do not flash
blade and cabinet controllers while the Cray system is booted.

You must be logged on asr oot . In this example, the time zone is changed from
" Anmeri ca/ Chi cago" to" Ameri ca/ New_Yor k".

1. Ensure the blade and cabinet controllers are responding. For example:

smw. ~ # xtalive -a | 0Osysd sO

2. Check the current time zone setting for the SMW and controllers.

smv, ~ # date
Wed Aug 01 21:30:06 CDT 2012

smv. ~ # xtrsh -1 root -s /bin/date sO

c0-0c0s2 : Wed Aug 01 21:30:51 CDT 2012
c0-0c0s5 : Wed Aug 01 21:30:51 CDT 2012
c0-0c0s7 : Wed Aug 01 21:30:51 CDT 2012
c0-0clsl : Wed Aug 01 21:30:51 CDT 2012

c0-0 : Wed Aug 01 21:30:52 CDT 2012

3. Verify that the zone. t ab fileinthe/ usr/ shar e/ zonei nf o directory
contains the time zone you want to set.

smw. ~ # grep Americal/ New_York /usr/share/zoneinfo/zone. tab
Us +404251- 0740023 Aneri ca/ New_York Eastern Tinme
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4, Create the time conversion information files.

smw. ~ # date

Wed Aug 01 21:32:52 CDT 2012

smw. ~ # /usr/shin/zic -1 Americal/ New_York
smw. ~ # date

Wed Aug 01 22:33:05 EDT 2012

5. Modify the cl ock fileinthe/ et ¢/ sysconfi g directory to set the
DEFAULT_TI MEZONE and the TI MEZONE variables to the new time zone.

smw. / etc/ sysconfig # grep TI MEZONE /etc/sysconfig/cl ock
TI MEZONE=" Arrer i ca/ Chi cago"

DEFAULT_TI MEZONE=" US/ East er n"

smw. ~ # vi /etc/sysconfig/clock

make changes

smw. ~ # grep TIMEZONE /etc/sysconfig/clock

TI MEZONE=" Aner i ca/ New_Yor k"

DEFAULT_TI MEZONE=" US/ East er n"

6. Copy the/ etc/ | ocal tinefileto/ opt/tf ptboot, and then restart the
log systemand r sns.

smw. ~ # cp /etc/localtime /opt/tftpboot
smw. ~ # [etc/init.d/cray-syslog restart
smw. ~ # /etc/init.d/rsnms restart

For Cray XC30 systems, continue with step 7.

7. For Cray XC30 systems only: Reboot the cabinet controllers to get the updated
time zone.

a. Power down the system.
smw. ~ # xtcli power down sO

b. Reboot the cabinet controllers, then ensure that al cabinet controllers are up.

smw. ~ # xtccreboot -c all
xtccreboot: reboot sent to specified CCs
smw. ~ # xtalive -1 cc

c. Power up the system.
smw. ~ # xtcli power up sO

d. Exit fromther oot login.

smwv, ~ # exit

8. Bounce the system.

crayadm@mv. ~> xt bounce sO
Procedure 108. Changing the time zone on the boot root and shared root

Perform the following steps to change the time zone. You must be logged on as
r oot . Inthis example, the time zone is changed from " Aner i ca/ Chi cago"
to" Aneri ca/ New_Yor k".
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. Confirm the time zone setting on the SMW.

smw. ~ # cd /etc/sysconfig

smw. / etc/ sysconfig # grep Tl MEZONE cl ock
TI MEZONE=" Aner i ca/ New_Yor k"

DEFAULT_TI MEZONE="US/ East er n"

. Log on to the boot node.

smw. / et c/ sysconfig # ssh root @oot
boot: ~ #

. Verify that the zone. t ab fileinthe/ user/ shar e/ zonei nf o directory

contains the time zone you want to set.

boot: ~ # cd /usr/share/zoneinfo
boot : /usr/share/ zoneinfo # grep Americal/ New _York zone.tab
Us +404251- 0740023 Aneri ca/ New_York Eastern Tinme

. Create the time conversion information files.

boot : /usr/share/ zonei nfo # date

Mon Jul 30 22:50:52 CDT 2012

boot:/usr/share/ zoneinfo # /usr/sbin/zic -1 Anerica\ New_York
boot : /usr/share/ zonei nfo # date

Mon Jul 30 23:59:38 EDT 2012

. Modify the cl ock fileinthe/ et c/ sysconfi g directory to set the

DEFAULT_TI MEZONE and the TI MEZONE variables to the new time zone.

boot : /usr/share/ zoneinfo # cd /etc/sysconfig
boot: ~ # grep TI MEZONE cl ock

TI MEZONE=" Anrer i ca/ Chi cago"

DEFAULT_TI MEZONE="US/ East er n"

boot: ~ # vi cl ock

make changes

boot: ~ # grep TI MEZONE cl ock

TI MEZONE=" Aner i ca/ New_Yor k"

DEFAULT_TI MEZONE=" US/ East er n"

. Switch to the default view by using xt opvi ew.

Note: If the SDB node has not been started, you must include the - x
/ et c/ opt/cray/ sdb/ node_cl asses option when you invoke the
Xt opvi ew command.

boot: ~ # xtopvi ew
default/:/ #

. Verify that the zone. t ab fileinthe/ user/ shar e/ zonei nf o directory

contains the time zone you want to set.

default/:/ # grep Americal/ New_York /usr/share/zoneinfo zone.tab
us +404251- 0740023 Aneri ca/ New_Yor k Eastern Tine
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8. Create the time conversion information files.

default/:/ # date

Mon Jul 30 23:10:52 CDT 2012

default/:/ # /usr/shin/zic -1 Americal/ New_York
default/:/ # date

Tue Jul 31 00:11:38 EDT 2012

9. Modify the cl ock fileinthe/ et ¢/ sysconfi g directory to set the
DEFAULT_TI MEZONE and the TI MEZONE variables to the new time zone.

default/:/ # cd /etc/sysconfig

defaul t/:/etc/sysconfig # grep TI MEZONE cl ock
TI MEZONE=" Anrer i ca/ Chi cago"

DEFAULT_TI MEZONE=" US/ East er n"
default/:/etc/sysconfig # vi clock

make changes

defaul t/:/etc/sysconfig # grep TI MEZONE cl ock
Tl MEZONE=" Aner i ca/ New_Yor k"

DEFAULT_TI MEZONE=" US/ East er n"

10. Exit xt opvi ew.

default/:/etc/sysconfig # exit
boot : /usr/share/ zonei nfo #

Procedure 109. Changing the time zone for compute nodes

1. Exit from the boot node and confirm the time zone setting on the SMW.

boot :/usr/share/ zoneinfo # exit

smw. / etc/ sysconfig # grep Tl MEZONE cl ock
TI MEZONE=" Aner i ca/ New_Yor k"

DEFAULT_TI MEZONE=" US/ East er n"

2. Copy thenew/ et ¢/ | ocal ti ne filefrom the SMW to the bootimage template
directory.

smw. / etc/sysconfig # cp -p /etc/localtine \
/opt/xt-images/tenpl ates/default/etc/localtine

3. Copy thenew / usr/ shar e/ zonei nf o filefrom the SMW to the bootimage
template directory. The directory to contain the time zone file must be created in
the bootimage template area.
smw. / etc/sysconfig # nkdir -p \

/opt/xt-images/tenpl at es/ def aul t/ usr/shar e/ zonei nf o/ Areri ca

smw. ~# cp -p /usr/share/zonei nfo/ Aneri ca/ New_York \
/opt/ xt-images/tenpl at es/ def aul t/ usr/ shar e/ zonei nf o/ Aneri ca/ New_Yor k

Note: This procedure enables a single time zone for the compute nodes. If
users will be setting the TI MEZONE variable to time zones which are not the
system default, you may wish to either copy a few of the common time zones
used by the user community or the entire/ usr / shar e/ zonei nf o directory
tothe/ opt / xt -i mages/ t enpl at es/ def aul t/ area
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4. Update the boot image to include these changes; follow the stepsin Procedure
2 on page 66.

The time zoneis not changed until you boot the compute nodes with the updated
boot image.
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This appendix provides atemplate and an example of a modulefilethat you can use as
you construct modulefilesfor your site.

E.1 Modulefile Template

The following listing provides atemplate of the elements required in a modul efile.
Use this as your guide when creating your own modulefiles.
HONOAU eH A

#
# Generic nmodul efile tenplate

#

#itt

# Add your verbiage into Mddul esHel p area. This information
# wi |l be seen by those invoking

# nmodul e hel p [ my_product]

#it#

proc Modul esHelp { } {

puts stderr "This nodul efile defines the library paths and"
puts stderr "include paths needed to use "

puts stderr "[ny_product]."

puts stderr

}

#itt

# [my_product] is the nane consistently used in the nodul efile
# to set environnent variables. It may be the sane nanme as

# the nodul efile and the rpm however the nodul efile and rpm

# will be naned in a | ower case name while [ny_product] should
# be upper case, i.e. "nodule load acm" and ACML_DIR
Hit#H

set is_modul e_rm [ nodul e-i nfo node renobve]

#itt

# If [my_product] will not be versioned, then set

# [my_product] _CURPATH to the location of [ny_product].

# |f you use versions, then you only need to change one

# nunber as you create a nodul e for another product version.
#itt

set [ny_product] _LEVEL [product-version]
set [ny_product] CURPATH /opt/[instal |l ed-product-nane]/ $[ ny_product] LEVEL

S-2393-5101 383



Managing System Software for the Cray® Linux Environment

setenv [nmy_product]_DI R $[ nmy_product]_CURPATH

it

# Add your executable to PATH.

it

#pr epend- pat h PATH $[ my_product] _CURPATH bi n
it

# Add your dynamic library path. This is *NOT* for statically built
# libraries. For those use [ny_product]_POST_LI NK_OPTS bel ow.

it

#prepend- path LD LI BRARY_PATH $[ny_product] _CURPATH Iib

#it#

# Add MANPATH and | NFOPATH

#Hit#

if { [file isdirectory $[my_product] CURPATH info] == 1} {
prepend- pat h | NFOPATH $[ ny_pr oduct ] _CURPATH i nf o

}

if { [file isdirectory $[my_product] CURPATH nan] == 1} {
prepend- pat h MANPATH $[ my_pr oduct ] _CURPATH man]

}

#itt

# To nmake our product work in conmandline generation, you must

# add [my_product] to the PE_PRODUCT_LI ST. The options for the products |isted
in PE_PRODUCT_LIST will display

# on the command line in reverse order. For exanple, if PE PRODUCT_LIST is XY,
conpile/link command |ine

# wll contain:

# "... <options for product Y> <options for product X> ..."
#itt

append-path PE_PRODUCT_LI ST [my_product]

#it#

# The following 5 *_OPTS environnent variables allow placenment of conpiler
# comuandl i ne options. The PRE and POST in the names refers to

# the location before or after the user-specified argunents.

# Renenber that, in general, the linker evaluates its conmandline fromleft
# to right, but the conpiler generally uses the last argunment in the list.
# The comuandline is created for you in this order:

# cc [PRE_COWPI LE_OPTS] [PRE_LINK OPTS] user_args [PCST_COWPI LE_OPTS] \

# [ POST_LINK_OPTS] [ NCLUDE_OPTS]

#itt

#itt

# Conpiler options. The first character in this list nust be a
# space and the list nust be doubl e quoted.

#
# You can define a fortran nodules path for pgi-conpiled files by adding it
# as a "-1' options to [ny_product]_PRE_COWI LE_OPTS.

#setenv [ ny_product] PRE_COWPI LE_OPTS
#setenv [ny_product] POST_LI NK_OPTS

HiH#
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# Options passed to the linker, including

# -L paths and -| library nanes. The -L and -1 are used for statically built
# libraries. The first character in the list nust be a space and the |ist
# must be doubl e quoted. The -L and -1 argunents shoul d be added to

# [my_product] _POST_LI NK_OPTS.

#setenv [ ny_product] _PRE_LI NK_OPTS
#setenv [ ny_product] _POST_COWI LE_OPTS

#
# I nclude search path
#

#setenv [ ny_product] _I NCLUDE_OPTS

Example 123. Modulefile example

This example shows a product, kat e, with library filesl i bkat e. a and

I i bkit. a,whichwere built with 64-bit PGI. Naming directories pgi 64 helps keep
track of library formats. You can create whatever directory structure works for you.
Likewise, naming the modulefilekat e- pgi tells a potential user that this would

be loaded when compiling using PGI.

HONOAU| e###HiHiHHH R R R R
#

# kate-pgi nodulefile

#

proc Mdul esHelp { } {

puts stderr "This nodul efile defines the library paths and"

puts stderr "include paths needed to use the pgi-conpiled kate."

puts stderr "Libraries -libkate.a, libkit.a, |ibkate.so and conpiler"
puts stderr "option, -Mrof=npi, are added. The utility run-kate"
puts stderr "is added to PATH. "

}

Hit#H

# The modul efil e kate-gnu could | oad gnu-built kate libraries,
# which are defined at $KATE_CURPATH gnu64/1ib

HitH

set is_nmodul e_rm [ nodul e-i nfo nbde renove]

set KATE LEVEL 2.0
set KATE_CURPATH / opt/ kat e/ $KATE_LEVEL

pr epend- pat h PATH $KATE_CURPATH bi n
prepend-path LD LI BRARY_PATH $KATE_CURPATH pgi 64/1ib
pr epend- pat h MANPATH $KATE_CURPATH man

append-path PE_PRODUCT_LI ST KATE
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it

# Definitions for these nust begin with a space.

# Renenber that in general the linker evaluates its command-Iine

# options left to right, while the conpiler takes the |ast one

# it detects. You can define a Fortran nodul es path for pgi conpiler

# by adding it as a "-1" option to *_POST_COWPI LE_OPTS.

it

setenv KATE_PRE_COWPI LE_OPTS " - Mrof =nmpi "

setenv KATE_POST_LINK OPTS " -L $KATE CURPATH Iib -lkate -Ikit"
setenv KATE_POST_COWPI LE_OPTS " -1 $KATE_CURPATH fortran_nodul es_dir"
setenv KATE_|I NCLUDE_OPTS " -1 $KATE CURPATH i ncl ude"

E.2 Sharing Your Modulefile

Add your modulefileto / opt / nodul ef i | es or to another directory. If you
use another directory, you must add the path to your environment by using a
nodul e use command; for example, nodul e use / ny/ nodul e/ pat h.
To make the new modulefile path available to all users, edit the file

/ opt/ modul es/init/. modul espat h.

E.3 Modulefile Help

Using the nodul e command, you can get online help about any module in your
system:

# nodul e hel p modulefile

386 S-2393-5101



PBS Professional Licensing for Cray

Systems [F]

F.1 Introduction

S-2393-5101

PBS Professional uses a licensing scheme based on a central license server

that allows licenses to float between servers. This reduces the complexity of
managing environments with multiple, independent PBS installations and simplifies
configuration when you run other software packages that use the same license
manager.

The PBS server and scheduler run on the Cray service database (SDB) node. By
default, the SDB node is only connected to the Cray system high-speed network
(HSN) and cannot access an external license server. Various options to set up network
connectivity between the license server and the SDB node are detailed below.
Determine which option is best suited to your needs and implement that solution prior
to installing the PBS Professional software from Altair.

Note: Regardless of the option chosen, you must run a PBS Professional MOM
daemon on each login node where users may launch jobs.

PBS Professional configuration options on a Cray system include:

* Running the PBS Professional server and scheduler on a Cray system service
node. If you choose to run the PBS Professional scheduler and server on alogin
node, you should be aware that these daemons consume processor and memory
resources and have the potential to impact other processes running on the login
node. In addition, any service running on a node where users are allowed to run
processes increases the potential for interruption of that service. While these
risks are generally low, it isimportant that you consider them before selecting
this option. Refer to Migrating the PBS Professional Server and Scheduler on
page 388 to configure PBS Professional using this strategy.

e Moving the PBS Professional server and scheduler external to the Cray
system. The PBS Professional scheduler requests M PP data from one of the
MOM daemons running on the Cray system login nodes. The volume of this
data is dependent upon the size and utilization of the Cray system. If you run
the PBS Professional scheduler outside of the Cray system, the scheduler
cycle time could increase due to decreased bandwidth and increased latency in
network communication. In most cases, the difference in cycletimeis negligible.
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However, if your system has larger node counts (> 8192), you may want to avoid
this option. To configure PBS Professional for this strategy, refer to Migrating the
PBS Professional Server and Scheduler on page 388.

e Configuringthe SDB node asan RSIP client. This options alows you to leave

the PBS Professional scheduler and server on the SDB node. If you are already
running RSIP, this may be an attractive option. Cray recommends a dedicated
network node for the RSIP server, which may not be desirable if you are not
already running RSIP. Follow the appropriate procedure in Configuring RSIP to
the SDB Node on page 390 to configure the SDB node as an RSIP client.

e Configuring Network Address Trandlation (NAT) to forward I P packetsto
and from the SDB node. This may be the best choice if you intend to use packet
forwarding exclusively for PBS Professional licensing and do not mind running
NAT services on alogin node. The stepsto configure NAT IP forwarding to the
SDB node are described in Network Address Trandation (NAT) IP Forwarding
on page 393.

e Ingtalling a network card in the SDB node to connect it to the external
networ k. With this option you do not need to configure RSIP or NAT, but you
must purchase a PCle network interface card (NIC) for amodest cost. Thisisan
attractive option if you want to access the SDB node directly from your externa
network. This procedure does not require connection through another node on
the Cray system. The steps to configure this option are covered in Installing and
Configuring a NIC on page 395.

Cray recommends that system administrators consult their local networking and
security staff prior to selecting one of these options. Once you have chosen and
configured a method for accessing the license server, complete the PBS Professional
license manager configuration as described in the Altair License Management System
Installation Guide. For additional information about using the gmgr command to
setupthepbs_license file_l ocati on resource, seethe PBS Professional
Installation and Upgrade Guide from Altair Engineering, Inc. For more information,
see: http://www.pbsworks.com.

F.2 Migrating the PBS Professional Server and Scheduler

388

Before migrating the PBS Professional server and scheduler off of the SDB node
you must first select the target host. PBS Professional versions 9.2 and beyond are
MPP aware, meaning they are capable of scheduling jobs to Cray systems. If you
already have a central PBS Professional server and scheduler, ssmply add the Cray
system to the list of nodes.
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Thefirst step isto install PBS Professional on the Cray system as described in the
PBS Professional Installation and Upgrade Guide. The install procedure configures
the SDB node as the PBS Professional server and scheduler host. You must modify
the default configuration to ensure that the PBS Professional scheduler and server do
not start automatically on the SDB node.

Procedure 110. Migrating PBS off the SDB node

1. If the PBS scheduler and server are running on the SDB node, log on to the SDB
and stop the services.

sdb: ~ # /etc/init.d/ pbs stop

2. Log on to the Cray system boot node as root and unspecialize the PBS
Professional configurationfilefor the SDB node. For example, your SDB is node
3, type the following commands:

boot: ~ # xtopvi ew - m " Unspecialize pbs.conf on the SDB" -n 3
node/ 3:/ # xtunspec /etc/pbs. conf

node/ 3:/ # exit

boot: ~ #

3. Edit the PBS Professional configuration filefor the login nodes to point to the
new server. The new server may be one of the login nodes or a host external
to the Cray system. Set PBS_SERVERn/ et ¢/ pbs. conf to the new PBS
Professional server host. For example, if your server is named myserver, type the
following commands:

boot: ~ # xtopvi ew - m " Update pbs.conf for new server" -c¢ | ogin
class/login/: # vi [etc/pbs.conf

PBS_SERVER=myserver. domai n. com

class/login/: exit

boot : ~#

4. To migrate the server and scheduler to alogin node and start PBS Professional
automatically at boot time, specialize the/ et ¢/ pbs. conf filefor that node. If
the services are being moved to an external host, skip this step. For example, if
the node ID of the login node is 4, type the following commands:

boot: ~ # xtopvi ew - m " Specialize pbs.conf for new server" -n 4
node/ 4:/ # xtspec /etc/pbs.conf

5. Modify the/ et c/ pbs. conf fileto start all of the PBS Professional services;
for example:

node/ 4:/ # vi [etc/pbs. conf
PBS_START_SERVER=1
PBS_START_SCHED=1
PBS_START_MOVE1

node/ 4:/ # exit
boot: ~ #

6. Log on to each of the login nodes as root and modify the PBS Professional
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MOM configurationfile/ var / spool / PBS/ nrom pri v/ confi g. Change
the$cl i ent host vaue to the name of the new PBS Professional server. For
example, if your server is named myserver, type the following commands:

l ogin2: ~ # vi /var/spool /PBS/ nom priv/config
$cl i ent host nyserver. donai n. com

7. After the configuration file has been updated, restart PBS Professional on each
login node.

login2:~ # /etc/init.d/ pbs restart

Note: This command starts the PBS Professional scheduler and server if you
have migrated them to alogin node.

8. Log on to the new PBS Professional server host and add a host entry for each
of the login nodes.

nyserver:~ # qnor

Qmgr: create node nycrayxtl

Qmyr: set node mycrayxtl resources_avail abl e. npphost =xt host nane
Qmyr: create node nycrayxt?2

Qmyr: set node mycrayxt?2 resources_avail abl e. npphost =xt host nane
Qmyr: exit

nyserver: ~

At this point, the login nodes should be visible to the PBS Professional server.

F.3 Configuring RSIP to the SDB Node

390

Follow the instructions in this section to configure the SDB node as an RSIP client.
Once the SDB node is configured as an RSIP client, refer to the Altair License
Management System Installation Guide for detailed instructions about obtaining and
installing the appropriate license manager components.

If you have not configured RSIP on your system, follow Procedure 111 on page 391
to generate a simple RSIP configuration with a single server and only the SDB node
as aclient.

Using the CLEi nst al | Program to Install and Configure RSIP on page 218
includes procedures to configure RSIP on a Cray system using the CLEi nst al |
installation program. If you have already configured RSIP using these procedures
during your Cray Linux Environment (CLE) installation or upgrade, follow Procedure
112 on page 392 to add the SDB node as an RSIP client for one of your existing
RSIP servers.

For additional information on configuring RSIP services, see Configuring
Realm-specific IP Addressing (RSIP) on page 217.
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Procedure 111. Creating a simple RSIP configuration with the SDB node as a
client

Important: Cray strongly recommends Procedure 49 on page 219 for RSIP
configuration.

1. Boot the system as hormal. Ensure all the service nodes are available, and ensure
that the system is setup to allow password-less ssh access for the root user.

2. Select a service node to run the RSIP server. The RSIP server node must have
external Ethernet connectivity and must not be alogin node. In this example the
physical ID for the RSIP server isc0- 0cOs6n1l.

3. Specializether si pd. conf fileby nodeID and install ther si p. conf fileto
the shared root. Additionally, tune the RSIP servers by updating the associated
sysctl . conf file. Invoke the following steps for the RSIP server node.

a. Logon tothe boot node and invoke xt opvi ewin the node view.

boot: ~ # xtopvi ew -n c0-0cOs6nl
node/ c0- 0cOs6nl:/ #

b. Specialize/ et c/ opt/ cray/ rsipd/rsipd. conf for the specified
node.

node/ c0-0c0s6nl:/ # xtspec /etc/opt/cray/rsipd/rsipd. conf

c. Copythersi p. conf template filefrom the SMW to the shared root.

node/ c0-0c0s6nl:/ # scp crayadm@mw / opt/cray-xt-rsipd/ defaul t/etc/rsipd.conf.exanple \
[ etc/opt/cray/rsipd/rsipd. conf

d. Modify theport _range,ext i f andmax_cl i ent s parametersin the
rsi pd. conf fileasfollows:
node/ c0-0c0s6nl:/ # vi [etc/opt/cray/rsipd/rsipd. conf
port _range 8192- 60000
max_clients 2

uUncomment:
ext_if ethO

Note: If your external Ethernet interface is not et hO, modify ext _i f
accordingly. For example,

ext if ethl

e. Speciadizethe/ et c/ sysctl . conf fileand modify the OS port range so
that it does not conflict with the RSIP server.

node/ c0-0c0s6nl:/ # xtspec /etc/sysctl.conf
node/ c0-0c0s6nl:/ # vi [etc/sysctl.conf
net.ipv4.ip_local _port_range = 60001 61000
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f. If the specified RSIP server is using a 10GbE interface, update the
default socket buffer settings by modifying the following linesin the
sysctl . conf file.

net.ipv4d.tcp_tinmestanps = 0

net.ipv4d.tcp_sack = 0
net.core.rnem max = 524287
net.core. wrem nmax = 524287

net.core.rnemdefault = 131072

net.core. wremdefault = 131072
net.ipv4.tcp_rnmem = 131072 1000880 9291456
net.ipv4.tcp_wrem = 131072 1000880 9291456
net.ipv4.tcp_nmem = 131072 1000880 9291456

g. Update the udev rulesto skip thei f up of ther si p interfaces
as they are created. Add r si p* to thelist of interface names for
GOTO="ski p_i fup".
node/ c0-0c0s6nl:/ # xtspec /etc/udev/rules.d/ 3l-network. rul es
node/ c0-0c0s6nl:/ # vi /etc/udev/rules.d/ 3l-network. rul es
SUBSYSTEM=="net ", ENV{I| NTERFACE}=="rsi p*| ppp*|i ppp*|isdn*|plip*|lo*|irda*| \
dummy*| i psec*| tun*|tap*| bond*| vl an*| nodent| dsl *", GOTO="ski p_i fup"

h. Exit the xt opvi ew session.

node/ c0-0c0s6nl:/ # exit

4. Update the boot automation script to start the RSIP client on the SDB node. This
lineissimply anodpr obe of thekr si p module with the IP argument pointing
to the HSN 1P address of the RSIP server node; place the new line towards the
end of thefile, immediately beforeany ' notd' or'ip route add' lines.
For example, if the IP address of the RSIP server is 10. 128. 0. 14, type the
following commands.

crayadm@mw. ~> vi /opt/cray/ etc/ aut o. xthostname

# RSIP client startup

| append actions { crns_exec_vi a_bootnode "sdb" "root" "nodprobe krsip
i p=10.128.0.14 rsi p_l ocal _ports=1" }

Procedure 112. Adding the SDB node as an RSIP client to an existing RSIP
configuration

1. Select one of your RSIP serversto provide RSIP access for the SDB node. In this
example, we have chosen the RSIP server with the physical ID c0- 0cOs6n1.

2. Log on to the boot node and invoke xt opvi ewin the node view for the RSIP
server you have selected.

boot: ~ # xtopview -n c0-0c0Os6nl
node/ c0-0c0s6nl:/ #
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3. Modify themax_cl i ent s parametersinther si pd. conf file; Add 2 more
clients to make room for the new SDB node. For example, if you configured 300
RSIP clients (compute nodes), type the following:

node/ c0-0c0s6nl:/ # vi /etc/opt/cray/rsipd/rsipd. conf
max_clients 302

4. Update the boot automation script to start the RSIP client on the SDB node. Do
this after the line that starts the RSIP server. Thislineis simply anodpr obe
of the kr si p module with the IP argument pointing to the HSN |P address
of the RSIP server node. For example, if the IP address of the RSIP server is
10. 128. 0. 14, type the following commands.

crayadm@mw ~> vi /opt/cray/ etc/ aut o. xthosthame

# RSIP client startup

| append actions { crns_exec_vi a_bootnode "sdb" "root" "nodprobe krsip
i p=10.128.0.14 rsi p_l ocal _ports=1" }

F.4 Network Address Translation (NAT) IP Forwarding

Follow Procedure 113 on page 393 to configure NAT IP forwarding for the SDB
node.

Procedure 113. Configuring NAT IP forwarding for the SDB node

1. Select alogin node to act asthe NAT router. Cray recommends that you select the
node with the lowest load or network latency. For this example the login nodeis
named | ogi n2.

2. Log on to the node you have selected and invoke thei f conf i g command to
obtain the IP address of the routing node.

If you have a Cray system with a Gemini-based, system interconnection network,
type this command:

login2:/ # ifconfig ipogifO
i pogi fO Li nk encap: Et hernet Hwaddr 00: 01: 01: 00: 00: 04
i net addr:10.128.0.3 Mask: 255.252.0.0
inet6 addr: fe80::201: 1ff:fe00: 4/ 64 Scope: Li nk
UP RUNNI NG NOARP MTU: 16000 Metric:1
RX packets: 1543290 errors: 0 dropped: 0 overruns: 0 frane: 0
TX packets: 1640783 errors: 0 dropped: 0 overruns:0 carrier:0
collisions:0 txqueuel en: 1000
RX byt es: 1643894879 (1567.7 Md) TX bytes: 1446996661 (1379.9 M)

The IP address of the routing node isindicated asi net addr (inthiscase,
10.128.0.3).

3. Record the Ethernet interface used on this login node. For example:

login2:/ # netstat -r | grep default
def aul t cfgw 12-hsrp.us 0.0.0.0 UG 00 0 ethO
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Following this example, use the Ethernet interface, et h0, in the NAT startup
script that is created in the next step.

4. Edit/ et ¢/ host s on the shared root to include the external license server(s).
Add these entries prior to the first local Cray |P addresses; that is, before the
10. 128. x.y entries. For example:

boot : ~# xt opvi ew
default/:/ # vi /etc/hosts
10.0.0.55 tic tic.domain.com

10.0.0.56 tac tac.domin.com
10. 0. 0. 57 toe toe.domai n.com
default/:/ # exit

boot : ~#

5. In the same manner, edit / et ¢/ host s on the boot root to include entries for
the external license server(s).

boot: ~# vi /etc/hosts

10.0.0.55 tic tic.domain.com
10. 0. 0. 56 tac tac.donmain.com
10. 0. 0. 57 toe toe.donmain.com

6. In the default xt opvi ew view, create and/or edit the
/fetcl/init.d/local.start-nat fileon the shared root, adding the
following text:

boot : ~# xt opvi ew
default/:/ # vi /etc/init.d/local.start-nat

#!/ bi n/ bash
### BEGA N INI T | NFO
# Provides: | ocal . start-nat

# Required-Start:

# Requi r ed- St op:

# Default-Start:

# Defaul t- St op:

# Description: Set up NAT I P forwarding

### END I NI T | NFO

echo "Setting up NAT IP forwarding."

echo 1 > /proc/sys/net/ipv4/ip_forward

i ptables -t nat -F

iptables -A FORWARD -i ethO -0 ipogifO -mstate --state ESTABLI SHED, RELATED -j ACCEPT
i ptables -A FORWARD -i ipogifO -0 ethO -j ACCEPT

i ptables -A FORWARD -j LOG

i ptables -t nat -A POSTROUTING -0 ethO -j MASQUERADE

7. Add execute permissionsto thel ocal . st art - nat file

default/:/ # chnod 755 /etc/init.d/local.start-nat

8. Exit the xt opvi ew session.

default/:/ # exit
boot : ~#

394 S-2393-5101



PBS Professional Licensing for Cray Systems [F]

9. Logonasr oot to the selected router node and start the NAT service. Use the
i pt abl es command to verify that forwarding is active.

login2:~ # /etc/init.d/local.start-nat

login2:~ # iptables -L -n

Chai n I NPUT (policy ACCEPT)

target prot opt source destination

Chai n FORWARD (policy ACCEPT)

target prot opt source destination

ACCEPT all -- 0.0.0.0/0 0.0.0.0/0 st at e RELATED, ESTABLI SHED
ACCEPT all -- 0.0.0.0/0 0.0.0.0/0

LOG all -- 0.0.0.0/0 0.0.0.0/0 LOG flags O level 4

Chai n QUTPUT (policy ACCEPT)

target prot opt source destination

| ogi n2: ~ #

10. Add anew default route on the SDB node. Ensure that this route does not
currently exist. For example, if the routing node IP interface you identified in
step 2is10.128.0.3, type this command:

l ogi n2: ~ # ssh sdb /sbin/route add default gw 10.128.0.3

11. Test the new route by invoking the pi ng command and ensuring the service node
can access external servers by name.

12. Edit the boot automation script to Configure NAT services. For example, if the IP
address you identified in step 2 is 10.128.0.3:

smw. ~# vi [/ opt/cray/ etc/ auto. xthosthname

Add the following lines just prior to the ALPS/PBS startup:

| append actions { crns_exec_vi a_bootnode "login2" "root" \
“/etc/init.d/local.start-nat" }

| append actions { crnms_exec_via_bootnode "sdb" "root" \
"/sbin/route add default gw 10.128.0.3" }

NAT services should now restart automatically upon the next reboot of the Cray
system.

F.5 Installing and Configuring a NIC

Obtain a PCle compliant NIC. Intel 82546 based cards have been verified with Cray
system SDB nodes. Follow Procedure 114 on page 395 to install the network card in
the SDB node and connect it to the external network. Note that you are required to
reboot your system as part of this procedure.

Procedure 114. Installing and configuring a NIC on the SDB node

1. Prior to shutting the system down, perform the following steps on the boot node
to ensure the new NIC is configured upon the ensuing reboot. Invoke xt opvi ew
in the node view for the SDB node. For example, if your SDB is node 3, the
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IP address to assign on the external network is 172.30.10.100, the appropriate
net mask is 255.255.0.0, and the default gateway IP is 172.30.10.1, type these
commands.

boot : ~# xtopvi ew - m "add ethO interface" -n 3
node/ 3:/ # cd /etc/sysconfig/ network
node/ 3:/ # xtspec ifcfg-ethO

node/ 3:/ # vi ifcfg-ethO

Add the following content to the ifcfg-ethO file:

DEVI CE=" et h0"

BOOTPROTO="st ati c"

STARTMODE=" onboot "

| PADDR=172.30.10.100

NETMASK=255.255.0.0

node/ 3:/ # touch routes

node/ 3:/ # xtspec routes

node/ 3:/ # echo 'default 17230.10.1 - -' >routes
node/ 3:/ # exit

boot: ~ #

. Editthe/ et c/ host s fileon the shared root and add entries for the external

license server(s). For example:

boot : ~# xt opvi ew

default/:/ # vi /etc/hosts

Add these entries prior to the first local Cray system IP addresses; that is, before the 192.168.x.y entries.
10.0.0.55 tic tic.domin.com

10.0.0.56 tac tac.domin.com

10. 0. 0. 57 toe toe.domai n.com

default/:/ # exit
boot : ~# exit

. Shut down the system.

smwv. ~# xtbootsys -s last -a auto_xtshutdown

. Power down the slot where the SDB node isinstalled. For example:

smw. ~# xtcli power down_slot -f c0-0c0sO

. Pull the blade, physically insert the new NIC into the PCle slot of the SDB node

and reinsert the blade into the slot.

. Power up the slot where the SDB node isinstaled. For example:

smw. ~# xtcli power up_slot -f c0-0c0s0

. Connect the NIC to the Ethernet network on which the license server is

accessible.

. Boot the Cray system.
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9. Log ontothe SDB node and invoke thei f conf i g command to confirm that the
SDB shows the new et hO0 interface.

ni d00003: ~ # /shin/ifconfig ethO
et hO Li nk encap: Et hernet HwWAddr 00: 04: 23: DF: 4C: 56
i net addr:172.30.10.100 Bcast:172.30.10.1 Mask: 255.255.0.0
i net6 addr: 2001: 408: 4000: 40c: 204: 23ff: fedf : 4c56/ 64 Scope: d obal
i net6 addr: 2600: 805: 100: 40c: 204: 23ff: f edf : 4c56/ 64 Scope: d obal
inet6 addr: fe80::204:23ff:fedf:4c56/ 64 Scope:Link
UP BROADCAST RUNNI NG MULTI CAST MrU: 1500 Metric:1
RX packets: 428807 errors: 0 dropped: 0 overruns: 0 frane: 0
TX packets: 10400 errors: 0 dropped: 0 overruns:0 carrier:0
collisions:0 txqueuel en: 1000
RX byt es: 34426088 (32.8 My) TX bytes: 1292332 (1.2 M)
Base address: 0x2fcO Menory: f ece0000-fed00000

10. Confirmthat you can ping the license server from the SDB node.

ni d00003: ~ # ping tic.domain.com
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Installing RPMs [G]

A variety of software packages are distributed as standard Linux RPM Package
Manager (RPM) packages. RPM packages are self-contained installation filesthat
must be executed with the r pmcommand in order to create al required directories
and install all component filesin the correct locations.

G.1 Generic RPM Usage

To install RPMs on a Cray system, you must use xt opvi ew on the boot node to
access and modify the shared root. The r pmcommand is not able to modify the
RPM database from alogin node or other service node; the root directory is read-only
from these nodes.

Any changes to the shared root apply to al service nodes. If the RPM you are
installing modifiesfilesin/ et ¢, you must invoke xt opvi ewto perform any class
or node specialization that may be required. xt opvi ew specialization applies only
to/ et ¢ in the shared root.

For some Cray distributed RPMs, you can set the CRAY | NSTALL DEFAULT
environment variable to configure the new version as the default. Set this variable
before you install the RPM. For more information, see the associated installation
guide.

For more information on installing RPMss, see the xt opvi ew(8) man page and the
installation documentation for the specific software package you are installing.

S-2393-5101 399



Managing System Software for the Cray® Linux Environment

Example 124. Installing an RPM on the SMW

Asr oot , use the following command:

smw. ~# rpm -i vh /directorypath/filename. r pm

Example 125. Installing an RPM on the boot node root
Asr oot , use the following command:

boot: ~ # rpm -i vh /directorypath/filename. r pm

Example 126. Installing an RPM on the shared root
Asr oot , use the following commands:

Note: If the SDB node has not been started, you must include the - x
/ etc/opt/cray/ sdb/ node_cl asses option when you invoke the
Xt opvi ew command.

boot:~ # cp -a /tnp/filename.rpm/rr/current/sof tware

boot: ~ # xtopvi ew
default/:/ # rpm-ivh /software/filename. r pm
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#lLnet.rc

#! / bi n/ bash

#

# $1d: Inet.rc bogl Exp $

#

### BEG N INI T | NFO

# Provi des: | net

# Required-Start: $net wor k openi bd
# Requi r ed- St op: $net wor k openi bd
# X- Uni t edLi nux- Shoul d- Start:

# Default-Start: 3

# Defaul t - Stop: 01256

# Description: Enabl e I net routers
### END I NI T | NFO

#set -X

PATH=/ bi n: /usr/bin:/usr/sbin:/sbin:/opt/cray/lustre-cray_ari_s/default/sbin
letcl/rc.status

rc_reset
case "$1" in
start)
echo -n "Starting I net "
nmodpr obe | net
Ictl net up > /dev/nul
rc_status -v
st op)
echo -n "Stopping I net "
lctl net down > /dev/nul
lustre_rmmod || true
rc_status -v
restart)
$0 stop
$0 start
rc_status
*) Y
echo "Usage: $0 {start|stop|restart}"”
exit 1
esac
rc_exit
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Enabling an Integrated Dell™ Remote
Access Controller (iDRAC6) on a Rack-mount
SMW [l]

Enabling an Integrated Dell Remote Access Controller (iDRACS6) allows you to
manage your rack-mount SMW remotely.

|.1 Before You Start
Before you enable an iDRAC6 on a rack-mount SMW, you must:
* Have physical access to the SMW console
e Know your iDRACS6 I P address, subnet mask, and default gateway.
e Know your SMW r oot account password

* Have Java™ installed on your SMW console

|.2 Enabling an Integrated Dell Remote Access Controller
(iDRACG6) on a Rack-mount SMW

Procedure 115. Changing a R815 slave node's BIOS and iDRAC settings

Use the following procedure to change the BIOS and iDRAC settings on a Dell
R815 system.

1. Power up the slave node. When the BIOS power-on self-test (POST) process
begins, quickly pressthe F2 key after the following messages appear in the
upper-right of the screen.

F2 = System Set up
F10 = System Services

F11 = BI OS Boot Manager
F12 = PXE Boot

When the F2 keypressisrecognized, the F2 = Syst em Set up line changes
toEnteri ng System Set up.

2. Select Boot Settings, then pressEnt er .
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Figure 12. Dell 815 Boot Settings Menu

(www.dell .com) — PowerEdge R815
BICS Version 2.3.0

Service Tag: 2MSP651

a.  Select Boot Sequence, then press Ent er to view the boot settings.

b. Inthe pop-up window, change the boot order so that the integrated NIC
appears first, before the optical (DVD) drive. The hard drive should be last on
the list.

Figure 13. Dell 815 Boot Sequence Menu

Dall Inc. (www.dell.com) = FowerEdge RE815
BIOS Version 2.3.0

Service Tag: 2MSPE51 Asser Tag:

-
-
-
3
-

FOWET MANAQEMENT .. .vvvvcerervanmsarrasornmenssssvnnne <El

Up, Down Arrow to ssiect SEACE,+, - to change
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Figure 14. Dell 815 Boot Sequence Settings

@ silver.us.cray.com - PuTTY |

Dell Inc. {www.dell.com) - FowerEdge R8135
BIOS Version 2.3.0

| Service Tag: 2MSPE51 Assetr Tag: ‘

Integrat)

SPACE to anable/disable

C. PressEnt er toreturnto the BIOS Boot Settings screen.

3. PressEsc to return to the System Setup Menu, scroll down and select I ntegrated

Devices.

Figure 15. Dell 815 Integrated Devices (NIC) Settings

@ silver.us.cray.com =
Dell Inc. (www.dell.com) PowsrEdge RO15

BIOS Veraion 2.3.0

| Searvice Tag: 2ZMSP&S1 Assat Tag: |

FHENEF RN
L O

FPower MANAGATMANT sossssssmsssanasssnssssanmennanannnms

Up, Down Arrcw to select SPACE, +, - tc change Fl=Help

a Set Embedded NIC 1 to Enabled with PXE.
b. Set Embedded Gb NIC 2 to Enabled.
c. Scroll down and set Embedded NIC 3 to Enabled.
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d. Set Embedded Gb NIC 4 to Enabled.
e. PressEsc to return to the System Settings Menu.

4. Change the serial communication settings.

Figure 16. Dell 815 Serial Communication BIOS Settings

£ silverus.cray.com - PUTTY.

|:11 Inc. = E‘cwl:rIda 15
BIOS Version 2.3.0

[ Service Tag: ZMS5P6E51 R==zet Tag:

H
H
-
=
H

. <ENTER>

SEACE, +,- to change ESC to exic

a Select Serial Communication.

b. Select Serial Communication and set it to On with Console Redirection
via COM 2.

c. Select Serial Port Address and set it to Serial Device=sCOM 1, Serial
Device2=COM 2.

d. Set External Serial Connector, and set it to Remote Access Device.
e. Set Failsafe Baud Rate to 115200.
f. PressEsc toreturn to the System Setup Menu.

5. Select Embedded Server M anagement.
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Figure 17. Dell 815 Embedded Server Management Settings

Dall Inc. (www.dell.com) = FowerEdge RE15 -
BIOS Version 2.3.0

| Service Tag: 2MSPE5S1

Asser Tag: |

Up, Dewn Arrew to sslsct SBACE,+, - To change

a  Set Front-Panel LCD Optionsto User-Defined LCD String.

b. Set User-Defined LCD String to your login hostname, such asesl ogi nl.

Figure 18. Dell 815 User-defined LCD String Settings

@ silver.us.cray.com - PuT‘I'\"

Dell Inc. (www.dell.comj - PowerEdge RE815
BICS Versionm 2.3.0

Service Tag: 2MSPESL Amssr Tag:

Up,Down ATrrow to salaect SFACE,+,= to change Fle=Help

6. Save your changes and exit.

a PressEscape to exit the System Setup Main Menu.

b. The utility displays the prompt "Are you sure you want to exit and reboot?"

Select Yes.
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7. When the system reboots, press Ct r | - E to configurethe iDRAC port settings.
www. del | . com
i DRAC6 Configuration Uility 1.60
Copyright 2011 Dell Inc. Al Rights Reserved

Four 2.10 GHz Twel ve-core Processors, L2/L3 Cache: 6 MB/ 10 MB
i DRAC6 Fi r mnvar eaRevi si onHversion: 1.70.21

| Pv4 St ack . Enabl ed

| P Address :10.148. 0. 2
Subnet mask . 255.255. 0. O

Default Gateway : 0. 0. 0. O
Press <Ctrl-E> for Renpte Access Setup within 5 sec......

a SettheiDRAC6 LAN to ON.
Set IPMI Over LAN to ON.

Figure 19. Dell 815 DRAC LAN Parameters Settings

ht 11 Dell T ights wved 1.60

m

Up, Down Arrow to select SPACE,+,— to change ESC to exit Fl=Help -

C. Select LAN Parametersand press Ent er . Set the |Pv4 address to next
available |P address on the esmai nt - net network (10.148.0.x).

d. PressEsc to return to the iDRAC 6 menu, and Esc to exit and save.
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Figure 20. Dell 815 DRAC IPv4 Parameter Settings

onfig: on Utility
Copyright 2011 Dell Inc. A1l Rights Reserved 1.60

Up,Down Arrow to selsct SPACE, +,— to change ESC to exit

Procedure 116. Enabling an Integrated Dell Remote Access Controller (iDRACS6)
on arack-mount SMW

1. If the SMW isup, su tor oot and shut it down.

crayadm@mv. ~> su - root
smv. ~ # shutdown -h now, exit

2. Connect Ethernet cable to the iIDRACSG port. The cable is located on back of a
rack-mount SMW in the lower |eft corner.

3. Power up the SMW.

4. After the BIOS, Dell PowerEdge Expandable RAID Controller (PERC) card,
and disk map have displayed, the IPv4/1Pv6 information displays. When the
IPv4/IPv6 information displays, pressCt r | - E.

5. Using the arrow keys, select Lan Parameter s, then press Ent er .
6. Select NIC Selection and set it to Dedicated. Then pressEsc.
7. Using the arrow keys, scroll down and select the | Pv4 settings section.
a Ensurethat IPv4 is enabled.
Confirm that the IPv4 address source is set to static:

I Pv4 Address Source: Static
c. Enter your iDRACS IP addresses for the following:

e Address:
e Subnet Mask:
» Default Gateway:

d. Ensurethat IPv6 is disabled.
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e. PressEsc and return to the Lan Parameter s window.
8. Using the arrow keys, select Lan User Configuration, then press Ent er .

Note: This configurationis for both ssh and web browser access to the
iDRAC.

a. Enter ther oot account name and iDRAC password. (See the table
of Default System Passwords in Installing Cray System Management
Workstation (SMW) Software.)

Account User nane: root
Enter Password; **x**#**
Confirm Password: ****x*
b. PressEsc.
9. Press Esc again.

10. Select Save Changes and Exit, then press Ent er . The SMW will complete
booting up; no user intervention is required.

Procedure 117. Changing the default iDRAC Password
1. Loginto the web interface asr oot .

2. Select iDRAC settings on the left-hand bar.

3. Select networ k/Security on the main top bar.

4. Select Users on the secondary top bar.
5

. Select the user whose password you are changing. For example, userid 2 and
username r oot .

o

Select Configure User, then Next.

7. Type the new password into the New Password and Confirm New Password
text boxes.

8. Select Apply to complete the password change.

1.3 Using the IDRACG6
Procedure 118. Using the iDRAC6
1. Bring up aweb browser.
2. Goto: https:// cray-drac. A login screen appears.

3. Enter the account user name and password that you set up in Procedure 116 on
page 409, step 8.a. Then click on Submit.

The System Summary window appears.

410 S-2393-5101



Enabling an Integrated Dell™ Remote Access Controller (iDRAC6) on a Rack-mount SMW [l]

4, To access the SMW console, click on the Console M edia tab.
The Virtual Console and Virtual M edia window appears.
5. Click on Launch Virtual Console.

Tip: By default, your console window has two cursors: one for the console and
one for your own windowing environment. To switch to single-cursor mode, click
on Taooals, then Single Cursor. This single cursor will not move outside the console
window. To exit single-cursor mode, press the F9 key.

Tip: To logout of the virtual console, kill the window or click on File, then Exit.
You will still be logged into the iDRACS6 in your web browser.

For detailed information, download the iIDRAC6 documentation at:
http://goo.gl/4Jm4T
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Rack-mount SMW: Replacing a Failed
LOGDI SK or DBDI SK Disk Drive [J]

J.1 Rack-mount SMW: Replacing a Failed LOGDI SK or DBDI SK
Disk Drive

Warning: You must be running the SUSE Linux Enterprise Server version 11

e Service Pack 2 (SLES 11 SP2) or Service Pack 3 (SLES 11 SP3) SMW base
operating system and a release of SMW 7.0 or later on your SMW in order to
perform the procedures in this chapter.

Procedure 119. Rack-mount SMW: Replacing a failed LOGDI SK or DBDI SK disk
drive

Note: This procedure specifiesreplacing the LOGDI SK disk. If you are replacing
the DBDI SK, use the appropriate/ dev/ di sk/ by- pat h/ pci * device name.

1. Replace the failed drive with the new drive.
2. Reboot the SMW.

smv. ~ # reboot

3. Reconfigure LOGDI SK.

smv. ~ # /sbin/fdisk
[ dev/ di sk/ by- pat h/ pci - 0000: 05: 00. 0- sas- phy4- 0x4433221104000000- | un-0
Conmand (mfor help): p

a. Deletedl the current partitions, if there are any.

Command (m for help): d
Partition nunber 4
Command (mfor help): d
Partition nunber 3
Command (m for help): d
Partition nunber 2
Command (m for help): d
Partition nunmber 1
Command (mfor help): p
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b. Create the new, single partition.

Command (mfor help): n

Comrand action

e ext ended

p primary partition (1-4)

p

Partition nunber (1-4): 1

First cylinder (1-121601, default 1): # Hit return, take the default
Using default value 1

Last cylinder, +cylinders or +size{K MG (1-121601, default 121601):
# Htreturn, take the default

Using default val ue 121601

Command (mfor help): p

Di sk /dev/ di sk/ by- pat h/ pci - 0000: 05: 00. 0- sas- phy4- 0x4433221104000000- | un- 0: 1000.2 GB, \
1000204886016 byt es

255 heads, 63 sectors/track, 121601 cylinders

Units = cylinders of 16065 * 512 = 8225280 bytes

Di sk identifier: 0x00000083

Devi ce Boot Start End Bl ocks 1d System
/ dev/ di sk/ by- pat h/ pci - 0000: 05: 00. 0- sas- phy4- 0x4433221104000000- 1 un-0-part1l 1 121601 976760001 83 Li nux

Command (mfor help): w
The partition table has been altered!

Calling ioctl() to re-read partition table.
Synci ng di sks.

4. Recreate the file system.

smv. ~ # nkfs -t ext3 -b 4096
/ dev/ di sk/ by- pat h/ pci - 0000: 05: 00. 0- sas- phy4- 0x4433221104000000- | un- 0-part1

5. Mount the newly created file system.

smv. ~ # nmount /dev/ di sk/ by- pat h/ pci - 0000: 05: 00. 0- sas- phy4- 0x4433221104000000\
-l un-0-part 1/ var/opt/cray/disk/1

6. The symbolic links should already be there to link this to
/var/opt/cray/l og.

smw. ~ # |s -al /var/opt/cray

7. Create the following new directories:

smw. ~> nkdir /var/opt/cray/disk/1/1og
smw. ~> nkdi r /var/opt/cray/di sk/ 1/ debug
smw. ~> nkdir /var/opt/cray/disk/ 1/ dunp

8. Restart ther sns and maz ama daemons.

smw. ~ # /etc/init.d/rsms restart

smw. ~ # /etc/init.d/ cray-nesd restart
smw. ~ # [etc/init.d/ cray-newatcher restart
smw. ~ # [etc/init.d/ dbMonitor restart
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