(—{ — PG

Installing, Configuring, and Managing SMW Failover
on the Cray XC30™ System

S-0044-B



© 2013 Cray Inc. All Rights Reserved. This document or parts thereof may not be reproduced in any form unless
permitted by contract or by written permission of Cray Inc.

U.S. GOVERNMENT RESTRICTED RIGHTS NOTICE

The Computer Software is delivered as "Commercial Computer Software” as defined in DFARS 48 CFR
252.227-7014.

All Computer Software and Computer Software Documentation acquired by or for the U.S. Government is provided
with Restricted Rights. Use, duplication or disclosure by the U.S. Government is subject to the restrictions described
in FAR 48 CFR 52.227-14 or DFARS 48 CFR 252.227-7014, as applicable.

Technical Data acquired by or for the U.S. Government, if any, is provided with Limited Rights. Use, duplication or
disclosure by the U.S. Government is subject to the restrictions described in FAR 48 CFR 52.227-14 or DFARS 48
CFR 252.227-7013, as applicable.

Cray and Sonexion are federally registered trademarks and Active Manager, Cascade, Cray Apprentice2,

Cray Apprentice2 Desktop, Cray C++ Compiling System, Cray CS300, Cray CX, Cray CX1, Cray CX1-iWS,

Cray CX1-LC, Cray CX1000, Cray CX1000-C, Cray CX1000-G, Cray CX1000-S, Cray CX1000-SC,

Cray CX1000-SM, Cray CX1000-HN, Cray Fortran Compiler, Cray Linux Environment, Cray SHMEM, Cray X1,
Cray X1E, Cray X2, Cray XC30, Cray XD1, Cray XE, Cray XEm, Cray XE5, Cray XE5m, Cray XE6, Cray XE6m,
Cray XK6, Cray XK6m, Cray XK7, Cray XMT, Cray XR1, Cray XT, Cray XTm, Cray XT3, Cray XT4, Cray XT5,
Cray XT5,, Cray XT5m, Cray XT6, Cray XTém, CrayDoc, CrayPort, CRInform, ECOphlex, LibSci, NodeKARE,
RapidArray, The Way to Better Science, Threadstorm, Urika, UNICOS/Ic, and YarcData are trademarks of Cray Inc.

Dell isatrademark of Dell, Inc. Flash is atrademark of Adobe Systems, Inc. 1SO is atrademark of International
Organization for Standardization (Organisation Internationale de Normalisation). Linux is atrademark of Linus
Torvalds. MySQL is atrademark of Oracle and/or its affiliates. Novell, OpenSUSE, SLES, SUSE, and High
Avalilability Server are trademarks of Novell, Inc., in the United States and other countries. RSA is a trademark
of RSA Security Inc. UNIX is atrademark of The Open Group. All other trademarks are the property of their
respective owners.

RECORD OF REVISION

S-0044-B Published July 2013 Corrected initial and upgrade installation procedures. Expanded content to include
overview information and administration procedures. Supports the release of the Cray SMW High Availability
Extension for SLES 11 SP2.

S-0044-A Published June 2013 Supports the release of the Cray SMW High Availability Extension for SLES 11
SP2 release.




Contents

Introduction [1]
1.1 Related Publications
1.2 Distribution Media

Part |I: Installation Guide

Installing the Cray SMW HA Release Package [2]
2.1 Preparing to Install
2.1.1 Before You Start the SMW HA Release Installation
2.1.2 Network Connections
2.1.3 Configuration Values
2.1.4 Passwords
2.2 Installing the First SMW with Operating System and Cray SMW Software
2.3 Installing the Second SMW with Operating System and Cray SMW Software
2.4 Ingtalling the SMW HA Release Package
2.5 Configuring the Boot RAID for SMW HA
2.6 Configuring the Cluster
2.7 Configuring Failover Notification
2.8 Verifying the Configuration
2.9 Backing Up Your Newly-installed SMW HA Software
2.10 Changing Default SMW Passwords After Completing Installation

Updating Your Cray SMW and SMW HA Software [3]
3.1 Before You Start

3.2 Updating SMW Software

3.3 Updating SMW HA Software

Part Il1: Administration Guide

Overview [4]
4.1 SMW Cluster Configuration

S-0044-B

Page

11
11
11
12
13
14
15
16
18
19
20
26
27
29
29

31
31
32
36

& &



Installing, Configuring, and Managing SMW Failover on the Cray XC30™ System

4.2 Shared Storage

4.3 Synchronized Files

4.4 Cluster Resources

4.5 Limitations of SMW Failover

Managing Your Cray SMW HA System [5]
5.1 Booting an SMW HA Cluster
5.2 Logging In
5.3 Identifying the Active SMW
5.4 Using SMW HA Commands
541crm
5.4.2crm_gui
54.3crm_non
544crmresource
5.4.5 Cray Cluster Commands
5.5 Monitoring the SMW HA Cluster
5.5.1 Displaying Cluster Status
5.5.2 Displaying SMW Power Status
5.6 Customizing Your SMW HA Cluster
5.6.1 Configuring Failover Notifications
5.6.2 Managing Synchronized Files
5.6.3 Setting the Migration Threshold for Resources
5.7 Handling Failover
5.7.1 Restoring Normal Operations After Failover
5.7.2 Manually Causing Failover

Troubleshooting an SMW HA System [6]

6.1 If Resources Are Not Running

6.2 If an SMW is Powered Off

6.3 If STONITH KeepsKilling an SMW

6.4 If Failover Occurs During the Xt boot sy s Boot Process
6.5 If System Settings Are Lost After a Failover During Discovery
6.6 Correcting Problems with File Synchronization

Appendix A Disabling an SMW HA Cluster

Procedures

Procedure 1. Installing the first SMW with operating system and Cray SMW software
Procedure 2.  Installing the second SMW with operating system and Cray SMW software

Page

45
45
46
48

67
67
69
70
71
72
73

75

15
17

S-0044-B



Contents

Procedure 3.
Procedure 4.
Procedure 5.
Procedure 6.
Procedure 7.
Procedure 8.
Procedure 9.

Procedure 10.
Procedure 11.
Procedure 12.
Procedure 13.
Procedure 14.
Procedure 15.
Procedure 16.
Procedure 17.
Procedure 18.
Procedure 19.
Procedure 20.
Procedure 21.
Procedure 22.
Procedure 23.
Procedure 24.
Procedure 25.
Procedure 26.
Procedure 27.
Procedure 28.

Tables

Installing the SMW HA release package
Configuring the boot RAID for SMW HA
Configuring the SMW HA cluster
Configuring failover notification
Verifying the SMW HA configuration
Changing SMW, DRAC, and STONITH passwords
Updating SMW software on an SMW HA system
Updating SMW HA software on an SMW HA system
Booting an SMW HA cluster
Logging into the SMW
Identifying the active SMW
Displaying cluster and resource status
Displaying SMW power status
Changing failover notification
Monitoring the f Sync resource
Adding site-specific synchronized files
Setting the migration threshold for a resource
Restoring normal operations after failover
Performing a manual failover
Restarting stopped resources
Returning an SMW to the HA cluster after it has been powered off
Clearing an HSS lock after failover occurs during mainframe boot
Recovering system settings after failover during discovery
Checking for file synchronization problems
Stopping extraCOr 0SYNC processes
Disabling an SMW cluster

Tablel. Default IP Addresses

Table2. Site-dependent Configuration Vaues for an SMW HA System
Table3. Default Passwords for an SMW HA System

Table4. Recommended Boot RAID LUN Sizesfor SMW Failover

Figures

Figurel. SMW HA Hardware Components o
Figure2. Pacemaker GUI (Cr m_gui ) Management Window

S-0044-B

Page

18
20
21
26
27
30
32
37
50
50
51
56
58
60
60
60
62
64
65
67
69
71
72
73
73
75

13
14
14
20

52






Introduction [1]

This guide contains procedures for the Cray System Management Workstation
(SMW) failover feature that is available with the Cray SMW High Availability
Extension for SLES 11 SP2 release package, also called the SMW HA package.
Thisfeature is supported only for a Cray XC30 system with two second-generation
high-end SMWs (also called rack-mount SMWs) that runs the SUSE Linux Enterprise
(SLE) High Availability Extension. The following procedures are provided:

e Performing an initia installation of the Cray SMW HA release package. This
package consists of the SUSE Linux Enterprise High Availability (HA) Extension
11 SP2 (SLEHA11SP2), and the Cray SMW HA software. See Chapter 2,
Installing the Cray SMW HA Release Package on page 11.

» Updating your Cray SMW HA software; see Chapter 3, Updating Your Cray
SMW and SMW HA Software on page 31.

* Managing the SMW HA system; see Chapter 5, Managing Your Cray SMW HA
System on page 49.

* Troubleshooting the SMW HA system; see Chapter 6, Troubleshooting an SMW
HA System on page 67.

This guide also includes an overview of the Cray SMW HA software; see Chapter 4,
Overview on page 43.

The intended reader of this guide is a system administrator who is familiar with
operating systems derived from UNIX.

Note: Some examples in this document are left-justified to fit better on the page.
L eft-justification has no specia significance.

1.1 Related Publications

S-0044-B

This document does not include the basic procedures for installing the Cray SMW
software, configuring the boot RAID, and updating or upgrading the SMW or CLE
software. Refer to the following Cray documents for this information.

* Installing Cray System Management Workstation (SMW) Software (S-2480)

» Installing and Configuring Cray Linux Environment (CLE) Software (S-2444),
which is provided with your CLE release package
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The following documents contain additional information that may be helpful:

¢ SMW HA Release Errata and the SMW HA README, which are provided with
your SMW HA release package

* Managing System Software for the Cray Linux Environment (S-2393)

The following document from Novell, Inc., provides information on the SUSE Linux
High Availability (SLEHA) Extension software, the Pacemaker Cluster Resource
Manager (CRM), and related tools.

»  SUSE Linux Enterprise High Availability Extension High Availability Guide

Note: This document is available online at opensuse.org:
http://doc.opensuse.org/products/draft/SLE-HA/SLE-ha-guide_sd_draft/

1.2 Distribution Media

The Cray SMW High Availability Extension for SLES 11 SP2 release distribution
media includes the following DV D, which contains the Cray SMW HA software
package.

« Cray SMWHA SLE 11 SP2 ( SMV SLEHA11SP2)

Note: You will also need the SMW software release mediafor aninitial installation
and some SMW upgrades. The Cray SMW HA SLEHA 11 SP2 release requires
the following software:

e SUSE Linux Enterprise Server version 11 Service Pack 2 (SLES 11 SP2) base
operating system

¢ SMW 7.0.UPO3 release software

For more information, see the SMW Release Notes and SMW README, which are
provided with your SMW rel ease package.

8 S-0044-B
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Installing the Cray SMW HA Release

Package [2]

Follow the procedures in this chapter to perform an initial software installation of
the SMW HA release package.

Important: During these procedures, you will need to refer to the SMW release
installation proceduresin Installing Cray System Management Workstation (SVIW)
Software (S-2480).

The following conventions are used in this chapter:

SMW!1 or the smwl host name specifiesthe SMW that has been configured to be
the active SMW during normal operation. In examples, the prompt smwl: #
shows a command that runs on this SMW.

SMW?2 or the smn2 host hame specifiesthe SMW that has been configured to be
the passive SMW during normal operation. In examples, the prompt srw2: #
shows a command that run on this SMW.

The cr ay- snmw host name specifiesthe currently active SMW (which could
be either smwl or smw2). This virtual host name is defined during installation
and configuration.

2.1 Preparing to Install

2.1.1 Before You Start the SMW HA Release Installation

S-0044-B

Read the SV\W HA Release Errata and the SMW HA README provided

with your SMW HA SLEHA 11 SP2 release package for any additional
installation-related requirements, corrections to these installation procedures, and
other relevant information about the rel ease package.

Read the Field Notices (FNs) to identify whether there are any changes to this
release package or the installation instructions.

11
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» Read this section and ensure that the prerequisites are satisfied before beginning
an initial SMW software installation; verify that the two SMWs are correctly
cabled and network connections are in place (see Network Connections on
page 12) and your configuration values are known (see Configuration Values on

page 13).

Note: The Cray SMW HA SLEHA 11 SP2 release requires the following
software:

— SUSE Linux Enterprise Server version 11 Service Pack 2 (SLES 11 SP2)
base operating system

— SMW 7.0.UPO3 release software

e For an existing system: Before you install the SMW and SMW HA packages,
back up your current SMW software.

Note: Cray recommends that you remove old SMW log filesto reduce the
amount of time needed to back up your SMW.

2.1.2 Network Connections

In addition to the network connections required for single SMW, an SMW HA system
uses et h2 and et h4 (on the second Ethernet card) for heartbeat connections to
the other SMW.

Each SMW must be connected to the customer network through et h0, to the HSS
network through et h1, to the boot node through et h3, and to the boot RAID
through the Fibre Channel (FC) or SAS card. In addition, et h2 and et h4 must
directly connect the two SMWSs to each other as heartbeat monitoring channels.

Each SMW must have the following private network connections:
et hO — To the customer network

et hl —To the Hardware Supervisory System (HSS) network

et h2 —To the other SMW (heartbeat connection)

et h3 — To the boot node

et h4 —To the other SMW (redundant heartbeat connection)

Refer to Installing Cray System Management Workstation (SMW) Software (S-2480)
for more information on the required network connections.

12 S-0044-B
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2.1.3 Configuration Values

The following |P addresses are set by default and are not site dependent.

Table 1. Default IP Addresses

|P Address

Description

10.1.01
10.1.0.2
10.1.0.15
10.1.11
10.1.1.2
10.1.1.3
10211

10.2.1.2

10.2.1.3

10311
10.3.1.2
10.3.1.3
10.3.1.254
10411

104.1.2
104.1.3
127.0.0.1
225.0.0.1
226.0.0.1

Primary boot RAID controller

Secondary boot RAID controller

Storage RAID controller

SMW, et h1 — Virtual connection

SMW, et h1l — Actua et h1 connection for smwl
SMW, et h1l — Actual et h1 connection for sma2

SMW, et h2 —Virtual primary heartbeat connection for
SMW failover

SMW, et h2 — Actual et h2 heartbeat connection for
smwl

SMW, et h2 — Actual et h2 heartbeat connection for
smnv2

SMW, et h3 — Virtual connection

SMW, et h3 — Actual heartbeat connection for s mwl
SMW, et h3 — Actual heartbeat connection for s mn2
Boot node

SMW, et h4 — Virtual redundant heartbeat connection
for SMW failover

SMW, et h4 — Actual et h4 connection for smwl
SMW, et h4 — Actual et h4 connection for smn2
Locahost (loopback)

Multicast IP address for et h4

Multicast |P address for et h2

S-0044-B
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In addition to the site-specific configuration values for a system with asingle SMW
(as shown in Table 2 of Installing Cray System Management Workstation (SMW)
Software, S-2480), the following site-specific SMW and Dell Remote Access
Controller (DRAC) values are required for an SMW HA system. You may find it

helpful to record the actual values for your site.

Table 2. Site-dependent Configuration Values for an SMW HA System

Description Example Actual Value
SMW virtual host name  cray- snmw
SMW virtual 1P address 173.31.73.165
SMW host name for first smwl

SMW

SMW host nhame for sm\v2

second SMW

DRAC host nameon first snwl-dr ac
SMW

DRAC IP addresson first 172.31.73.77
SMW

DRAC host name on smn2- dr ac
second SMW

DRAC IP address on 172.31.73.79
second SMW

2.1.4 Passwords

14

The following default account names and passwords are used in the SMW HA
software installation process. Cray recommends that sites change these default
passwords after completing the installation.

Table 3. Default Passwords for an SMW HA System

ID

Default Password

root onsmvl

root onsm\2

hacl ust er (forloggingintocr m gui )

r oot on DRAC for smwl (for example,

drac- sm2)

initial O
initial O
initial O

initial O

S-0044-B
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ID Default Password
r oot on DRAC for smw2 (for example, initialO
drac- sm2)

stoni t h- 1 resource initialO

st oni t h- 2 resource initialO

Important: All of these passwords must be the same. When you change the SMW
r oot password after installation (as recommended in Managing System Software
for the Cray Linux Environment, S-2393), you must also change the passwords for
hacl ust er , the DRACs, and the st oni t h resources.

2.2 Installing the First SMW with Operating System and Cray
SMW Software

The following procedure summarizes the steps for installing the SMW base operating
system and Cray SMW software rel ease package on the first SMW in an SMW HA
cluster.

Note: During this procedure, you will need to refer to the SMW release installation
proceduresin Installing Cray System Management Workstation (SMW) Software
(S-2480).

Procedure 1. Installing the first SMW with operating system and Cray SMW
software

Note: Either SMW can be installed as the first SMW. In this document, this system
is also called the primary SMW or smwl.

1. Prepare the SMW HA system for installing the SLES 11 SP2 operating system
and SMW software, as described in Installing Cray System Management
Workstation (SMW) Software (S-2480) and Preparing to Install on page 11.

2. Follow the procedures in the Installing Cray System Management Workstation
(SMW) Software (S-2480) to install the SMW base operating system, then install
and configure the SMW 7.0.UP03 software. Use the procedures and steps for a
rack-mount SMW on a Cray XC30 system.

S-0044-B 15
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Important: Note the following differences from a system with a single SMW,
as documented in Installing Cray System Management Workstation (SMW)
Software (S-2480):

Two Ethernet ports are used for heartbeat connections between the two
SMWs: et h2 (on the first Ethernet card) and et h4 (on the second quad
Ethernet card). Refer to Network Connections on page 12.

Note: These ports are marked as "Reserved for SMW failover" in
Installing Cray System Management Workstation (SMW) Software
(S-2480).

When installing the SLES 11 SP2 operating system, only the boot disk
should be connected to the SMW. All other internal disks should be
uncabled. The boot RAID must be disconnected to prevent data corruption
when installing the operating system.

Note: The boot RAID must be set up for SMW HA before configuring
the SMW HA software release package. For more information, see
Configuring the Boot RAID for SMW HA on page 19.

You do not need to back up the first SMW. That is, section 2.10, Backing
Up Your Newly-installed SMW Software, is optional at this point.
Instaling and configuring the SMW HA software will make additional
changes that should be backed up after the SMW HA configurationis
compl ete.

Note: If you are converting an existing Cray system (with asingle SMW) to an
SMW HA cluster, you do not need to reinstall the operating system and full SMW
software release. Instead, update the existing SMW to the SMW 7.0.UPO3 release,
shut down the Cray mainframe, then continue to the next section.

2.3 Installing the Second SMW with Operating System and Cray

SMW Software

The following procedure summarizes the general steps for installing the SMW base
operating system and Cray SMW software rel ease package on the second SMW.

16

Note: During these procedures, you will need to refer to the SMW release
installation proceduresin the Installing Cray System Management Workstation
(SMW) Software (S-2480).
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Installing the Cray SMW HA Release Package [2]

S-0044-B

Procedure 2. Installing the second SMW with operating system and Cray SMW
software

Note: In this document, the second SMW is also called the secondary SMW or
SM\2.

1. Prepare the SMW HA system for installing the SLES 11 SP2 operating system
and SMW software, as described in Installing Cray System Management
Workstation (SMW) Software (S-2480) and Preparing to Install on page 11.

Important: Note the following items:

»  The second SMW must run the same version of operating system and Cray
SMW software.

e Asonthefirst SMW, when installing the SLES 11 SP2 operating system,
only the boot disk should be connected to the SMW. All other internal disks
should be uncabled. The boot RAID must be disconnected to prevent data
corruption when installing the operating system.

« Ason thefirst SMW, two Ethernet ports are used for heartbeat connections
between the two SMWs: et h2 (on the first Ethernet card) and et h4 (on
the second quad Ethernet card). Refer to Network Connections on page 12.

Note: These ports are marked as "Reserved for SMW failover" in
Installing Cray System Management Workstation (SMW) Software
(S-2480).

2. Install the SMW base operating system, then install and configure the SMW
7.0.UP03 software on the second SMW.

Important: When you install and configure the SMW software, you must
skip several steps on the second SMW. This step summarizes the differences.
For the detailed procedures, refer to Installing Cray System Management
Workstation (SMW) Software (S-2480).

a. Insection 2.1.1, Before You Start the SMW HA Release Installation on
page 11, note that et h2 and et h4 are used for the heartbeat between the
two SMWs. For SMW HA, refer to Network Connections on page 12.

b. Skip section 2.1.2, Shutting Down the Cray System. Because this SMW is
not yet connected to the Cray system, no system shutdown is required before
installing the operating system and SMW software on the second SMW.

c. Follow all applicable steps in section 2.2, Rack-mount SMW: Installing the
SMW Base Operating System.

d. Follow al applicable stepsin section 2.4, Installing and Configuring the
SMW Software Packages. There are no differences for the second SMW.

17



Installing, Configuring, and Managing SMW Failover on the Cray XC30™ System

€. Skip section 2.5, Discovering the Cray System Hardware and Powering Up
the Full System. Discovery and power-up was done when installing the first
SMW.

f.  Skip section 2.6, Confirming the SMW is Communicating with the System
Hardware. This procedure was aready done for the first SMW.

g. Change the default SMW passwords after completing installation, as
directed in section 2.7, Changing Default SMW Passwords After Completing
Installation.

Important: Use the same passwords as for the first SMW.

h. For section 2.8, Setting Up the SUSE Firewall and IP Tables: If you
performed the procedure to set up the SUSE firewall and IP table, set up the
same configuration on the second SMW.

i. Skip section 2.9, Collecting Additional Data During a System Dump
Session. After the SMW HA softwareisinstalled, the/ hone/ cr ayadm
directory will be on a shared disk mounted on the active SMW, so the
/ home/ crayadnt . xt dunpsys- pl ugi n filewill be available to the
active SMW.

j.  Asonthefirst SMW, section 2.10, Backing Up Your Newly-installed SMW
Software, is optional at this point. Installing and configuring the SMW HA
software will make additional changes that should be backed up after the
SMW HA configuration is complete.

2.4 Installing the SMW HA Release Package
Follow this procedure on both SMWs to install the SMW HA rel ease package.

Important: Before beginning this procedure, ensure that both SMWs are running
the SMW base operating system and that the SMW software has been correctly
installed, as described in the previous two sections.

Procedure 3. Installing the SMW HA release package

Note: The examplesin this procedure show the host names smwl for the primary
SMW and smw2 for the secondary SMW.

1. Logontoone SMW asr oot . You caninstall on either smwl or smw2 first.
2. Mount the Cray SMW HA release media on the SMW.

Note: Because this step is done on both SMWs, the following examples show
the generic prompt snw.  #.

18 S-0044-B
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» |If you have the release media on DVD, place the Cray SMW HA DVD into
the DVD drive and mount it to/ medi a/ cdrom

smw, # nount /dev/cdrom /nmedi a/ cdrom

* |If you have an electronic version of the release media, mount the Cray SMW
HA I1SOto/ nedi a/ cdr om

Note: The ISO file name depends on the rel ease number, and installer
version. The following command shows the generic SO name

SMWV SLEHA11SP2xnn. i so, where xnn is the installer version (for
example, SMM SLEHA11SP2b06. i so). Substitute the actual 1SO file
name as specified in the SMW HA release information.

For path, substitute the actual path to the ISO on your system (such as
/ t mp).
smv. # mount -o | oop, ro / path/ SM¥ SLEHA11SP2xnn. i so / medi a/ cdrom

. Gotothe/ medi a/ cdr omdirectory and execute the SMAHAI nst al | script to

install the Cray SMW HA release software on the SMW.

smv. # cd /nedi a/ cdrom
smw. # ./SMMHAI nstall -v

. Examine the initial output and note the process ID (PID) of the

SMMHAI nst al | process. SMAHAI nst al | creates alog filein
/var/adni cray/ | ogs/ SMAHAI nst al | . PID. | og using thisPID.

. Unmount the SMW HA release media. If you are using a physical DVD, also

gject the DVD.

smw. # unount /nedi a/ cdrom
smw. # ej ect

. Repeat this procedure on the second SMW.

2.5 Configuring the Boot RAID for SMW HA

S-0044-B

Note: Cray ships systems with much of this configuration completed. You may not
have to perform all of the steps described in this section unless you are making
changes to the configuration.

In addition to the LUNs required for asingle SMW, a SMW HA system requires three
LUNSs on the boot RAID for shared storage for the MySQL database, log directory,
and home directories (/ hone). This section describes how to move these directories
from local disk to the shared boot RAID.

Important: You must set up the boot RAID with these LUNSs before configuring
the SMW HA cluster.

19
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Table 4 shows the minimum partition sizes for these additional LUNSs.

Note: A large system may require additional space for the shared directories.
You should review the requirements of your system in order to determine the
appropriate size for these LUNSs.

Table 4. Recommended Boot RAID LUN Sizes for SMW Failover

Purpose Directory on SMW Size
Shared MySQL HSS {var/liblnysql 150GB
database

Shared Log directory /var/opt/cray/disk/1 500GB
Shared home directories  / homre 500GB

Procedure 4. Configuring the boot RAID for SMW HA

Warning: Any existing data on the boot RAID disks will be wiped out during
installation. Proceed with care! Make sure you are using the correct disk names.

1. Configure your boot RAID, including the required LUNs for the SMW HA
cluster as specified in Table 4. Follow the procedures in Installing Cray System
Management Workstation (SMW) Software (S-2480).

Note: The recommended boot RAID LUN configuration for a single SMW
isincluded as atable in Installing and Configuring Cray Linux Environment
(CLE) Software (S-2444).

2. Record the device names for the shared directories. These device names are
required when configuring the SMW HA cluster.

Important: After initial partitioning, you should always address the storage
viaits persistent / dev/ di sk/ by-i d/ name. Do not use the short

/ dev/ sdxx name, which cannot uniquely identify the disk between reboots.
For more information, see "About Persistent Boot RAID Device Names' in
Installing and Configuring Cray Linux Environment (CLE) Software (S-2444).

2.6 Configuring the Cluster
You will need the following information when configuring an SMW HA cluster:
* Virtual IP address for the SMW cluster
¢ Host names of two SMWSs, such as snwl and s mw2

« DRAC IP addresses for both SMWs
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e Multicast IP addresses for the heartbeat connections (et h2 and et h4), both of
which use the port 1694

» Disk names on the boot RAID for Log, MySQL database, and / hone

Note: For thisinformation, see Table 1, Table 2, and Table 4.

Procedure 5. Configuring the SMW HA cluster

1. Log into both SMWsasr oot .

2. If you are using Virtual Network Computing (VNC) software to enable remote
access to the SMW, shut down the VNC server.

Note: In the following command, replace display with the necessary display
number.

smwl: # vncserver -kill :display

For more information, see Installing Cray System Management Workstation
(SMW) Software (S-2480).

3. Updatethei f cf g filesfor et h2 and et h4 on both SMWs.

a Onsmwl, editthe/ et c/ sysconfi g/ network/ifcfg-eth2fileto

b.

change the NAME value from' et h2 Reserved' to' et h2 SMW HA
Hear t beat Network 1'. The changed file must have the following
contents:

smwl: # vi /[etc/sysconfig/network/ifcfg-eth2
BOOTPROTO=" st ati ¢!

| PADDR=' 10. 2. 1. 1/ 16’

NAME=' et h2 SMN HA Heartbeat Network 1'

PREFI XLEN=' 16

STARTMODE=' aut o'

USERCONTROL=' no'

Copy thei f cf g- et h2 filetoi f cf g- et h4.

smnvl: # cp /etc/sysconfig/network/ifcfg-eth2 /etc/sysconfig/ network/ifcfg-eth4

S-0044-B

C.

Editthe/ et ¢/ sysconfi g/ net wor k/ i f cf g- et h4 fileto change the
| PADDRvaluefrom' 10. 2. 1. 1/ 16" to' 10. 4. 1. 1/ 16' . Also change
the NAME valueto ' et h4 SMW HA Heartbeat Network 2'. The
changed file must have the following contents:

smwl: # vi /etc/sysconfig/network/ifcfg-eth4
BOOTPROTC=' st ati c'

| PADDR=' 10. 4. 1. 1/ 16'

NAME=' et h4 SMWV HA Heart beat Network 2'

PREFI XLEN=" 16'

STARTMODE=" aut o'

USERCONTROL="' no'

Repeat step 3.athrough step 3.c on sma2.
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4. Update the cluster |P addresses.
a  Onsmwl, execute the following command with O as the first argument.

Note: In this command, replace smwl with the host name of the first
(normally active) SMW, and replace smw2 with the host name of the
second (normally passive) SMW.

smwl: # /opt/cray/ha-smv def aul t/ hai nst/update_addresses 0 smwl smw2
b. Onsm\2, execute this command with 1 as the first argument:

Note: In this command, replace smwl with the host name of the first
(normally active) SMW, and replace smw2 with the host name of the
second (normally passive) SMW.

sm\2: # /opt/cray/ ha-smv def aul t/ hai nst/updat e_addresses 1 smwl smw2
5. Initialize smwl as the active SMW.

a Executethesl eha-i ni t command on the SMW that will be the active
SMW during normal operation (usually sml).

Important: Runthesl eha-i ni t command on the active SMW only.
smwl: # sleha-init

Note: You can safely ignore error messages about file
/et c/ corosync/ corosync. conf. Thisfilewill be
created after sl eha-i ni t completes.

awk: cnd. line:1: fatal: cannot open file “/etc/corosync/corosync.conf' for reading
(No such file or directory)"
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b.

C.

a

Assl eha-i ni t runs, it promptsyou for required information. Answer the
following questions to configure the cluster.

Note: For the network address to bind to, specify the IP address of et h2.
This port is used for the primary heartbeat connection.

Net work address to bind to (e.g.:192.168.1.0): 10.2.1.0

Mul ticast address (e.g.:239.x.x.x): 226.0.0.1

Mul ticast port [5405]: 1694
Confi gure SBD:

Do you wish to use SBD? [y/N: N
WARNI NG Not configuring SBD - STONITH wi Il be di sabl ed.

Done (log saved to /var/l og/sl eha-bootstrap. | og)

Note: If SMW HA has been configured before and you wish to rerun
sl eha-i ni t, you will aso be prompted to overwrite the existing
configuration. In this case, answer the prompt* - overwite

[y/ N ? withy.

Wait for sl eha- i ni t tofinish (normally, about 1 or 2 minutes).

. Join smn2 as the passive SMW.

Executethe sl eha- j oi n command on the SMW that will be the passive
SMW during normal operation (usually s ma2).

Important: Executethe sl eha-j oi n command on the passive SMW
only.

sm\2: # sleha-join

Answer the following questions to join the passive SMW to the cluster. When
asked for password, use the root password for the active SMW (smal).

Note: In this command, replace smwl with the host name of the first
(normally active) SMW.

I P address or hostname of existing node (active SMN: smwl

Passwor d: root-password-for-smwl

. Check the cluster statusto verify that both smwl and smw2 are online.

smwl # crmon -1 | grep Online
Online: [ smvl sma2 ]
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8. On both SMWs, configure et h4 as the redundant heartbeat channel.

a

e.

f.

On smnl, executeyast 2 to open the YaST2 Control Center.

smwl: # yast2 cluster

Note: For the GUI version of YaST, either execute this command on
the SMW console or connect viaan ssh connection with X11 port
forwarding.

The cluster wizard starts and opens the cluster configuration window.
In the left panel, select Communication Channels.

In the right panel, check the Redundant Channel check box, then enter the
following information to configure the redundant channel:

e Bind Network Address: Enter 10. 4. 1.0
e Multicast Address: Enter 225. 0. 0. 1
e Multicast Port: Enter 1694

Click the Finish button.
Close the main YaST2 window to exit yast 2.

Repeat step 8.athrough step 8.e on sma2.

9. Synchronize the passive SMW.

smvl: # csync2 -Xxv

10. Synchronize the ssh host keys. This step makes both SMWSs appear to have the
same ssh host identity when someone connects to the virtual SMW host name
or IP address.

Note: In this command, replace smw2 with the host name of the second
(normally passive) SMW.

smwl: # scp -p /etc/ssh/ssh_host_*key* root @mw2:/etc/ssh

Note: Becausethisisthefirst ssh accessfor r oot on sma2, amessage like
the following one appears. Answer yes at the prompt.

The authenticity of host 'sm2 (172.31.73.76)' can't be established.
RSA key fingerprint is 5f:87:c3:a9:77:04:56:a7: 36: 6f:23: 60: 6¢: 21: 77: b6.
Are you sure you want to continue connecting (yes/no)? yes

Warni ng: Permanently added ''sma2, 172.31.73.76' (RSA) to

the list of known hosts.

11. Load the ha- smw module on both SMWs.

smvl: # nodul e | oad ha-snw

smv2: # nodul e | oad ha-snw

Note: After completing the SMW HA configuration, this module is loaded
automatically when the root user logsin.
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12. On the active SMW, edit the SMW HA configuration file,
[ opt/cray/ ha-smv def aul t/ hai nst/ smwha_ar gs to
configure the site-specific IP addresses and boot RAID disk names (defined in
Procedure 4 on page 20). Replace the default contents with the values for your
site.

smwl: # vi /opt/cray/ ha-smw def aul t/ hai nst/smwha_ar gs

--virtual _ip

172.30.49.160 « Replace with virtual |P address for the SMW cluster

- -l og_di sk_nane

[ dev/ di sk/ by- i d/ scsi-360001ff0200211010bb7ab730c352a00-part5 <« Replace with "by-id" disk name
for shared log directory

--db_di sk_nane

[ dev/ di sk/ by- i d/ scsi-360001ff0200211010bb7ab730c352a00-part6 < Replace with "by-id" disk name
for shared MySQL database

--honme_di sk_nane

[ dev/ di sk/ by- i d/ scsi-360001ff0200211010bb7ab730c352a00-part7 <« Replace with "by-id" disk name

for shared /home directories

--drac_i p_active

172.30.49.164 <« Replace with DRAC IP address for active SMW

--drac_i p_passive

172.30.49.165 <« Replace with DRAC IP address for passive SMW

- - passi ve_smwv_host nane

smw2 <« Replace with host hame of passive SMW

--verbose

For more information, see Configuring the Boot RAID for SMW HA on page 19
and the SMAHAconf i g(8) man page.

13. Configurethe SMW HA cluster on the active SMW.

a. Change to the directory containing the SMAHAconf i g command.

smwl: # cd /opt/cray/ ha-smv def aul t/ hai nst
b. Execute SMAHAconf i g with the modified configuration file as an argument.

Important: Execute this command only on the active SMW.

smwl: # ./SMMHAconfig @miha_args

Note: You must include the @character before the argument
smvha_ar gs.

c. Becausethisisthefirst ssh accessfor r oot on smwl, amessage like the
following one appears. Answer yes at the prompt.

The authenticity of host 'smwl (172.31.73.141)' can't be established.

RSA key fingerprint is 5f:87:¢3:a9:77:04:56:a7: 36: 6f: 23: 60: 6¢: 21: 77: b6.

Are you sure you want to continue connecting (yes/no)? yes

War ni ng: Permanently added 'smal, 172.31.73.141' (RSA) to the list of known hosts.

d. When SMAHAconf i g runs, it prompts for a password so that it can
configurethe SMW HA cluster and the DRAC; enter the root password for
the SMW.
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e. SMAHAconf i g automatically loads the HA cluster configuration settings,
then prompts you to commit (save) these changes. Enter y at the following
prompt:

Do you still want to commit? y

Caution: If you execute SMAHAconf i g to reinstall the SMW HA

A software on an existing SMW HA cluster, SMAHAconf i g automatically
detectsif there is existing data on the shared RAID disks and prompts you
for confirmation to reformat the RAID disks. If you answer yes, all data
for the shared logs, MySQL database, and / homre directory will be erased.

f. If necessary, examine the log file. SMAHAconf i g createsalog filein
[ opt/cray/ ha- smw def aul t/ hai nst/ SMAHAconfi g. out .

14. Reboot smwl and wait for the reboot to finish.

smwl: # reboot
15. Reboot smw2 and wait for the reboot to finish.

smn2: # reboot

16. If necessary, restart the VNC server. For more information, see Installing Cray
System Management Workstation (SMW) Software (S-2480).

2.7 Configuring Failover Notification

The SMW HA softwareincludesaNot i f i cat i on resource that automatically
sends email when afailover occurs.

Procedure 6. Configuring failover notification
1. Executethecr m r esour ce command.
smwl: # crmresource param Notification set email address@ourdomain. com

Note: Only one email addressis allowed. To send notificationsto multiple
addresses, you can create a group email alias that includes these email
addresses.

2. Verify the setting.

smwl: # crmresource param Notification show enmil
address@ourdomain. com

26 S-0044-B



Installing the Cray SMW HA Release Package [2]

If afailover occurs, the Not i fi cati on resource sends several messages that are
similar to the following examples.

From root [mailto:root @mv nonej

Sent: Thursday, June 06, 2013 9:20 PM

To: Cray Cluster Admi nistrator

Subj ect: ***Alert*** A Failover may have occurred. Please investigate! Mgrating resource
away at Thu Jun 6 21:20:25 CDT 2013 from sm

***Alert*** A Failover may have occurred. Please investigate! Mgrating resource away
at Thu Jun 6 21:20:25 CDT 2013 from smwvl

Command |ine was:
/usr/lib/ocf/resource.d//heartbeat/Mil To stop

From root [mailto:root @mv nonej

Sent: Thursday, June 06, 2013 9:20 PM

To: Cray Cluster Adm nistrator

Subject: ***Alert*** A Failover may have occurred. Please investigate! Takeover in progress
at Thu Jun 6 21:20:25 CDT 2013 on sma2

***Alert*** A Failover may have occurred. Please investigate! Takeover in progress
at Thu Jun 6 21:20:25 CDT 2013 on sma2

Command | i ne was:
/fusr/lib/locf/resource.d//heartbeat/Miil To start

2.8 Verifying the Configuration
Use this procedure to check that the SMW HA cluster is up and running correctly.

Note: After finishing the configuration in the previous section, you must wait for
30 to 60 seconds for the cluster system to come up.

Procedure 7. Verifying the SMW HA configuration

1. Loginto thevirtual SMW asr oot , using the virtual SMW host hame (such
ascray- sm.
Note: The examplesin this procedure assume that smwl is the active SMW.

2. Find the active SMW by determining where the SMW HA cluster resources are
running (such asthe hss- daenons resource).

Note: All resources except st oni t h- 2 run on the active SMW.

smwl: # crmnon -1 | grep hss-daenons
hss- daenons (I'sb:rsns): Started sml
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3. Display the cluster status.

smvl: # crmonon -1

Last updated: Fri May 31 16:47:25 2013

Last change: Tue May 28 19:02:58 2013 by root via crmresource on smvl

St ack: openais

Current DC. smw2 - partition with quorum

Version: 1.1.6-b988976485d15ch702c9307df 55512d323831a5e
2 Nodes configured, 2 expected votes

16 Resources configured.

Online: [ sm2 smwl ]

stonith-1 (stonith:external /ipm): Started
stonith-2 (stonith:external /ipm): Started
dhcpd (I sb: dhcpd): Started smvl
cray-sysl og (I sb: cray-sysl og): Started smal
Clusterl P (ocf:: heartbeat: | Paddr2): Started
Clusterl P1 (ocf:: heartbeat: | Paddr2): Started
Clusterl P2 (ocf:: heartbeat: | Paddr?2): Started
Clusterl P3 (ocf:: heartbeat: | Paddr2): Started
Clusterl P4 (ocf:: heartbeat: | Paddr2): Started
fsync (ocf::smw fsync): Started sml
honedi r (ocf::heartbeat: Fil esystem: Started
hss- daenons (I'sb:rsns): Started smwl
Resource G oup: HSSG oup
m-fs (ocf::heartbeat: Fil esystem: Started
md-f s (ocf::heartbeat: Fil esystem: Started
nmysql d (ocf::heartbeat:mysql): Started smal
Noti fication (ocf:: heartbeat: Mail To): Started

Fai |l ed actions:

smwvl
Smv2

smwvl
smwvl
smwvl
smwvl
smwvl

smwvl

smvl

smvl

smvl

fsync_nonitor_0 (node=smw2, call=11, rc=-2, status=Tined Qut):

unknown exec error

m-fs_start_0 (node=smam2, call =31, rc=1, status=conplete):

unknown error

Note: cr m_non may display the resourcesin a different order on your system.

4. Examinethecr m_non output. Verify that each resource has started by looking
forStarted smvl or Started sma2. Also look for any failed actions,

as displayed at the end of the output.
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5. If not all resources have started or if any failed actions are displayed, execute the
cl ean_r esour ces command on either SMW.

smwl: # cl ean_resources

Cl eani ng
Cl eani ng
Cl eani ng
Cl eani ng
Cl eani ng
Cl eani ng
Cl eani ng
Cl eani ng
Cl eani ng
Cl eani ng
Cl eani ng

Cl eani ng

resources on node smvl

resource on
resource on
resource on
resource on
resource on
resource on
resource on

resources on node sm2

node=smvl
node=smvl
node=sml
node=smvl
node=smvl
node=smvl
node=smvl

for
for
for
for
for
for
for

resource on node=sma2 for
resource on node=sma2 for

resource=stonith-1
resource=stonith-2
resour ce=dhcpd
resour ce=cray-sysl og
resource=Clusterl| P
resource=Cl usterl P1
resour ce=Cl uster| P2

resource=stonith-1
resource=stonith-2

resource on node=smn2 for resource=Notification

Note: Wait several minutes for the cluster system to come back.

For more information, seethecl ean_r esour ces(8) man page.

2.9 Backing Up Your Newly-installed SMW HA Software

After installing and configuring the system, back up your current SMW and SMW

HA software. Follow the procedure in Appendix E, Rack-mount SMW: Creating a
Bootable Backup Drive, in Installing Cray System Management Workstation (SMW)
Software (S-2480).

2.10 Changing Default SMW Passwords After Completing

Installation

Important: The hacl ust er, st oni t h, and DRAC passwords must be the
same as the SMW r oot password.

If you change the SMW r oot password after installation (as recommended in
Managing System Software for the Cray Linux Environment, S-2393), you must
a so change the passwords for hacl ust er , both DRACs, and thetwo st oni t h
resources to use the same password.

For more information, see Passwords on page 14.

S-0044-B
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Procedure 8. Changing SMW, DRAC, and STONITH passwords
1. Log onto the active SMW asr oot .

2. To changethe SMW r oot , hacl ust er , and st oni t h passwords, execute the
following commands:

Note: Replace drac-smwl and drac-smw2 with the host names of the DRAC
for smwl and smw2, respectively.

smwl: ~# passwd r oot

smwl: ~# passwd hacl uster

smwl: ~# crmresource paramstonith-1 set passwd new-passwd
smwl: ~# crmresource param stonith-2 set passwd new-passwd

Important: Thehacl ust er, and st oni t h passwords must be the same as
the SMW r oot password.

3. To change the DRAC passwords, see Managing System Software for the Cray
Linux Environment (S-2393).

Important: The DRAC passwords must be the same as the SMW r oot
password.
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Cray provides periodic updates to the SMW or SMW HA software releases. Follow
the procedures in this chapter to install an SMW or SMW HA software update (or
both). The procedures provided in this chapter do not change the base operating
system version running on your SMW.

The following conventions are used in this chapter:

e The host name smwl specifiesthe SMW that has been configured to be the active
SMW during normal operation. In examples, the prompt smwl: # showsa
command that runs on this SMW.

e The host name smn2 specifiesthe SMW that has been configured to be the
passive SMW during normal operation. In examples, the prompt smw2: # shows
acommand that runs on this SMW.

e Thehost name cr ay- smw host name specifiesthe currently active SMW (which
could be either smwl or smw2). Thisvirtual host name was defined during initial
installation.

3.1 Before You Start

Note: An SMW HA system requires more time to upgrade, as compared to a
system with a single SMW, because you must install the software on both the
primary and secondary SMW. Allot one hour of additional time to complete an
update or upgrade.

* To determine whether there are any changes to the procedures in this chapter,
read the SMW SLEHA README and SMW SLEHA Errata that are included in
the SMW SLEHA update directory. Also read any Field Notices (FNs) related
to kernel security fixes.

« Determine if you have made local changes to the file
/ etc/csync2/ csync2_cray. cf g. Theinstallation procedure saves |ocal
changesin atemporary file; you will restore those changes in a post-installation

step.

S-0044-B 31



Installing, Configuring, and Managing SMW Failover on the Cray XC30™ System

» Before you install the update package, back up your current SMW and SMW
HA software. For more information, see Installing Cray System Management
Workstation (SMW) Software (S-2480), Appendix E, Rack-mount SMW: Creating
a Bootable Backup Drive.

3.2 Updating SMW Software

To update the SMW software, you will update the active SMW first, then update
the passive SMW.

Procedure 9. Updating SMW software on an SMW HA system

Note: During this procedure, you will need to refer to the SMW release installation
procedures in Installing Cray System Management Workstation (SMW) Software
(S-2480).

1. Loginto both SMWsasr oot .

2. If you are using Virtual Network Computing (VNC) software to enable remote
access to the SMW, shut down the VNC server.

Note: In the following command, replace display with the necessary display
number.

smwl: # vncserver -kill :display

For more information, see Installing Cray System Management Workstation
(SMW) Software (S-2480).

3. Find the active SMW by determining where the SMW HA cluster resources are
running (such asthe hss- daenons resource).

smwl: # crmnon -1 | grep hss-daenons
hss- daenons (I'sb:rsns): Started sml

Note: The examplesin this procedure assume that smwl is currently the active
SMW.

4. Record the DRAC IP address of both SMWs in case you need to power-cycle
either SMW; see Table 2.
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Tip: Usually, the DRAC host name follows the naming convention
hosthame- dr ac. For example, if the host names are snwl and sm\2, the
DRAC host names would be smwl - dr ac and smw2- dr ac, In this case, the
following pi ng commands would display the DRAC I P addresses.

Note: In these commands, replace smwl-drac with the host name of the
DRAC on the active SMW. Replace smw2-drac with the host name of the
DRAC on the passive SMW.

smwl: # ping smwl-drac
PI NG smwl-drac. us. cray. com (172.31.73.77) 56(84) bytes of data.

64 bytes from smwl-drac.us.cray.com (172.31.73.77): icnp_seq=1 ttl =64 tine=1.85 ns

64 bytes from smwl-drac.us.cray.com (172.31.73.77): icnp_seq=2 ttl=64 tine=0.398 ns

64 bytes from smwl-drac. us.cray.com (172.31.73.77): icnp_seq=3 ttl =64 tine=0.408 ns

smwvl: # ping smw2-drac

PI NG sma2-drac. us. cray. com (172. 31.73.79) 56(84) bytes of data.

64 bytes from sma2-drac.us.cray.com (172.31.73.79): icnp_seq=1 ttl =64 tine=1.85 ns

64 bytes from sma2-drac. us.cray.com (172.31.73.79): icnp_seq=2 ttl=64 tine=0.398 ns
me=0. 408 s

64 bytes from sma2-drac.us.cray.com (172.31.73.79): icnp_seq=3 ttl=64 ti

5. On the active SMW, shut down the system.

smwl: # xthbootsys -s last -a auto.xtshutdown

6. Stop file synchronizing.

smwl: # crmresource stop fsync

7. Turn on maintenance mode.

smwvl: # crmconfigure property maintenance-node=true 2> /dev/null
Note: You must execute this command from the active SMW.

8. Turnonnysql .
smwl: # chkconfig nmysqgl on

9. Install the SMW software update on the active SMW.
Note: The SMW HA system requires SMW 7.0.UPO3 or |ater release software.

Follow all the upgrade install steps in the Installing Cray System Management
Workstation (SMW) Software (S-2480), including the step to flash the mainframe.

Important: The flash step must be done on the active SMW only, not the
passive SMW.

10. On the active SMW, turn off maintenance mode.

smnvl: # crmconfigure property maintenance-node=fal se 2> /dev/null
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11.

12.

13.

14.

15.

16.

17.

On the active SMW, force a failover to the passive SMW, then wait 30 seconds
for the failover operation to complete.

smwl: # crm node standby
smwl: # sleep 30

On the aother SMW (which is now the active one), clear the resource failcounts.
smn2: # clear_failcounts
Bring the first SMW online.

Note: Replace smwl with the host name of the SMW that is normally active.
smn2: # crm node online smwl
Turn on MySQL.
smn2: # chkconfig mysqgl on
Turn on maintenance mode on the second SMW.
smn2: # crm configure property naintenance-node=true 2> /dev/null
Install the SMW software on the second SMW.

Important: When you install the SMW software update, you must skip
several steps on the second SMW. This step summarizes the differences.
For the detailed procedures, refer to Installing Cray System Management
Workstation (SMW) Software (S-2480).

a. Follow the procedure in section 4.2, Backing Up Your Current Software, to
back up the second SMW's software.

b. Insection 4.3, Installing an SMW Update Package, skip Procedure 20
(Shutting down the Cray system). No system shutdown is required before
installing the SMW software on the second SMW.

c. Follow all applicable stepsin Procedure 21. Updating the SMW software and
configuration (also in section 4.3).

d. Skip section 4.4, For Cray XC30 Systems Only: Updating the BC and CC
Firmware.

Important: Do not flash the mainframe from the second SMW.

e. Skip section 4.6, Confirming the SMW is Communicating with the System
Hardware. This procedure was already done for the first SMW.

f. Insection 4.9, Updating SMW Software on the Boot Root and Shared Root,
execute all applicable steps.

Turn off maintenance mode on the second SMW.

smn2: # crmconfigure property nmintenance-node=fal se 2> /dev/null
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18.

19.

20.

21.

22.

Start file synchronizing on the first SMW.

smwl: # crmresource start fsync

Turn off r sns, cr ay- newat cher, and mysql on both SMWs.

smwl:
smwl:
smwl:
smwl:

sSmA2:
SMA2:
sSmA2:
sSmA2:

#

H H

H H HH

chkconfig
chkconfig
chkconfig
chkconfig

chkconfig
chkconfig
chkconfig
chkconfig

rsnms of f
cray- newat cher of f
dbMoni t or of f

nysql off

rsns off
cray-nzwat cher of f
dbMoni tor of f

nmysql of f

Reboot the first SMW and wait for the reboot to finish.

smwl: # reboot

Reboot the second SMW and wait for the reboot to finish.

smv2: # reboot

From either SMW, executethecl ear _f ai | count s command to clean up
any SMW HA resource errors.

smwl: # clear_failcounts
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23. Display the cluster status and verify that each resource has been started.

smvl: # crmonon -1

Last updated: Fri May 31 16:47:25 2013

Last change: Tue May 28 19:02:58 2013 by root via crmresource on smvl
St ack: openais

Current DC. smw2 - partition with quorum

Version: 1.1.6-b988976485d15ch702c9307df 55512d323831a5e

2 Nodes configured, 2 expected votes

16 Resources configured.

Online: [ sm2 smwl ]

stonith-1 (stonith:external /ipm): Started sml
stonith-2 (stonith:external /ipm): Started smw2
dhcpd (I sb: dhcpd): Started smvl
cray-sysl og (I sb: cray-sysl og): Started smal
Clusterl P (ocf:: heartbeat: | Paddr2): Started smvl
Clusterl P1 (ocf:: heartbeat: | Paddr2): Started smvl
Clusterl P2 (ocf:: heartbeat: | Paddr?2): Started sml
Clusterl P3 (ocf:: heartbeat: | Paddr2): Started smvl
Clusterl P4 (ocf:: heartbeat: | Paddr2): Started smvl
fsync (ocf::smw fsync): Started sml
honedi r (ocf::heartbeat: Fil esystem: Started smvl
hss- daenons (I'sb:rsns): Started smwl
Resource G oup: HSSG oup
m-fs (ocf::heartbeat: Fil esystem: Started smvl
md-f s (ocf::heartbeat: Fil esystem: Started smvl
nmysql d (ocf::heartbeat:mysql): Started smal
Noti fication (ocf:: heartbeat: Mail To): Started smwll

Note: cr m_non may display the resourcesin a different order on your system.

24. If any resource statusis St opped, execute the cl ean_r esour ces command.

smvl: # cl ean_resources

25. Display the resource failcount data. All failcounts should be zero.

smwl: ~# show_ fail counts

node=smwl scope=status nane=fail-count-stonith-1 val ue=0
node=smwvl scope=status nane=fail-count-stonith-2 val ue=0
node=smwvl scope=status nane=fail-count-dhcpd val ue=0
node=smwl scope=status name=fail-count-cray-syslog val ue=0

26. If you are using Virtual Network Computing (VNC) software to enable remote
access to the SMW, restart the VNC server. For more information, see Installing
Cray System Management Workstation (SMW) Software (S-2480).

3.3 Updating SMW HA Software

To update the SMW software, you will update the active SMW first, then fail over to
the other SMW to update that system.
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Procedure 10. Updating SMW HA software on an SMW HA system

Note: The examplesin this procedure assume that smwl is currently the active
SMW.

1. Loginto both SMWsasr oot .

2. Find the active SMW by determining where the SMW HA cluster resources are
running (such asthe hss- daenons resource).

smwl: # crmnon -1 | grep hss-daenons
hss- daenons (I'sb:rsns): Started smvl

3. Install the SMW HA software update on both SMWs.
a. Mount the Cray SMW HA release media on the SMW.

» If you have the release media on DVD, place the Cray SMW HA DVD
into the DVD drive and mount it to/ nedi a/ cdr om

smwl: # nount /dev/cdrom /nmedi a/ cdrom

» |If you have an electronic version of the release media, mount the Cray
SMW HA I1SOto/ medi a/ cdr om

Note: The 1SO file name depends on the release number, and installer
version. The following command shows the generic SO name

SMM SLEHA11SP2xnn. i so, where xnn isthe installer version (for
example, SMV¥ SLEHA11SP2b06. i so). Substitute the actual 1SO
file name as specified in the SMW HA release information.

For path, substitute the actua path to the ISO on your system (such as
/ t mp).

smv. # mount -o | oop, ro /path/ SM¥ SLEHA11SP2xnn. i so
/ medi a/ cdrom

b. Put the active SMW into standby mode. This command causes the system to
fail over to the other SMW (sma2).

smwl: # crm node standby

c. Gotothe/ medi a/ cdr omdirectory and execute the SMAHAI nst al |
script to install the Cray SMW HA release software on the SMW.

smwl: # cd /nedial/ cdrom
smwl: # ./SMMHAinstall -v

d. Examine the initial output and note the process ID (PID) of the
SMAHAI nst al | process. SMAHAI nst al | createsalog filein
[ var/adni cray/ | ogs/ SMAHAI nstal | . PID. | og using thisPID.
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e.  Unmount the SMW HA release media. If you are using a physical DVD,
also gject the DVD.

smwvl: # unount /nedi a/ cdrom
smwl: # ej ect

f. Repeat step 3 on the other SMW (which became the active SMW in step 3.b).

Note: When repeating the commands in this step, note that the system
prompt will show the host name of the second SMW (for example,
smM2: #instead of smwl: #).

4. If you have made local changes to the file
[ etc/ csync2/ csync2_cray. cf g, restore your local changes to the
updated file.

The installation procedure saves local changes in the file
/ etc/csync2/ csync2_cray. cfg. sav. You must copy these
changesinto csync2_cray. cfg.

a. Changetothe/ et ¢/ csync?2 directory.

Incsync2_cray. cfg. sav, locatethegr oup user _gr oup section,
and copy the include and exclude lines.

c. Inthedistribution filecsync2_cray. cf g, add your loca include and
exclude linestothegr oup user _gr oup section.

5. Update the SMW HA cluster configuration.

a. If you are using Virtual Network Computing (VNC) software to enable
remote access to the SMW, shut down the VNC server.

Note: In the following command, replace display with the necessary
display number.

smwl: # vncserver -kill :display

For more information, see Installing Cray System Management Workstation
(SMW) Software (S-2480).

b. On the active SMW, change to the directory containing the SMAHAconf i g
command.

smwl: # cd /opt/cray/ ha-smv def aul t/ hai nst

c. Load the ha- smw module.

smwl: # nodul e | oad ha-smw
d. Executethe SMAHAconf i g command with the - - updat e option.

Important: Execute this command only on the active SMW.

smwl: # ./ SMMAconfig --update
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e. When SMAHAconf i g runs, it prompts for a password so that it can
configurethe SMW HA cluster and the DRAC; enter the root password for
the SMW.

f. If necessary, examine the log file. SMAHAconf i g createsalog filein
/ opt/cray/ ha-smwv def aul t/ hai nst/ SMAHAconf i g. out .

g. Reboot smwl and wait for the reboot to finish.

smvl: # reboot

h. Reboot smn2 and wait for the reboot to finish.
sm\2: # reboot

i. If necessary, restart the VNC server. For more information, see Installing
Cray System Management Workstation (SMW) Software (S-2480).

6. From either SMW, execute the cl ear _f ai | count s command to clean up
any SMW HA resource errors.

smwl: # clear_failcounts

7. Display the cluster status and verify that each resource has been started.

smvl: # crmonon -1

Last updated: Fri May 31 16:47:25 2013

Last change: Tue May 28 19:02:58 2013 by root via crmresource on smvl
St ack: openais

Current DC: sma2 - partition with quorum

Version: 1.1.6-b988976485d15cb702c9307df 55512d323831a5e

2 Nodes configured, 2 expected votes

16 Resources configured.

Online: [ sm2 smvl ]

stonith-1 (stonith:external /ipm): Started sml
stonith-2 (stonith:external /ipm): Started sm2
dhcpd (I sb: dhcpd): Started sml
cray-sysl og (I sb: cray-sysl og): Started smal
Clusterl P (ocf:: heartbeat: | Paddr?2): Started sml
Clusterl P1 (ocf:: heartbeat: | Paddr2): Started smvl
Clusterl P2 (ocf:: heartbeat: | Paddr?2): Started sml
Clusterl P3 (ocf:: heartbeat: | Paddr?2): Started sml
Clusterl P4 (ocf:: heartbeat: | Paddr2): Started smvl
fsync (ocf::smw fsync): Started smwl
horedi r (ocf::heartbeat: Fil esystem: Started sml
hss- daenons (I'sb:rsns): Started smwl
Resource G oup: HSSG oup
m-fs (ocf::heartbeat: Fil esystem: Started smvl
md-f s (ocf::heartbeat: Fil esystem: Started smvl
nmysql d (ocf::heartbeat:mysql): Started sml
Noti fication (ocf:: heartbeat: Mail To): Started smwll

Note: cr m_non may display the resourcesin a different order on your system.
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8. If any resource statusis St opped, executethecl ean_r esour ces command.

smwl: # cl ean_resources

9. Display the resource failcount data. All failcounts should be zero.

smwl: ~# show fail counts

node=smwl scope=status nane=fail-count-stonith-1 val ue=0
node=smwl scope=status nane=fail-count-stonith-2 val ue=0
node=smwvl scope=status nane=fail-count-dhcpd val ue=0
node=smwl scope=status name=fail-count-cray-syslog val ue=0

Note: The SMAHAconf i g command backs up the cluster configuration before
beginning the update.

The previous configuration is stored in the directory

/ opt/ cray/ ha- smw def aul t/ hai nst, in afile named
_CLUSTER_CONFI G_BACKUP_YYYY-MM-DD-hh:mm (for example,
_CLUSTER_CONFI G_BACKUP_2013- 06- 11- 10: 11).

If there is a problem with the update, you can use the following commands to
restore the previous configuration (in the file name, specify the actual timestamp
instead of YYYY-MM-DD-hh:mm):

smwl: # crm node standby

sm\2: # crm node standby

smnvl: # crmconfigure | oad replace \
[ opt/cray/ ha- smw def aul t/ hai nst/ _CLUSTER_CONFI G_BACKUP_YYYY-MM-DD-hh:mm 2> /dev/ nul |

Do you still want to comit? y
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This SMW High Availability (HA) release implements the SMW failover

feature. Thisfeature is supported only for Cray XC30 systems with two high-end
second-generation SMW:s (aso called rack-mount SMWSs). You must be running the
SUSE Linux Enterprise Server version 11 Service Pack 2 (SLES 11 SP2) SMW base
operating system and the SMW 7.0.UPQO3 release.

The SMW failover feature provides improved reliability, availability, and
serviceability (RAS) of the SMW, alowing the mainframe to operate correctly and at
full speed. Thisfeature adds SMW failover, fencing, health monitoring, and failover
notification.

The administrators of the SMW can be notified of SMW software or hardware
problemsin real time and be able to react by manually shutting down nodes, or
alowing the software to manage the problems. In the event of a hardware failure or
SMW-based HSS (rsms) daemon failure, the software will failover to the passive
SMW naode, which becomes the active node. The failed node, once repaired, can be
returned to the configuration as the passive node.

Administration and monitoring of the SMW HA system is available via the SUSE
Pacemaker Cluster Resource Manager (CRM), which has a command line interface
(crm and aGUI (cr m_gui ). With thisinterface and associated commands, the
SMW administrator can do the following:

« Display the current state of the SMW HA cluster

e Monitor the HSS daemons, which are configured as cluster resources
* Customize the SMW failover thresholds for each resource

» Configure automatic email notification of failover

Note: The Pacemaker Cluster Resource Manager uses the term node to refer to a
host in aCRM cluster. Throughout this document, unless specified otherwise, node
refersto an SMW, not to a Cray XC30 compute or service node.

4.1 SMW Cluster Configuration
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The two SMWs are connected with heartbeat cables between the et h2 and et h4
ports on each SMW. The heartbeat connection monitors the health of the cluster. In
addition, each SMW is connected to the boot RAID (through FC or SAS cards), to the
site network through et h0, to the HSS network through et h1, and to the boot node
through et h3. For more information, see Network Connections on page 12.
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Figure 1 shows the major connections between componentsin an SMW HA system.

Figure 1. SMW HA Hardware Components
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In aCray SMW HA cluster, the two SMWs are configured in an active/passive
configuration. This configuration |ets the passive node take over the SMW functions
if a software or hardware fault occurs on the active node. All HSS daemons run on
the active SMW. (An additional STONITH daemon, which monitors SMW health,
runs on both SMWSs.) At failover, al daemons move to the passive SMW, which then

becomes the active one.
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4.2 Shared Storage

The SMW HA system uses shared disk devices on the boot RAID for data that must
be highly available. The following filesand directories on the boot RAID are shared
by both SMWs.

e Logdisk (/ var/ opt/ cray/ di sk/ 1), which symbalically links to the
[ var/opt/cray/* directories:

— [var/opt/cray/ dunp
— [var/opt/cray/install
— [var/opt/cray/l og

e MySQL HSSdatabase (/ var/ | i b/ nysql)
Note: The HSS database server runs on active SMW only.
* Home (/ hone)

These directories are mounted only on the active SMW. When afailover occurs,
access to these directories is automatically transferred to the other SMW as part of
the failover process.

Note: For systems running the power management feature, the Postgres database
runs on both SMWs, because there is insufficient space on shared boot RAID.

The boot RAID is configured with these shared directories during initial installation.
For more information, see Configuring the Boot RAID for SMW HA on page 19.

Important: Because severad file systems are shared between the two SMWSs, an
SMW HA system has adightly increased risk for double-mount problems. Do not
mount / boot r oot , / shar edr oot , or any other CLE RAID file systems on
both SMWs at the same time.

4.3 Synchronized Files

For filesnot located on the shared storage device, the SLEHA Extension software
includes the csync?2 utility to synchronize (sync) important files between the two
SMWs. When afile changes on the active SMW, it is automatically synchronized to
the passive SMW.
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File synchronization is automatically configured during initial installation. The
file/ et c/ csync2/ csync2_cray. cf g specifiesthe Cray-specific filesand
directories that must be synchronized, as well as small filesthat are convenient to
keep in sync. The synchronized filesinclude the following:

» /opt/cray/hss/*/etc/*

e /opt/cray/ hss-images (with some exclusions)
 Jetc/hosts

e« /etc/passwd

e« /etc/group

 /root/authorized_keys*

e /etc/notd

Note: Very large filesare explicitly excluded from synchronization (such as
/opt/cray/ hss-i mages/ nast er).

File synchronization happens in one direction only: from the active SMW to the
passive. If you change a synchronized file on the passive SMW, the change will
not be propagated to the active SMW in the course of normal operations and could
be overwritten on the passive SMW later if there is a subseguent change to the
corresponding file on the active SMW.

However, if afailover occurs, the previously passive SMW becomes the active SMW.
If the change is till in place, the changed file becomes a candidate for propagation to
the other SMW (subject to the rules of file conflict resolution).

Thef sync resource controls file synchronized operations. Every 100 seconds,
f sync checksfor filesthat need to be synchronized.

Important: If afailover occurs before a file synchronization operation has
completed, it could result in the loss of the latest updates.

Although it is possible to customize file synchronization, Cray recommends

that you not change the list of synchronized files, or add only small filesto
/etc/csync2/ csync2_cray. cfg. If csync2 must monitor many directories
or synchronize alarge amount of data, it can become overloaded and failures may not
be readily apparent. For more information, see Managing Synchronized Files on

page 60.

4.4 Cluster Resources

46

A resource is any type of service or application that is managed by the Pacemaker
Cluster Resource Manager, such as adaemon or filesystem. In an SMW HA system,
the HSS (rsms) daemons are configured as resources.

S-0044-B



Overview [4]

S-0044-B

Each time aresource fails, it is automatically restarted and its failcount is raised.

If the failcount exceeds the defined migration threshold for the resource, afailover
occurs and management of all cluster resources migrates to the other SMW, making
it the active SMW. The original SMW will no longer be alowed to run the failed
resource, so no failback can occur until the resource's failcount is reset for that SMW.

Tip: Failcounts can be reset using the cl ean_r esour ces or
cl ear _fail count s command. For more information, see If Resources Are
Not Running on page 67.

An SMW HA system includes the following resources:
stonith-1andstonith-2

Monitors the health of the other SMW. Each SMW monitors its peer
and has the capability to power off that peer at failover time, using
the STONITH (Shoot The Other Node In The Head) mechanism.
STONITH failovers are used when the state of the failing SMW
cannot be determined. A STONITH failover powers off the failing
SMW to guarantee that the newly active SMW has exclusive access
to al cluster managed resources.

dhcpd Controls and monitors dhc pd as used by the SMW HA feature.
cray-syslog

Controls and monitors Lightweight Log Management (LLM).
Clusterl P, usterl P1,Clusterl P2,C usterl P3,andCl usterl| P4

Controls and monitors the Ethernet connections (et h0, et h1,
et h2, et h3, and et h4, respectively).

fsync Provides file synchronization using csync?2.
honedi r Mounts and unmounts/ hone.
hss- daenons

Controls and monitors HSS daemons; corresponds to the
/etclinit.d/rsns startup script.

Notification

Provides automatic notification email when afailover occurs.

m-fs Mounts, unmounts, and monitors/ var / opt / cr ay/ di sk/ 1.
nd-fs Mounts, unmounts, and monitors/ var /| i b/ mysql .
nysql d Controls and monitors MySQL.
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45 Limitations of SMW Failover

The SMW HA failover feature has the following limitations:

48

There is no support for seamless failover (also called double failure) if errors
occur while the system is doing error handling for another system component. |If
an HSS daemon or other SMW process were doing some type of error handling
that got interrupted by an (unrelated) failover, when that daemon restarts on the
new SMW it may not be able to resume operation where it left off and complete
the recovery from the first error. In this case, even though a failover occurs,
manual intervention might still be required to return the system to an operational
state.

There is no support for seamless failover during operational commands. An
interrupted operation such as xt boot sys, shutdown, dump, warm-swap, or
flash will need to be reissued after failover has completed and the other SMW
becomes active.

Partial migration of managed resources is not supported. For example, the SMW
HA system does not support migration of individual HSS daemons or resources to
the other SMW. A particular SMW is either active, with complete responsibility
for al HSS daemons, or passive with no HSS daemons running.

If both SMWs are started (powered on) at the same time, a race condition can
develop that could result in one SMW being powered off viathe STONITH
mechanism. Before starting the second SMW, wait until the first SMW has
completed startup and initialized al cluster resources. For more information, see
Booting an SMW HA Cluster on page 49.

SMW and CLE upgrades in an HA environment require some duplication of
effort, with portions of the procedure done individually to each SMW. System
down-time requirements for operating system upgrades are somewhat longer as
aresult.

Both SMWs must run the same versions of SLES and SMW/HSS software.

Auto-throttling of applications is likely while an actual SMW failover is

taking place. Blades begin to auto-throttle if essential HSS daemons (er d,

st at e- manager, or xt nl r d) are unavailable and lasts until those daemons
resume operation on the other SMW. On a single-cabinet system, the throttled
period was fairly consistent, lasting 37 seconds. The throttled period may increase
for larger systems.

For systems running the power management feature: Power management data
collected before an SMW failover will be lost or not easily accessible after
failover.

System administration of an SMW HA environment is more complex than
administration of a system with a single SMW.
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Important: When using the procedures in this chapter, be careful not to change the
cluster configuration, to migrate a single resource (all resources must migrate asa
group), or to change the system list of synchronized files. Exceptions:

* You can set the migration threshold (maximum failcount value) for each
resource by usingtheset _m grati on_t hr eshol d command; see Cray
Cluster Commands on page 54.

* You can definewhich local (site-specific) filesare synchronized or excluded
from synchronization; see Managing Synchronized Files on page 60.

e You can change the email addressfor the Not i f i cat i on resource; see
Configuring Failover Notifications on page 59.

The following conventions are used in this chapter:

5.1 Booting an
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SMW1 or the smwl host name specifiesthe SMW that has been configured to be
the active SMW during normal operation. In examples, the prompt smwl: #
shows a command that runs on this SMW.

SMW?2 or the smn2 host name specifiesthe SMW that has been configured to be
the passive SMW during normal operation. In examples, the prompt srw2: #
shows a command that run on this SMW.

The cr ay- snmw host name specifiesthe currently active SMW (which could
be either smwl or smw2). This virtual host name is defined during installation
and configuration.

SMW HA Cluster

Important: When SMW HA is enabled, do not start both SMWs at the same time.
Doing so can cause arace condition that could result in one SMW being powered
off viathe STONITH mechanism. Before starting the second SMW, wait until the
first SMW has compl eted startup and initialized all cluster resources.
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Procedure 11. Booting an SMW HA cluster

Follow these steps to boot or reboot both SMWs.

1
2.

5.2 Logging In

Boot smwl (or the SMW that you want to be active).

Wait until the SMW is completely booted and SMW HA services have started
on that SMW.

Tip: You can check the status of the SMW HA services with the
crm nmon -1 command. For more information, see Displaying Cluster Status
on page 56.

Boot smn2 (or the SMW that you want to be passive).

Verify that both SMWs are online and that all cluster resources have started. For
more information, see Displaying Cluster Status on page 56.

Cray recommends that you always connect to the SMW cluster using the virtual host
name. Avoid connecting to an SMW by specifying the actual host names, except for
host-specific maintenance. In the event of afailover, all connections made using the
virtual host name will be terminated. A connection to the active SMW via the actual
host name could be confusing after a failover occurs, because the login session would
remain open, but there is no indication that the SMW is now passive.

Procedure 12. Logging into the SMW

To log into the active SMW, specify the virtual SMW host name.

Note: Thisexample shows the virtual host name cray-smw. Specify the virtual
host name of your SMW HA cluster.

remote-system% ssh r oot @ray-smw
smwl: ~ #

After you log in, the prompt displays the host name of the active SMW (in this
example, smal).

To log into a specific SMW, use the actual host name of the SMW (such as smwl
or sma2).

50
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5.3 Identifying the Active SMW

Procedure 13. Identifying the active SMW

1. The easiest way to find the active SMW isto log in using the virtual SMW host
name and look at the system prompt, as described in Procedure 12 on page 50.

2. Another way to find the active SMW is to determine where the SMW HA cluster
resources are running (such asthe hss- daenons resource).

Note: Onest oni t h resource runs on each SMW to monitor the other SMW;
all other resources run only on the active SMW.

Asr oot on either SMW, execute the following command.

smwl: # crmnon -1 | grep hss-daenons
hss- daenons (I'sb:rsns): Started sml

5.4 Using SMW HA Commands

541 crm
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Only ther oot user can execute the Cray SMW HA commands. These commands
areincluded in the ha- smwmodule, which is automatically loaded when ther oot
user logsin. If necessary, use the following command to load the ha- s mwmodule:

smwl: # nodul e | oad ha-snmw

The cr mcommand provides a command-line interface to the SUSE Pacemaker
Cluster Resource Manager (CRM). This command can be used either as an interactive
shell or as a single command entered on the command line.

Asasimple example, you can use this single command to display the status of the
f sync resource.

smnvl: ~ # crmresource status fsync
resource fsync is running on: smil

Or you can use the interactive method to display the same information:

smvl: ~ # crm

crn(live)# resource
crnm(live)resource# status fsync
resource fsync is running on: smil
crn(live)resource# end

crnm(live)# quit

smvl: ~ #

Tip: The cr mcommand has multiple levels. You can use the hel p keyword
to display the commands at each level and the valid options and arguments for
each command; for example, cr m hel p, crm resource hel p,orcrm
resource fail count help.
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For more information, see the cr m(8) man page and the SUSE Linux Enterprise High
Availability Extension High Availability Guide.

5.4.2 cr m gui

Thecr m _gui command provides a graphical interface to the SUSE Pacemaker
Cluster Resource Manager (CRM).

When the cr m_gui window opens, it is blank. Connect to the cluster with
Connection—Login, then log in asthe hacl ust er user. For the password, see
Passwords on page 14.

Figure 2. Pacemaker GUI (cr m gui ) Management Window
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Click on Management in the left panel to display node and resource status, as shown
in Figure 2. A green circle marks an node or resource that is running without errors; a
red circle marks an item with problems, such as an offline node or stopped resource.
Click on anode or resource to display status details (including errors) in the bottom
panel of the window.

Note: The management display marks one of the nodes with ( dc) , which stands
for designated coordinator. Thisis aPacemaker CRM concept that is not related to
the SMW's current active or passive role. The active SMW is not necessarily the
CRM designated coordinator.

For information on using cr m_gui , see the SUSE Linux Enterprise High Availability
Extension High Availability Guide.

5.4.3 crm_non

The SUSE cr m_non command allows you to monitor cluster status and
configuration. The output includes the number of nodes, host names, SMW status, the
resources configured in your cluster, and the current status of each resource.

By default (if no options are specified), cr m_non runs continuously, updating the
cluster status every 15 seconds. To display a single snapshot of cluster status, use
the - 1 option:

smwvl: # crmnon -1

Last updated: Fri May 31 16:47:25 2013

Last change: Tue May 28 19: 02:58 2013 by root via crmresource on snwl
St ack: openais

Current DC. smw2 - partition with quorum

Version: 1.1.6-b988976485d15cb702c9307df 55512d323831a5e

2 Nodes configured, 2 expected votes

16 Resources configured.

Online: [ sm2 smwl ]

stonith-1 (stonith:external /ipm): Started sml
stonith-2 (stonith:external /ipm): Started sma2
dhcpd (I sb: dhcpd): Started sml

cray-sysl og (I sb: cray-sysl og): Started smal

Clusterl P (ocf:: heartbeat: | Paddr2): Started smvl

Note: Thecr m_non output marks one of the nodes asthe Cur r ent DC, which
stands for designated coordinator. Thisis a Pacemaker CRM concept that is

not related to the SMW's current active or passive role. The active SMW is not
necessarily the CRM designated coordinator.

For more information, see the cr m_non(8) man page and the SUSE Linux Enterprise
High Availability Extension High Availability Guide.

S-0044-B 53



Installing, Configuring, and Managing SMW Failover on the Cray XC30™ System

5.4.4 crm.resource

The SUSE cr m r esour ce command displays resource information. To list the
cluster resources, execute the following command asr oot on either SMW.

smvl: ~ # crmresource -|
stonith-1
stonith-2
dhcpd
cray-sysl og
ClusterlP
Clusterl P1
Clusterl P2
Clusterl P3
Clusterl P4
fsync

honedi r

hss- daenons
Noti fication
m-fs

md-f s

nmysql d

For more information, seethe cr m_r esour ce(8) man page and the SUSE Linux
Enterprise High Availability Extension High Availability Guide.

5.4.5 Cray Cluster Commands

54

The Cray SMW HA software provides several commands to monitor the cluster
status, clean up resource problems, and configure migration thresholds.

Note: You must ber oot to execute these commands. Except as nhoted below, all
commands can be run on either the active or passive SMW.

« show fail counts: Displays the failcounts of all SMW failover resources
on both SMWs. This command shows the failcounts (number of failures) for
all resources on both SMWs.

Note: Theshow_f ai | count s command provides a quick way to access the
failcount data for al resourcesin an SMW HA cluster, rather than running
multiplecr mor crm f ai | count commands.

« show fail count: Displaysthe failcount of a specific SMW failover resource.
This command shows the failcount (number of failures) of the specified resource.
This command provides a simple way to display the failcount data of aresource,
rather than running the cr mor cr m_f ai | count command.

e clear_fail counts: Resetsthefailcountsfor al SMW failover resources.
This command resets the resource failcounts (number of failures) in an SMW HA
cluster. This command resets all resources on both the active and passive SMW.

Note: cl ear _f ai | count s providesaquick way to clear all failcount data,
rather than running multiplecr mor cr m f ai | count commands.
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e clean_resources: Cleansup al SMW failover resources on both SMWs.
This command sets each resource's status to the default clean state and sets the
failcount (number of failures) to O. If some resources did not start after system
boot or are marked as unclean after failover, you can use this command to quickly
clean up al resources on both SMWs.

Note: Thecommand cr m r esour ce cl eanup also cleans up resources,
but requires you to enter each resource name separately.

e set_migration_threshol d: Setsthe migration threshold for an SMW
failover resource. A migration threshold is defined as the maximum number of
failures (the failcount) allowed for the resource. If the failcount exceeds this
threshold, afailover occurs and management of all cluster resources migrates to
the other SMW, making it the active SMW. By default, the migration threshold
is1000000.

e show m gration_threshol d: Displaysthe migration threshold for an
SMW failover resource. A migration threshold is defined as the maximum
number of failures (the failcount) allowed for a resource (any type of service or
application that is managed by the Pacemaker Cluster Resource Manager, such as
adaemon or filesystem). If the failcount exceeds this threshold, a failover occurs
and management of all cluster resources migrates to the other SMW, making it
the active SMW. The original SMW will no longer be allowed to run the failed
resource until the resource's failcount is reset for that SMW.

Note: Before executing show_mi grati on_t hreshol d,

you must explicitly set the migration threshold with the

set _mgration_t hreshol d command. If the migration threshold has not
been set (that is, if it hasthe default value), show_mi grati on_t hreshol d

displays an error message.

e SMAMHAconfi g: Configures SMW failover on both SMWsin an SMW HA
cluster. After installing or updating the Cray SMW HA software, execute this
command on the active SMW to configure both SMWs through ssh.

Note: The SMAHAconf i g command must be run on the active SMW.

For more information, see the man pages for these commands.
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5.5 Monitoring the SMW HA Cluster

5.5.1 Displaying Cluster Status
Procedure 14. Displaying cluster and resource status

You can use some or al of the following steps to check the health of the SMW HA
cluster.

Note: You must execute the CRM and Cray SMW HA commands asr oot .
Unless otherwise noted, you can execute these commands on either SMW.

1. Verify that both SMWs are online.

smwl: # crmnon -1 | grep Online
Oline: [ smvl sma2 ]

2. Display the cluster status with cr m_non.

smwvl: # crmnon -1

Last updated: Fri My 31 16:47:25 2013

Last change: Tue May 28 19: 02:58 2013 by root via crmresource on snwl
St ack: openais

Current DC: sma2 - partition with quorum

Version: 1.1.6-b988976485d15cbh702c9307df 55512d323831a5e

2 Nodes configured, 2 expected votes

16 Resources configured.

Online: [ sm2 smvl ]

stonith-1 (stonith:external /ipm): Started sml
stonith-2 (stonith:external /ipm): Started sm2
dhcpd (I sb: dhcpd): Started sml
cray-sysl og (I sh: cray-sysl og): Started smal
Clusterl P (ocf:: heartbeat: | Paddr?2): Started sml
Clusterl P1 (ocf:: heartbeat: | Paddr?2): Started sml
Clusterl P2 (ocf:: heartbeat: | Paddr2): Started smvl
Clusterl P3 (ocf:: heartbeat: | Paddr?2): Started sml
Clusterl P4 (ocf:: heartbeat: | Paddr?2): Started sml
fsync (ocf::smw fsync): Started smwl
horedi r (ocf::heartbeat: Fil esystem: Started sml
hss- daenons (I'sb:rsns): Started smwl
Resource G oup: HSSG oup
m-fs (ocf::heartbeat: Fil esystem: Started sml
md-f s (ocf::heartbeat: Fil esystem: Started smvl
nysql d (ocf::heartbeat:nmysql): Started sml
Noti fication (ocf:: heartbeat: Mil To): Started smvll

Note: cr m_non may display the resourcesin a different order on your system.

Note that all resources run only on the active SMW (except for onest oni t h
resource, which is a special case). In the previous example, smwl isthe active
SMW.
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3. Display the status of the cluster resources.

smvl: # crmresource status

stonith-1 (stonith:external /ipm) Started
stonith-2 (stonith:external /ipm) Started
dhcpd (I sb:dhcpd) Started

cray-sysl og (I sb:cray-syslog) Started

Clusterl P (ocf::heartbeat:|Paddr2) Started
Clusterl P1 (ocf::heartbeat:|Paddr2) Started
Clusterl P2 (ocf::heartbeat:|Paddr2) Started
Clusterl P3 (ocf::heartbeat:|Paddr2) Started
Clusterl P4 (ocf::heartbeat:|Paddr2) Started
fsync (ocf::smm fsync) Started

honedi r (ocf::heartbeat: Filesystenm) Started
hss- daenons (I'sb:rsns) Started

Noti fication (ocf::heartbeat: Mail To) Started
Resource G oup: HSSG oup

m-fs (ocf::heartbeat: Filesystenm) Started
md- f s (ocf::heartbeat: Filesystem) Started
nysql d (ocf::heartbeat: nmysql) Started

For information on restarting a stopped resource, see If Resources Are Not
Running on page 67.

. Display failcount data for all resources.

smwl: ~# show fail counts

node=smwl scope=status nane=fail-count-stonith-1 val ue=0
node=smwvl scope=status nane=fail-count-stonith-2 val ue=0
node=smwvl scope=status nane=fail-count-dhcpd val ue=0
node=smwl scope=status name=fail-count-cray-syslog val ue=0
node=smwl scope=status nane=fail-count-C usterlP val ue=0

node=sm\2 scope=status nanme=fail -count-hss-daenons val ue=0
node=sm\2 scope=status nane=fail-count-Notification val ue=0
node=sm\2 scope=status nane=fail-count-m-fs val ue=0
node=sm\2 scope=status nanme=fail-count-nd-fs val ue=0
node=sm\2 scope=status nane=fail-count-mysqld val ue=0

Note: You can display the failcount data for a single resource on one SMW.

This example shows the failcount data for the f sync resource. (Replace smwX

with the actual SMW host hame.)

smwl: # show fail count smwX fsync
scope=status nane=fail-count-fsync val ue=0

For information on clearing the failcount values, see If Resources Are Not
Running on page 67.
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5. Test file synchronization by creating atemporary filein a synchronized directory
on the active SMW, then check for it on the passive SMW.

Note: This example assumes that smwl is the active SMW.

smwl: # cp /etc/notd /opt/cray/hss/default/etc/my_test file
smwl: # |s -l /opt/cray/ hss/default/etc/ny_test _file
smwl: # md5sum /opt/cray/ hss/default/etc/nmy_test _file

... (wait about 2 minutes for the next file synchronization operation to complete) ...
smvl: # ssh smw2

smn2: # |s -l /opt/cray/ hss/default/etc/ny_test_file
smn2: # md5sum /opt/cray/ hss/default/etc/nmy_test _file

Finally, return to the active SMW to delete the test file. Within several minutes,
the filewill be automatically removed from the passive SMW.

5.5.2 Displaying SMW Power Status

Procedure 15. Displaying SMW power status

If you are not near the SMW:s to check the LEDs, you can use one of the following
methods to display the power status for the SMWs:

1. Asr oot oneither SMW, usethe cr m_non command to check the SMW status.

smvl: # crmonon -1

Last updated: Mon Jul 15 15:32:58 2013

Last change: Wed Jun 26 11:35:09 2013 by root via crmattribute on sml
St ack: openais

Current DC. smwl - partition WTHOUT quorum

Version: 1.1.6-b988976485d15cbh702c¢9307df 55512d323831a5e

2 Nodes configured, 2 expected votes

16 Resources configured.

Online: [ smv ]
OFFLINE: [ sm2 ]

stonith-2 (stonith:external /ipm): Started smvl
dhcpd (I sb: dhcpd): Started smvll
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2. Asr oot on either SMW, usethei pm t ool command to check the power
status of a specific SMW.

Note: Replace sw-DRAC-IP-addr with the SMW's DRAC IP address.

smwl: # /usr/bin/ipmtool -1 lan -U root -H smw-DRAC-IP-addr -a chassis power status
Passwor d:
Chassi s Power is on

Note: At the password prompt, enter the root password for the DRAC.

For the procedure to restore power and join the SMW to the cluster, see If an SMW is
Powered Off on page 69.

5.6 Customizing Your SMW HA Cluster

5.6.1 Configuring Failover Notifications

The SMW HA softwareincludesaNot i f i cat i on resource that automatically
sends email when a failover occurs. Only one recipient (asingle user ID or email
group) is alowed. Thisresourceis configured during initial installation.

If afailover occurs, the Not i fi cati on resource sends several messages that are
similar to the following examples.

From root [mailto:root @mv nonej

Sent: Thursday, June 06, 2013 9:20 PM

To: Cray Cluster Adm nistrator

Subj ect: ***Alert*** A Failover may have occurred. Please investigate! Mgrating resource
away at Thu Jun 6 21:20:25 CDT 2013 from smvi

***Alert*** A Failover may have occurred. Please investigate! Mgrating resource away
at Thu Jun 6 21:20:25 CDT 2013 from smwvl

Command |ine was:
/usr/lib/ocf/resource.d//heartbeat/Mil To stop

From root [mailto:root @mv nonej

Sent: Thursday, June 06, 2013 9:20 PM

To: Cray Cluster Admi nistrator

Subject: ***Alert*** A Failover may have occurred. Please investigate! Takeover in progress
at Thu Jun 6 21:20:25 CDT 2013 on sma2

***Alert*** A Failover may have occurred. Please investigate! Takeover in progress
at Thu Jun 6 21:20:25 CDT 2013 on sma2

Command |ine was:
/fusr/liblocf/resource.d//heartbeat/Miil To start
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Procedure 16. Changing failover notification

Note: Only one email addressis alowed. To send notificationsto multiple
addresses, you can create a group email alias that includes all necessary email
addresses.

1. Asr oot on either SMW, execute the following cr m r esour ce command.

smwl: # crmresource param Notification set email|l address@ourdomain. com

2. Verify the setting.

smwl: # crmresource param Notification show enmil
address@ourdomain. com

5.6.2 Managing Synchronized Files
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Thef sync resource controls file synchronization operations. If f sync stops, no file
synchronization occurs.

Procedure 17. Monitoring the f sync resource

» To check the status of the f sync resource, execute the following command as
r oot on either SMW:

smwl: # crmnon -1 | grep fsync
fsync (ocf::smw fsync): Started smal

For information on restarting a stopped f sync resource, see If Resources Are
Not Running on page 67.

Procedure 18. Adding site-specific synchronized files

Thefile/ et c/ csync2/ csync2_cr ay. cf g specifiesthe Cray-specific filesand
directories that must be synchronized, as well as small filesthat are convenient to

keep in sync.

Warning: Cray recommends that you not change the list of synchronized files, or
add only small filesto/ et ¢/ csync2/ csync2_cray. cfg. If csync2 must
synchronize alarge amount of data, it can become overloaded and failures may
not be readily apparent.

For example, do not synchronize the following filesor directories:

* /[hone

e /hone/crayadni . ssh/aut hori zed_keys

e /opt/xt-imges (Cray boot images are very large)
e Very largefiles

» Directories that change frequently

Tip: You can usescp to copy an unsynchronized file (such as new boot image)
or directory to the other SMW, asin this example:

smwvl: # scp -pr smwl: / path/ file smw2: / path/ file
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» To add asite-specificfile or directory, add the full path (one entry per line) to
/etc/csync2/csync2_cray. cf g. Commentsin thisfileexplain how to
make changes.

Important: The parent directories for al entriesin thisfile must already
exist on the passive SMW. In some cases, you must either manually create
directories on the passive SMW or copy the directory structure from the active
SMW. With either method, be sure that owner, group, and permissions are
maintained, because csync?2 can be sensitive to mismatches.

Note: For asymboalic link, only the link itself is synchronized, not the content
(destination) of the symboalic link.

5.6.3 Setting the Migration Threshold for Resources

Theset _nigration_threshol d command sets the migration threshold for a
resource in an SMW HA cluster. A migration threshold is defined as the maximum
number of failures (the failcount) allowed for the resource. If the failcount exceeds
this threshold, a failover occurs and management of all cluster resources migrates to
the other SMW, making it the active SMW. By default, the migration threshold is
1, 000, 000.

Important: Cray recommends that you either |leave migration thresholds at the
default values or set them to avery high value until you have experience with
SMW HA operation. Migration threshold settings that are too low could cause the
resource to be ineligible to run if the failcount exceeds that value on both SMWs.
If lower settings are used, Cray recommends that you monitor failcounts regularly
for trends and clear the failcount values as appropriate. Otherwise, transient errors
over time could push failcount values beyond the migration threshold, which could
lead to one of the following scenarios:

» Failovers could be triggered by atransient error condition that might otherwise
have been handled by a less disruptive mechanism.

* Failovers might not be possible because both SMWs have exceeded the
migration threshold.
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Procedure 19. Setting the migration threshold for a resource
Note: Execute these commandsasr oot on either SMW.

1. Determine the resource name. To display alist of resource names, execute the
crm._resour ce command.

smvl: # crmresource -|

2. Usetheset _m gration_threshol d command to change the migration
threshold for a resource.

Note: For resource, specify aresource name. For value, specify an integer
in the range of 0 - 1000000.

smwl: # set_migration_threshol d resource value

3. Verify the change.

smwl: # show_migration_threshol d resource

For more information, seetheset _mi grati on_t hr eshol d(8) man page.

5.7 Handling Failover
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The following critical events cause a failover from the active SMW to the passive
SMW:

* Hardware fault on the active SMW.
¢ Lost heartbeat between the two SMWs.
» Kernel fault (panic) on the active SMW.

» Failed resource (HSS daemon or cluster service). If aresource stops, the cluster
manager automatically restartsit and increments the failcount by 1. When the
failcount exceeds the migration threshold (by default, 1, 000, 000), afailover
OCCUrs.
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The failover type (STONITH or non-STONITH) depends upon whether the newly
active SMW can determine the health of the failing SMW. A STONITH failover
occurs only if there is no other way for the new SMW to ensure the integrity of the
cluster.

In the case of STONITH failover, the original SMW is powered off (via

the STONITH mechanism) if it is not already off. This guarantees that

file synchronization is stopped and the failed SMW no longer holds any
cluster-managed resources so that the new SMW will have exclusive access to
those resources.

In the case of non-STONITH failover, the original SMW is still powered up. In
addition:

— HSS daemons are stopped on the original SMW.
— Lightweight Log Manager (LLM) logging to shared disk is stopped.
— File synchronization (csync2) between SMWsiis stopped.

— Theshared storage versions of / hone, / var/ opt / cray/ di sk/ 1, and
/var/libl/nmysqgl areunmounted on the original SMW.

— Network connectionsusing the et h0, et h1, et h2, et h3, and et h4 virtual
| P addresses are dropped and those interfaces begin accepting connections to
their actual |P addresses only.

For both types of failover, the following actions then occur on the new SMW:
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The et h0, et hl, et h2, et h3, and et h4 interfaces begin accepting
connections using the virtual 1P addresses in addition to their actual 1P addresses.

The shared storage versions of / horne, / var / opt / cr ay/ di sk/ 1, and
[var/lib/nysqgl are mounted on the new SMW.

File synchronization (csync?2) between SMWs usually resumes (depending on
the reason for failover).

LLM logging to the shared disk resumes.
The HSS database (MySQL) is started on the original SMW.

HSS daemons are started on the new SMW (including, if necessary, any
xt boot sys-initiated daemons).
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Important: When failover occurs:

* All user commands that were started from the active SMW are terminated.
These commands must be restarted on the new active SMW. The restarted
commands might not start with the same internal states, if those commands
do not provide persistent capabilities.

* During failover, if there is no communication between the SMW and the Cray
mainframe for about 30 seconds, workload throttling can occur. For more
information, see Limitations of SMW Failover on page 48.

5.7.1 Restoring Normal Operations After Failover

While afailover is automatic, adding the failed SMW back into the cluster requires
manual intervention to identify the reason for failover, take corrective action if
needed, and return the failed SMW to an online state. Ancther failover (that is, a
"failback" to the originally active SMW) is not possible until the failed SMW returns
to online status and its failcounts are cleared so that it is eligible to run all cluster
resources.

Procedure 20. Restoring normal operations after failover

1. Identify and fix the problems that caused the failover (such as a hardware fault,
kernel panic, or HSS daemon issues).

Tip: Use the following methods to help diagnose problems:

* Executetheshow f ai | count s command and note any resources with
non-zero failcounts.

* From the active SMW, examine
/var/opt/cray/| og/ smanessages- yyyymmdd for relevant

messages.
* Examine the failing SMW for additional clues.

— For anon-STONITH failover: In most cases, the failing SMW will still
be running; additional clues may be available in dmesg or via other
commands.

— For aSTONITH failover: The failing SMW will be powered off.
Before powering it back on, place it into standby mode so that it does
not automatically try to rejoin the cluster at startup before we are
assured that it isin fact healthy. For more information, see Procedure
22 on page 67.
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2. Log into the failing SMW (either from the console or remotely by using the
actual host name). Identify the reason for the failure and take corrective action
as needed. This might include administrative actions such as freeing space on
afilesystem that has filled up or hardware actions such as replacing afailing
component.

3. After the SMW isready to rgjoin the cluster, runthe cl ean_r esour ces
command as described in Procedure 22 on page 67. This command also resets
all failcounts to zero.

Note: After running the cl ean_r esour ces, wait several minutes for
cluster activity to settle. You can check cluster status with thecr m_non -1
command.

4. Return the SMW to online status as the passive SMW.
Note: Replace smw2 with the host name of the failed SMW.

smvl: # crmnode online smw2

5.7.2 Manually Causing Failover

From an operational perspective, both SMWs are equal peers. Because the
recommended access is by virtual host name, it usually does not matter which SMW
is active and which is passive. However, the following procedure can be used to
switch their roles.

Procedure 21. Performing a manual failover

1. Asr oot on the active SMW, put the active SMW into standby mode. This
command forces a failover, which stops al resources on the active SMW and
moves them to the passive SMW.

smwl: # crm node standby smwl
At this point, the other SMW (sma2) is now the active SMW.
2. Bring the previoudly active SMW (smal) online as the passive SMW.

smvl: # crmnode online smwl

3. Check the cluster status.

smwl: # crmnon -1
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This chapter describes how to troubleshoot issues on an SMW HA system.

6.1 If Resources Are Not Running

A successful failover should restart all cluster-managed resources on the other SMW.
Unless the cluster has been placed into maintenance mode, stopped resources do

not occur during normal operation. A stopped resource usually indicates that the
resource's failcount on the active SMW has exceeded the migration threshold for

that resource and that no failover is possible because the passive SMW is offline,
unclean, or is also not eligible to run that resource (typically, because its fail count has
also exceeded the migration threshold).

Procedure 22. Restarting stopped resources

You can use this procedure on either the active or passive SMW. Execute the
commands in this procedure asr oot .

1. Usethe following commands to check the status of cluster resources:

Executethe cr m_gui command, then check the 'Management' display and
verify that al resources are marked with green circles (see Figure 2).

Execute the following command asr oot on either SMW.

smvl: # crmresource status

stonith-1 (stonith:external /ipm) Stopped
stonith-2 (stonith:external /ipm) Started
dhcpd (Isb:dhcpd) Started

cray-sysl og (I sh:cray-syslog) Started

Clusterl P (ocf::heartbeat:|Paddr2) Started
Clusterl P1 (ocf:: heartbeat:|Paddr2) Started
Clusterl P2 (ocf:: heartbeat:|Paddr2) Started
Clusterl P3 (ocf::heartbeat:|Paddr2) Started
Clusterl P4 (ocf::heartbeat:|Paddr2) Started
fsync (ocf::smwfsync) Started

horedi r (ocf::heartbeat: Fil esystem) Started
hss- daenons (I'sb:rsns) Started

Noti fication (ocf:: heartbeat: Mail To) Stopped
Resource G oup: HSSG oup

m-fs (ocf::heartbeat: Fil esystem) Started
nd-fs (ocf::heartbeat: Fil esystem) Started
nysql d (ocf::heartbeat: mysql) Started

The status St opped is usualy caused by exceeding the failcount for a resource.
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2. Display the failcount data for al resources.

smwl: ~# show_ fail counts

node=smwl scope=status nane=fail-count-stonith-1 val ue=0
node=smwvl scope=status nane=fail-count-stonith-2 val ue=0
node=smwvl scope=status nane=fail-count-dhcpd val ue=0
node=smwl scope=status name=fail-count-cray-syslog val ue=0

Note: You can also use the show_f ai | count command to display the
failcount data for a single resource on the specified SMW.

Note: Replace smw with the SMW host name.

smwl: # show failcount smw fsync

3. Clear the failcounts and return all values to zero.

smwl: # clear_failcounts

Clearing fail count on node smal

Clearing failcount on node=smwl for resource=stonith-1
Clearing fail count on node=smwl for resource=stonith-2
Clearing fail count on node=smwl for resource=dhcpd
Clearing failcount on node=smwl for resource=cray-syslog
Clearing failcount on node=smwl for resource=Cl usterlP

Clearing fail count on node=smn2 for resource=hss-daenons
Clearing failcount on node=smw2 for resource=Notification
Clearing fail count on node=smn2 for resource=nm-fs
Clearing failcount on node=sman2 for resource=nd-fs
Clearing failcount on node=smw2 for resource=nysqld

4. After dl failcounts have been cleared, the resource should be up and running.
Check the cluster status again to verify that the resource has been restarted.

smvl: # crmresource status

stonith-1 (stonith:external /ipm) Started
stonith-2 (stonith:external /ipm) Started
dhcpd (I sb:dhcpd) Started

cray-sysl og (I sh:cray-syslog) Started

Clusterl P (ocf::heartbeat:|Paddr2) Started
Clusterl P1 (ocf::heartbeat:|Paddr2) Started
Clusterl P2 (ocf::heartbeat:|Paddr2) Started
Clusterl P3 (ocf::heartbeat:|Paddr2) Started
Clusterl P4 (ocf::heartbeat:|Paddr2) Started
fsync (ocf::smw fsync) Started

homedi r (ocf::heartbeat: Filesystem) Started
hss- daenons (I'sb:rsns) Started

Noti fication (ocf::heartbeat: Mail To) Started
Resource G oup: HSSG oup

m-fs (ocf::heartbeat: Filesystenm) Started
md-f s (ocf::heartbeat: Filesystenm) Started
nmysql d (ocf::heartbeat: mysql) Started
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5. If not al resources have started, executethecl ean_r esour ces command.

smwl: # cl ean_resources

Cl eani ng resources on node smal

Cl eani ng resource on node=smwl for resource=stonith-1
Cl eaning resource on node=smwl for resource=stonith-2
Cl eani ng resource on node=smwl for resource=dhcpd

Cl eani ng resource on node=smwl for resource=cray-syslog
Cl eani ng resource on node=smnl for resource=Cl usterlP
Cl eani ng resource on node=smnl for resource=C usterl Pl
Cl eaning resource on node=smwl for resource=C usterl P2

Cl eani ng resources on node smv2
Cl eaning resource on node=smM2 for resource=stonith-1
Cl eaning resource on node=smM2 for resource=stonith-2

Cl eani ng resource on node=smn2 for resource=Notification

6.2 If an SMW is Powered Off

If acritical event happens, one of the SMWs may be powered off. After resolving the
problem, use the following procedure to power on the SMW and join it to the cluster.

Procedure 23. Returning an SMW to the HA cluster after it has been powered off

1. Asr oot on either SMW, check the SMW status with the cr m_non command.

smwl: # crmnon -1

Last updated: Mon Jul 15 15:32:58 2013

Last change: Wed Jun 26 11:35:09 2013 by root via crmattribute on sml
Stack: openais

Current DC. smwl - partition WTHOUT quorum

Version: 1.1.6-b988976485d15ch702c9307df 55512d323831a5e

2 Nodes configured, 2 expected votes

16 Resources configured.

Oline: [ smv ]
OFFLINE: [ sm2 ]

stonith-2 (stonith:external /ipm): Started smwl
dhcpd (I sb: dhcpd): Started smwvll
2. Determine the cause of the problem and resolve it before continuing with this
procedure.

3. On the active SMW, put the passive SMW into standby mode.
Note: Replace smw2 with the host name of the passive SMW.

smwl: # crm node standby smw2
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4. Check the power status of the passive SMW.

Note: Replace smw2-DRAC-1P-addr with the passive SMW's DRAC IP
address.

smwl: # /usr/bin/ipmtool -1 lan -U root -H smw2-DRAC-IP-addr -a chassis power status
Passwor d:
Chassis Power is off

Note: Atthe Passwor d: prompt, enter the root password for the DRAC.
5. If the power statusis of f , use the following command to turn power on.

Note: Replace smw2-DRAC-1P-addr with the passive SMW's DRAC IP
address.

smwl: # /usr/bin/ipmtool -1 lan -U root -H smw2-DRAC-IP-addr -a chassis power on
6. Verify the changed power status.

Note: Replace smw2-DRAC-1P-addr with the passive SMW's DRAC IP
address.

smwl: # /usr/bin/ipmtool -1 lan -U root -H smw2-DRAC-IP-addr -a chassi s power status
Passwor d:
Chassis Power is on

Note: Atthe Passwor d: prompt, enter the root password for the DRAC.
7. Wait for the SMW to reboot.
8. Join the passive SMW to the cluster.

Note: Replace smw2 with the host name of the passive SMW.

smwl: # crm node online smw2

6.3 If STONITH Keeps Killing an SMW

If the cluster manager keeps killing one or both SMWs, it usually means that the

cluster has lost the heartbeat because of a communication issue. In this situation,

check that the et h2 and et h4 cables are connected correctly on each SMW. For
more information, see Network Connections on page 12.
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6.4 If Failover Occurs During the xt boot sys Boot Process
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The SMW failover feature does not support failover during boot and certain other
HSS operations. If afailover should occur during an xt boot sys session, it is
possible that an HSS database |ock could remain in place, causing subsequent boot
attemptsto fail witha" Locki ng conponents fail ed" message that is
similar to this example:

Net wor k t opol ogy: cl ass 2

Nodei d| Fl ags: Result

pO| nof | ags|: Locking conponents failed

Sat Feb 02 11:38:22 CST 2013

It took O seconds for 'xtcli' to conplete.

"xtcli -s boot SNLO -o bootnode p0' conpleted with status 254
WARNI NG 'xtcli' could not find any nodes to boot

"crns_boot | oadfile SNLO bootnode pO |inux' apparently failed

If this problem occurs, use the following procedure to clear the HSS lock.
Procedure 24. Clearing an HSS lock after failover occurs during mainframe boot

1. Ascr ayadmon the active SMW, determine the lock ID.

crayadm@mwl: ~> xtcli | ock show
Net wor k t opol ogy: class 2
======== SM Session | nfo ========
:3:s50: ntoken=0

session id: 1

tine : Sat Feb 2 11:22:16 2013
target type: rt _node

nmenbers: c0-0

Inthisexample, theline": 3: sO:  nt oken=0" indicates that service number
3 (boot manager) holdsalock. Thelock ID isshownintheline"sessi on i d:
1", indicating alock ID of 1.

2. On the active SMW, manually clear the lock.

Note: Replace id-number with the actual lock ID.

crayadm@mwl: ~> xtcli |ock -u id-number
Net wor k t opol ogy: class 2

3. Verify that the lock has been cleared.

crayadm@mwl: ~> xtcli | ock show
Net wor k t opol ogy: class 2
======== SM Session | nfo ========
No session found in the SM
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4. If thelock remainsin place, log into the active SMW asr oot and restart HSS.

Note: Replace smw1 with the host name of the active SMW.

crayadm@nmwl: ~> ssh root @Gmwl
Passwor d:

smwl: # /etc/init.d/rsms restart

5. Ensure that CLE is not running (that is, the boot node is not partially or fully
booted) before running xt boot sys again.

crayadm@mv. ~> pi ng boot

6.5 If System Settings Are Lost After a Failover During

Discovery

72

If afailover occurs during the system discovery process, you must rerun the

xt di scover command on the other SMW once failover completes. However, if a
failover occurs early in the xt di scover process, manual intervention is required
to recover the system settings.

After rerunning xt di scover , check whether the prompts for the boot node,

SDB node, and cpio archive have reverted to default settings (cO- 0c0s0On1,
c0-0c1s0nl, and/ raw0, respectively) instead of the system's previous settings.
Information about disabled nodes may also be missing.

xt di scover automatically backs up the HSS database before starting, so previous
settings can be recovered if this problem occurs.

Note: The HSS database is saved in
/ homre/ cr ayadm hss_db_backup/ db_backup. *. sql .

Procedure 25. Recovering system settings after failover during discovery

1. Restore the previoudy saved HSS database, as described in the NOTES section of
the xt di scover (8) man page. The recovery procedure is the same as that for
a system with asingle SMW.

2. Rerun xt di scover.
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6.6 Correcting Problems with File Synchronization

S-0044-B

If file synchronization does not seem to be working, use the following procedure to
check for basic problems.

Procedure 26. Checking for file synchronization problems

1. Check the/ var/ opt/cray/ | og/ smmessages filefor the following
file is marked dirty erroror any other f sync errors.

Wi le syncing file /etc/corosync/corosync. conf:
ERROR from peer hex-14: File is also marked dirty here!
Finished with 1 errors.

2. Check that exactly one cor osync processis running on each SMW. Execute the
following ps command on both SMWs.

smwl: # ps h -C corosync
10840 ? Ssl 3:45 [usr/sbin/corosync
smvl: # ssh smw2

smn2: # ps h -C corosync
7621 ? Ssl 2: 44 [usr/sbhin/corosync

If you see multiple cor osync processes, continue to the following procedure.
Procedure 27. Stopping extra cor osync processes

If file synchronization (csync?2) does not seem to be working and no explanation
canbefoundinthe/ var/ opt/ cray/| og/ smmressages- yyyymmdd file, use
the following procedure to ensure that both SMWs are running one (and only one)
instance of the cor osync daemon.

1. Check the status of the cor osync process on both SMWs.
2. Stop the OpenAlS service on both SMWs.
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Important: Stopping OpenAlSislikely to trigger afailover.

smwl: # /etc/init.d/ openais stop
St oppi ng OpenAl S/ corosync daenon (corosync): 1

smn2: # /etc/init.d/ openais stop
St oppi ng OpenAl S/ corosync daenon (corosync): 1

N

3. Verify that cor osync isno longer running on either SMW.

smwl: # ps h -C corosync
sm\2: # ps h -C corosync

4. If cor osync istill running on either SMW, attempt to kill it manually.

smwl: # killall -9 corosync
smw2: # killall -9 corosync

5. Once no cor osync processes are running on either SMW, restart OpenAlS on
both SMWs.

smwl: # /etc/init.d/ openais start
Starting OpenAl S/ Corosync daenon (corosync): starting... OK

smn2: # [etc/init.d/ openais start
Starting OpenAl S/ Corosync daenon (corosync): starting... OK
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If problems occur during system configuration and testing, it may be helpful to
convert the SMW HA cluster back to two unclustered SMWs. The following
procedure describes how to disable the cluster configuration without uninstalling
cluster software, so that the system can be converted back to a cluster in the future. To
avoid the interference between the two SMWSs, the second SMW will be powered off.

The following information is required for this procedure:
*  DRAC IP address of the both SMWs.
e Virtual host name and | P address for the cluster.

» Device names of the shared directories on the boot RAID (/ hone,
[var/libl/nysqgl,and/var/opt/cray/di sk/1). These device names
were defined the smwha_ar gs fileduring cluster configuration; see step 12 in
Procedure 5 on page 21.

Procedure 28. Disabling an SMW cluster

Note: The examplesin this procedure show the host names cr ay- snw (virtual
host name for the cluster), smwl, and smw2. Substitute the actual host names for
your system.

1. Loginasr oot tothefirst SMW.
2. Put both SMWs in standby mode.

Note: Replace smwl with the host name of the first SMW. Replace smw2 with
the host name of the second SMW.

smwl: # crm node standby smwl
smwl: # crm node standby smw2

3. Oneach SMW, editthe/ et ¢/ sysconfi g/ net wor k/i f cf g- et h* filesto
restore the original |P addresses for the Ethernet ports (et hl, et h2, et h3,
and et h4).

Note: This step assumes that your site uses the standard fixed | P addresses for
these ports. If your site uses different | P addresses, ensure that the final digit in
the dotted quad is 1, not 2 or 3 (that is, use the virtua |P address).

a In/etc/sysconfig/ network/ifcfg-ethl, changethel PADDR
valueto' 10. 1. 1. 1/16".
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In/etc/sysconfig/ network/ifcfg-eth2, changethel PADDR
valueto' 10. 2. 1.1/ 16" .

In/ etc/sysconfi g/ network/ifcfg-eth3, changethel PADDR
valueto' 10. 3. 1. 1/ 16" .

In/etc/sysconfig/ network/ifcfg-eth4, changethel PADDR
valueto' 10. 4. 1.1/ 16" .

4. Set up the service configuration.

a

Execute the following commands on s mwl:
smwl: # chkconfig openais off

smwl: # chkconfig cray-newatcher on
smwl: # chkconfig xinetd off

smwl: # chkconfig dbMonitor on

smwl: # chkconfig nmysqgl on

smwl: # chkconfig rsms on

On sma2, execute the following chkconf i g command:

smn2: # chkconfig openais off

5. From the first SMW, power off the second SMW (smw2). For drac-ip-address,
specify the DRAC IP address of smn2.

smwl: # /usr/bin/ipmtool

-1 lan -U root -H drac-ip-address -a chassi s power off

Note: Enter the root password when prompted.

6. Change the actual host name and | P address of the first SMW to the virtual host
name and | P address of the cluster, so that users can use the same name to access
the system. (For example, change smwl to cr ay- snw.)

a

Executeyast 2 to open the YaST 2 Control Center

smvl: # yast2

Note: For the GUI version of YaST, either execute this command on
the SMW console or connect via an ssh connection with X11 port
forwarding.

In the left menu panel, select the Networ k Services group.

In the right panel, select Hostnames. The Host Configuration window
opens.

Select smwd from the Current Hosts list, then click Edit. A pop-up window
displays the IP address, host name, and host aliases for the selected host.
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e. Change to the cluster's virtual host name and | P address.
* |P Address: Enter the cluster's virtual |P address.

» Hostname: Enter the cluster's virtual host name (for example,
cray- sm.

» Host Aliases: Enter the cluster's virtual host name (for example,

cray- sm.
f. Click OK to confirm your changes.

g. Click Finish to save your changes and close the Host Configuration
window.

h. Closethe main YaST2 window to exit yast 2.

7. Edit/ et c/ f st ab to restore to the mount points for the local disks. Add
mount pointsto the local disksfor/ var/ i b/ mysql (MySQL database) and
/var/opt/cray/di sk/ 1 (log directory).

After this change, the SMW will use the local disks for the MySQL database
and log directory.

Note: The original dataisleft on the boot RAID. If you need to recover the
shared data, you can mount the boot RAID disks and copy the data to the local
disks. The RAID disk names are recorded in the smwha_ar gs file.

8. Reboot the first SMW.

smvl: # reboot

The first SMW now functions as a standard, unclustered SMW with the host name
cray- smw.
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