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Keep this User's Guide handy for quick reference when necessary.
SAFETY INDICATIONS
To use Fault Tolerant Server series safely, follow the instructions in this User's Guide.

This guide explains components that pose a danger, types of dangers, and actions taken to prevent them; such
components are labeled warning.

This guide and warning labels use “WARNING” and “CAUTION" to indicate a danger depending on the degree. These
terms are defined as follows:

Indicates a danger that could lead to a death or serious injury.

A CAUTION Indicates a danger that could lead to a burn, other injuries or damage to

physical assets.

This guide uses the following three types of symbols to give indications and precautions against a danger. They are
defined as follows:

Indicates that there is a risk of danger. Each image symbolizes a particular type of
danger. (Attention)

Indicates what you must not do. Each image symbolizes a particular type of
prohibition. (Prohibited actions)

Indicates what you must do. Each image symbolizes a particular type of action
necessary to avoid a danger. (Mandatory actions)

o>

(Example)
Symbol to draw attention
/ Term indicating a degree of danger
|
[ CAUTION
High temperature.
f} Immediately after the power-off, system components such as hard disk are
very hot. Wait the server to cool down completely before adding/removing
‘ some component.
\
Symbol indicating a prohibited Description of a danger

action (may not always be
indicated)



SYMBOLS USED IN THIS USER'S GUIDE AND WARNING LABELS

Attention

Indicates a risk of an electric shock.

Indicates a risk of a personal injury due to heat.

Indicates a risk of catching your fingers.

Indicates a risk of a fire or smoke.

Indicates a general precaution or warning that is not defined herein.

Indicates a risk of losing eyesight due to laser beam.

Indicates a risk of an explosion.

Indicates a risk of a personal injury.

e el e

Prohibited actions

Indicates a general prohibition that is not defined herein.

Do no touch the indicated area. There is a risk of an electric shock or fire.

Do not touch with wet hands. There is a risk of an electric shock.

Keep from flame. There is a risk of a fire.

Avoid using water or liquid nearby. If it spills on the equipment, there is a risk of an
electric shock or fire.

Do not disassemble, repair, or modify the equipment. There is a risk of an electric
shock or fire.

S| @Bz e]%,

Mandatory actions

Unplug the server. There is a risk of an electric shock or fire.

Indicates a general action to take that is not defined herein. Make sure to follow the
instructions.

SN




NOTE: This equipment has been tested and found to comply with the limits for a Class A digital device, pursuant to
Part 15 of the FCC Rules. These limits are designed to provide reasonable protection against harmful interference when
the equipment is operated in a commercial environment. This equipment generates, uses, and can radiate radio
frequency energy and, if not installed and used in accordance with the instruction manual, may cause harmful
interference to radio communications. Operation of this equipment in a residential area is likely to cause harmful
interference in which case the user will be required to correct the interference at his own expense.

This class A digital apparatus meets all requirements of the Canadian Interference-Causing Equipment
Regulations.

Cet appareil numérique de la classe A respecte toutes les exigences du Reglement sur le matériel brouilleur du Canada.

This system is classified as a CLASS 1 LASER PRODUCT. This label id located on the internal

CLASS 1 DVD-ROM installed in your system.
LASER PRODUCT

NOTE: This product provides resistance against hardware faults with its redundant hardware modules. However, this
does not mean complete fault-tolerance is assured. For example, there is a risk of system down when:
— A fatal fault occurs in software.
— Both modules within a redundant hardware pair break down.
— A fatal fault occurs in a non-redundant component, such as the clock generator circuitry or the interconnect
backplane.
— The entire system is cut off from AC power.

Trademarks and Patents
EXPRESSBUILDER, NEC ESMPRO and NEC DianaScope are trademarks of NEC Corporation.

Microsoft, Windows, Windows Server, Windows NT, and MS-DOS are registered trademarks of Microsoft Corporation
in the United States and other countries.

Intel and Pentium are registered trademarks of Intel Corporation.

AT is a registered trademark of International Business Machines Corporation in the United States and other countries.
Adobe, the Adobe logo, Acrobat, and the Acrobat logo are trademarks of Adobe Systems Incorporated.

Datalight is a registered trademark of Datalight, Inc. ROM-DOS is a trademark of Datalight, Inc.

Xeon is a trademark of Intel Corporation in the United States. DLT and DLTtape are trademarks of Quantum
Corporation in the United States.

Mozilla is a registered trademark of Mozilla Foundation.
Netscape is a registered trademark of Netscape Communications Corporation in the United States and other countries.
Java is a registered trademark of Sun Microsystems, Inc in the United States and other countries.

All other product, brand, or trade names used in this publication are the trademarks or registered trademarks of their
respective trademark owners.

Microsoft Windows Server 2003 R2 Standard x64 edition operating system and Microsoft Windows Server 2003 R2
Enterprise x64 Edition operating system or Microsoft Windows Server 2003 Enterprise x64 Edition operating system
are called Windows Server 2003 x64 Edition for short. Microsoft Windows Server 2003 R2 32-bit Standard Edition
operating system, Microsoft Windows Server 2003 R2 32-bit Enterprise Edition operating system, Microsoft Windows
Server 2003 Standard Edition operating system and Microsoft Windows Server 2003 Enterprise Edition operating
system are called Windows Server 2003 for short. Microsoft Windows 2000 Server operating system, Microsoft
Windows 2000 Advanced Server operating system and Microsoft Windows 2000 Professional operating system are
called Windows 2000 for short. Microsoft Windows Vista Business operating system is called Windows Vista for short.
Microsoft Windows XP Professional x64 Edition operating system is called Windows XP x64 Edition for short.
Microsoft Windows XP Home Edition operating system and Microsoft Windows XP Professional operating system are
called Windows XP for short. Microsoft Windows NT Server network operating system version 3.51/4.0 and Microsoft
Windows NT Workstation operating system version 3.51/4.0 are called Windows NT for short. Microsoft Windows
Millennium Edition Operating System is called Windows Me for short. Microsoft Windows 98 operating system is
called Windows 98 for short. Microsoft Windows 95 operating system is called Windows 95 for short. Names used with



xi

sample applications are all fictitious. They are unrelated to any existing product names, names of organizations, or
individual names.

AVOCENT and DVC (DAMBRACKAS VIDEO COMPRESSION) are registered trademarks of US AVOCENT in the
United States and other countries.
The ft remote management card, adopts the DVC technology of AVOCENT US.

The patent numbers for the DVC technology of AVOCENT US:

US Patent Number: 5,732,212/5,937,176/6,633,905/6,681,250/6,701,380 (other patents pending)
Taiwanese Patent Number: 173784

European Patent Number: 0 740 811

To prevent voltage sag:

This product may be affected by voltage sag caused due to lightning. To prevent voltage sag, you are recommended to
use an AC uninterruptible power supply (UPS) unit.

Notes:

(1) No part of this manual may be reproduced in any form without prior written permission of the manufacturer.
(2) The contents of this manual are subject to change without prior notice.
(3) The contents of this manual shall not be copied or altered without prior written permission of the manufacturer.

(4) All efforts have been made to ensure the accuracy of all information in this manual. If you find any part unclear,
incorrect, or omitted in this manual, contact the sales agent where you purchased this product.

(5) The manufacturer assumes no liability arising from the use of this product, nor any liability for incidental or
consequential damage arising from the use of this manual regardless of (4) above.
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PREFACE

Welcome to the Fault Tolerant Server series.

Fault Tolerant Server series is a “fault-tolerant (ft)” server focusing on “high reliability” in terms of fault-tolerance, in
addition to “high performance,” “scalability,” and “general versatility” provided by the series. In the event of trouble, its
dual configuration will allow the system to instantaneously isolate the failed parts to assure non-stop running; operation
will be moved smoothly from one module to the other, minimizing damage to it. You can use this Fault Tolerant Server
series in a mission-critical system where high availability is required. By the use of Windows Server 2003 operating
system, it also provides outstanding openness for general-purpose applications, etc.

To make the best use of these features, read this User's Guide thoroughly to understand how to operate Fault Tolerant
Server series.
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ABOUT THIS USER'S GUIDE

This User's Guide helps a user to properly setup and use the product.
Consult this guide to ensure safety as well as to cope with trouble during a system setup and daily operation.
Keep this manual handy.

This User's Guide is intended for users who have a good knowledge on the basic use of Windows operating systems and
general 1/O devices such as a keyboard and mouse.

How to Use This User's Guide

This guide consists of eight chapters and appendices. To help you find a solution quickly, the guide contains the
following information:

For descriptions on setting up this product, see the separate volume “User’s Guide (Setup).”

Read “Precautions for Use” first.

Before going on to main chapters, be sure to read “Precautions for Use.” These precautions are very important for using
the product safely.

Chapter 1 Precautions for Use
This chapter describes precautions necessary to use the product safely and properly. Be
sure to read this chapter before using the product. It also provides information on user
support. It will be helpful when you need maintenance service, support, etc.

Chapter 2 General Description
This chapter describes what you should know about the product: its component names,
functions, operating procedures as well as handling of devices and other parts.

Chapter 3 Windows Setup and Operation
This chapter describes setup and operation specific to the product when it is on
Windows.

Chapter 4 System Configuration
This chapter describes how to make settings of built-in basic input/output system. It also
describes factory-shipped parameters.

Chapter 5 Installing and Using Utilities
This chapter describes features and operating procedures of a standard utility
“EXPRESSBUILDER.” It also describes procedures to install and operate various
software programs contained in its DVD.

Chapter 6 Maintenance
This chapter describes maintenance procedures and use of maintenance tools. If you
need to move the product for maintenance purposes, follow the steps provided in this
chapter.

Chapter 7 Troubleshooting
If the product does not work properly, see this chapter before deciding that it is a
breakdown.

Chapter 8 System Upgrade
This chapter describes procedures to add options and precautions. See also this chapter
when you replace failed components.

Appendix A Specifications
This appendix lists specifications of the product.

Appendix B I/O Port Addresses
This appendix lists factory-assigned 1/O port addresses.
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Additional symbols

The following symbols are used throughout this User's Guide in addition to the caution symbols describe at the

beginning.
IMPORTANT: Important points or instructions to keep in mind when using the
server or software
CHECK: Something you need to make sure when using the server of
software
TIPS: Helpful information, something useful to know

Accessories

This product is shipped with various accessories. See the packing list to make sure everything is included and check the
individual items. If some component is missing or damaged, contact your sales agent.

Keep the accessories in a safe place. You will need them when you perform setup, addition of options, or
replacement of failed components.

To check EXPRESSBUILDER components, see the attached list.
Be sure to fill out and mail the software registration card that is attached to your operating system.

Make backup copies of included floppy disks, if any. Keep the original disks as the master disks; use these
copies in operation.

Improper use of an included floppy disk or DVD may alter your system environment. If you find something
unclear, stop using them and contact your sales agent.



Chapter 1

Precautions for Use

This chapter includes information necessary for proper and safe operation of the server.
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WARNING LABELS

Warning label is placed in the certain part of the system so that the user stays alert to possible risks. Do not remove or
damage the label.

If this label is missing, about to peel off, or illegible, contact your sales agent.

The figures below show the location of this label on the server.
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PRECAUTIONS FOR SAFETY

This section provides precautions for using the server safely. Read this section carefully to ensure proper and safe use of

the server. For symbol meanings, see "SAFETY INDICATIONS" described in the previous section.

General

A WARNING

N

>

Do not use the equipment in an operation where human lives are involved or
high reliability is required.

This equipment is not intended for use and control in facilities/systems where
human lives are involved or high reliability is required, including medical
devices or nuclear, aerospace, transportation, and traffic control facilities. The
manufacturer assumes no liability for any accidents or damage to physical
assets resulting from the use of this equipment in such systems or facilities.

Do not continue to use the equipment if you detect smoke, odor, or noise.

If the equipment emits smoke, odor, or noise, immediately flip off the POWER
switch, unplug the cord, and contact your sales agent. There is a risk of a fire.

Do not insert a wire or metal object.

Do not insert a wire or metal objects into a vent or disk drive slot. There is a risk
of an electric shock.

Do not use the equipment in an unsuitable place.

Do not install a server rack in an unsuitable environment.

Other systems also may be affected, and the rack may fall over to cause a fire
or injuries. For details about installation environment and quake-resistant
engineering, see the attached manual or contact your sales agent.

A CAUTION

>

Prevent water or foreign objects from getting into the equipment.

Do not let water or foreign objects (e.g., pins or paper clips) enter the
equipment. There is a risk of a fire, electric shock, and breakdown. When such
things accidentally enter the equipment, immediately turn off the power and
unplug the cord. Contact your sales agent instead of trying to disassemble it
yourself.
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Use of Power Supply and Power Cord

A WARNING

Do not handle a power plug with a wet hand.

Do not plug/unplug a power cord with a wet hand.
There is a risk of an electric shock.

Do not connect the ground wire to a gas pipe.

Never connect the ground wire to a gas pipe.
There is a risk of a gas explosion.

A CAUTION

> B B PP

Do not plug the attached cord in a nonconforming outlet.

Use a wall outlet with specified voltage and power type.

There is a risk of a fire or current leakage.

Avoid installing the equipment where you may need an extension cord. If the
cord that does not meet the power specifications, there is a risk of overheating
that could lead to a fire.

Do not plug multiple cords in a single outlet.

If the rated current is exceeded, there is a risk of overheating that could lead to
a fire.

Do not plug the cord insecurely.

Insert the plug firmly into an outlet. There is a risk of heat or fire due to poor
contact. If dust settles on the slots and it absorbs moisture, there is also a risk
of heat or fire.

Do not use nonconforming power cords.

AC cord is to spend the thing of the next specifications.

You also have to observe the following prohibitions about handling and
connecting interface cables.

Do not pull on the cord.

Do not pinch the cord.

Do not bend the cord.

Keep chemicals away from the cord.

Do not twist the cord.

Do not tread on the cord.

Do not place any object on the cord.

Do not use cords as bundled.

Do not alter, modify, or repair the cord.

Do not staple the cord.

Do not use any damaged cord. (Replace it with a new one of the same
specifications. For replacement procedures, contact your sales agent.)




1-5

Installation, Relocation, Storage and Connection

A\ WARNING

<

Disconnect the power cord(s) before installing or removing the equipment.

Be sure to power off the equipment and unplug its power cords from the wall
outlet before installation/relocation. All voltage is removed only when the power
cords are unplugged.

A\ CAUTION

> B

Do not install or store the equipment in an unsuitable place.

Install or store the equipment in such a place as specified in this User's Guide.
Avoid the following, or there is a risk of a fire.

m a dusty place

® a humid place located near a boiler, etc

m a place exposed to direct sunlight

® an unstable place

Be careful not to hurt your fingers.

Exercise great care not to hurt your fingers on the rail when you
mount/dismount the equipment into/from the rack.

Do not use or store this product in corrosive environment.

Avoid the usage or storage of this product in an environment which may be
exposed to corrosive gases, such as those including but not limited to:

sulfur dioxide, hydrogen sulfide, nitrogen dioxide, chlorine, ammonia and/or
ozone.

Avoid installing this product in a dusty environment or one that may be exposed
to corrosive materials such as sodium chloride and/or sulfur.

Avoid installing this product in an environment which may have excessive metal
flakes or conductive particles in the air.

Such environments may cause corrosion or short circuits within this product,
resulting in not only damage to this product, but may even lead to be a fire
hazard.

If there are any concerns regarding the environment at the planned site of
installation or storage, please contact your sales agent.




1-6

A\ CAUTION

> B

Do not connect any interface cable with the power cord of the server plugged to
a power source.

Make sure to power off the server and unplug the power cord from a power
outlet before installing/removing any optional internal device or
connecting/disconnecting any interface cable to/from the server. If the server is
off-powered but its power cord is plugged to a power source, touching an
internal device, cable, or connector may cause an electric shock or a fire
resulted from a short circuit.

Do not use any non-designated interface cable.

Use only interface cables designated by the manufacturer; identify which
component or connector to attach beforehand. If you use a wrong cable or
make a wrong connection, there is a risk of short-circuit that could lead to a fire.
You also have to observe the following prohibitions about handling and
connecting interface cables:

m Do not use any damaged cable connector.

® Do not step on the cable.

m Do not place any object on the cable.

m Do not use the equipment with loose cable connections.

® Do not use any damaged cable.
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Cleaning and Handling of Internal Devices

A WARNING

> PO PP

Do not disassemble, repair, or alter the server.

Unless described herein, never attempt to disassemble, repair, or alter the
equipment. There is a risk of an electric shock or fire as well as malfunction.

Do not look into the DVD-ROM drive.

The DVD-ROM drive uses a laser beam. Do not look or insert a mirror inside
while the system is on. A laser beam is invisible; if your eyes are exposed to
the laser beam, there is a risk of losing eyesight.

Do not detach a lithium battery yourself.

This equipment has a lithium battery. Do not detach it yourself.
If the battery is exposed to fire or water, it could explode.

When the lithium battery is running down and the equipment doesn’t work
correctly, contact your sales agent. Do not disassemble replace or recharge
the battery yourself.

Disconnect the power plug before cleaning the server.

Make sure to power off the server and disconnect the power plug from a power
outlet before cleaning or installing/removing internal optional devices. Touching
any internal device of the server with its power cord connected to a power
source may cause an electric shock even if the server is off-powered.

Disconnect the power plug from the outlet occasionally and clean the plug with
a dry cloth. Heat will be generated if condensation is formed on a dusty plug,
which may cause a fire.

A CAUTION

High temperature

Immediately after powering off the system, system components such as hard
disk may be very hot. Wait for the server to cool down completely before
adding/removing components.

Make sure to complete installation.

Firmly install all power cords, interface cables and/or boards. An incompletely
installed component may cause a contact failure, resulting in fire and/or smoke.

A CAUTION

P>

Protect the unused connectors with the protective cap.

The unused power cord connectors are covered with the protective cap to
prevent short circuits and electrical hazards. When removing the power cord
connector from the internal devices, attach the protective cap to the connector.
Failure to follow this warning may cause a fire or an electric shock.




1-8

During Operation

A\ CAUTION

> B 6 O

Do not pull out a device during operation.

Do not pull out or remove a device while it works. There is a risk of malfunction
and injuries.

Do not touch the equipment when it thunders.

Unplug the equipment when it threatens to thunder. If it starts to thunder before
you unplug the equipment, do not touch the equipment and cables. There is a
risk of a fire or electric shock.

Keep animals away.

Animal’s waste or hair may get inside the equipment to cause a fire or electric
shock.

Do not place any object on top of the server.
The object may fall off to cause injuries, damage to hardware and/or a fire.
Do not leave the DVD tray ejected.

Dust may get in the equipment to cause malfunction. The ejected tray may also
become a cause of injuries.
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Rack-mount Model

£ CAUTION

N

> 0 0 0o © 0

Do not install the equipment on a nonconforming rack.

Install the equipment on a 19-inch rack conforming to the EIA standard. Do not
use the equipment without a rack or install it on a nonconforming rack. The
equipment may not function properly, and there is a risk of damage to physical
assets or injuries. For suitable racks, contact your sales agent.

Do not attempt to install the server yourself.

To avoid a risk of injuries, users should not attempt to install the equipment into
a rack. Installation should be performed by trained maintenance personnel.

< For Maintenance Personnel Only >
Do not install the equipment in such a manner that its weight is imposed on a
single place.

To distribute the weight, attach stabilizers or install two or more racks. It may
fall down to cause injuries.

Do not assemble parts alone.

It takes at least two people to mount doors and trays to a rack. You may drop
some parts to cause a breakage or injuries.

Do not pull a device out of the rack if it is unstable.

Before pulling out a device, make sure that the rack is fixed (by stabilizers or
quake-resistant engineering).

Do not leave two or more devices pulled out from the rack.

If you pull out two or more devices the rack may fall down. You can only pull out
one device at a time.

Do not install excessive wiring.

To prevent burns, fires, and damage to the equipment, make sure that the rated
load of the power branch circuit is not exceeded. For more information on
installation and wiring of power-related facilities, contact your electrician or local
power company.

Do not pull out a device from the rack during operation.

Do not pull out a device while it works. There is a risk of malfunction and
injuries.
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For Proper Operation

Observe the following instructions for successful operation of the server. Failure to observe them could lead to
malfunction or breakdown.

m Do not use a cellular phone or pager around the equipment. Turn off your cellular phone or pager when you use
the equipment. Their radio waves may cause the equipment to malfunction.

m  Perform installation in a place where the system can operate correctly. For details, see the separate volume
“User’s Guide (Setup).”

m  Before turning off the power or ejecting a disk, make sure that the access LED is off.

m  When you have just turned off the power, wait at least 30 seconds before turning it on again.
m  Once you have turned on the server, do not turn it off until the full screen logo appears.

m  After plugging in the power cord, do not turn on the power of the equipment for 30 seconds.
m  For safe operation, it is recommended to reboot the OS after duplication is completed.

m  Before you move the equipment, turn off the power and unplug the cord.

m  This server shall not assure reproduction of copy-protect CDs using reproduction equipment if such disks do not
comply with CD standards.

m  Clean the equipment regularly. (For procedures, see Chapter 6.) Regular cleaning is effective in preventing
various types of trouble.

m Lightning may cause voltage sag. As a preventive measure, it is recommended to use UPS (uninterruptible power
supply).

This equipment does not support the connection through an UPS serial port (RS-232C) or the control using
PowerChute Plus.

m  Check and adjust the system clock before operation in the following conditions:

- After transporting the equipment

- After storing the equipment

- After the equipment halt under the conditions which is out of the guranteed environment conditions

(Temperature: 10 to 35°C, Humidity: 20 to 80%).

Check the system clock once in a month. It is recommended to operate the system clock using a time server
(NTP server) if it is installed on the system which requires high level of time accuracy. If the system clock goes
out of alignment remarkably as time goes by, though the system clock adjustment is performed, contact your
sales agent.

m  When you store the equipment, keep it under storage environment conditions (Temperature: -10 to 55°C,
Humidity: 20 to 80%, non-condensing).

m If Fault Tolerant Server series, the built-in optional devices, and the media set for the backup devices (tape
cartridges) are moved from a cold place to a warm place in a short time, condensation will occur and cause
malfunctions and breakdown when these are used in such state. In order to protect important stored data and
assets, make sure to wait for a sufficient period of time to use the server or components in the operating
environment.

Reference: Length of the time effective at avoiding condensation in winter (more than 10°C differences
between room temperature and atmospheric temperature)
Disk devices: Approximately 2-3 hours
Tape media: Approximately 1 day

m  Make sure that the optional devices are attachable and connectable to the equipment. There is a risk of
malfunctions that could lead to a breakdown of the equipment even if you could attach and connect.

m  Make sure that your options are compatible with the system. If you attach any incompatible option, there is a risk
of malfunction that could lead to a breakdown.

m Itis recommended to use the manufacturer's genuine option products. Some competitors’ products are
compatible with this server. However, servicing for trouble or damage resulting from such a product will be
charged even within the warranty period.
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DISPOSAL OF EQUIPMENT AND CONSUMABLES

m  When you dispose of the main unit, hard disk drives, floppy disks, DVDs, optional boards, etc., you need to
observe your local disposal rules. Dispose the attached power cable along with the equipment to avoid being used
with other equipment.

For details, ask your municipal office.

IMPORTANT:

For disposal (or replacement) of batteries on the motherboard, consult with your sales agent.

You are responsible for wiping out such data before disposal. Erase all data on the hard disk, backup data
cartridges, floppy disks, or other writable media (such as CD-R and CD-RW); prevent your data from being
restored and reused by a 3rd party. You need to exercise sufficient care to protect privacy and confidential
information.

m  Some of the system components have limited lifetime (e.g., cooling fans, built-in batteries, built-in DVD-ROM
drive, floppy disk drive and mouse). For stable operation, it is recommended to replace them regularly. For
lifetime of individual components and replacing procedures, ask your sales agent.

AL WARNING

ﬁ Do not detach a lithium battery yourself.

This equipment has a lithium battery. Do not detach it yourself. If the battery is
exposed to fire or water, it could explode.

RISK OF EXPLOSION IF BATTERY IS REPLACED WITH INCORRECT TYPE.
DISPOSE OF USED BATTERIES ACCORDING TO THE INSTRUCTIONS.
When the lithium battery is running down and the equipment doesn’t work
correctly, contact your sales agent. Do not disassemble, replace or recharge
the battery yourself.

aaa
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IF SYSTEM TROUBLE IS SUSPECTED

Before sending the equipment for repair, try the following:

1.
2.
3.

4.

Check if its power cord and connection cables are attached correctly.
See “Error Messages” in Chapter 7 to check if there is a relevant symptom. If yes, take measures as instructed.

Certain software programs are required for operation of Fault Tolerant Server series. Check if these programs
are properly installed.

Use a commercially available anti-virus program to check the server.

If the problem isn’t solved by the above actions, stop using the server and consult with your sales agent. In this case,
check LED indications of the server and alarm indications on the display, which will serve as helpful information at the
time of repair.

ABOUT REPAIR PARTS

The minimum duration of holding repair parts of this equipment may be different for each country, so contact your sales
representatives.
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Advice for Your Health

Prolonged use of a computer may affect your health. Keep in mind the
following to reduce stresses on your body:

Sitin a good posture

Sit on your chair with your back straight. If the desk height is appropriate,
you will slightly look down at the screen and your forearms will be parallel to
the floor. This “good” work posture can minimize muscle tension caused by
sedentary work.

If you sit in a “bad” posture—for example, sit round-shouldered or with you
face too close to the display—you may easily suffer fatigue or have your
eyesight affected.

Adjust the installation angle of Display

Most types of displays allow you to adjust the angle vertically and
horizontally. This adjustment is very important to prevent the reflection of
light as well as to make the screen more comfortable to see. Without this
adjustment, it is difficult to maintain a “good” work posture and may get tired
soon. Be sure to adjust the angle before using the display.

Adjust Brightness and Contrast

Displays allow you to adjust brightness and contrast. Optimum brightness
and contrast vary depending on the individual, age, brightness of the room,
etc; you need to make an adjustment accordingly. If the screen is too bright
or too dark, it is bad for your eyes.

Adjust the installation angle of Keyboard

Some types of keyboards allow you to adjust the angle. If you adjust the
angle to make the keyboard more comfortable to use, you can greatly
reduce stresses on your shoulders, arms, and fingers.

Clean the Equipment

Cleanliness of the equipment is very important not only for reasons of
appearance but also from the viewpoints of function and safety. Especially,
you need to regularly clean the display, which gets unclear due to the
accumulation of dirt.

Take a break when you get tired
If you feel tired, you are recommended to refresh yourself by taking a short
break or doing a light exercise.
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Chapter 2

General Description

This chapter describes what you need to know to use the Fault Tolerant Server series. Refer to this chapter when you
want to know about certain components and how to operate them.
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STANDARD FEATURES

The Fault Tolerant Server series is the server that has hardware for two servers.

High performance

®m Quad-Core Intel® Xeon™ Processor
(2.00GHz/3.00GHz)
B High-speed Ethernet interface

(1000Mbps/100Mbps/10Mbps supported)

B High-speed disk access (SAS (Serial
Attached SCSI))

Expandability
B Three slots
- Low Profile (PCI-X bus, 133MHz) x 1
- Full Size (PCI-X bus, 133MHz ) x 1
- Full Height (PCI-Express x 4 lane) x 1
B Large capacity memory (max: 24 GB)
B USB interface

High-reliability
B Memory monitoring feature (1-bit error
correction/ 2-bit error detection)
B Bus parity error detection
B Error notification
B BIOS password feature

Management Utilities
B NEC ESMPRO

Ready-to-use

B Quick cableless connection: hard disk,
CPU/IO module

Fault-tolerant Feature

B Redundant modules achieved within a
system

B Higher hardware availability by isolation
of failed module

Various Features

B Graphic accelerator “ ES1000” supported
B DVD Combo

Self-diagnosis

B Power On Self-Test (POST)

B Test and Diagnosis (T&D) Utility
Maintainability

B Off-line Maintenance Utility

Easy and Fine Setup
B EXPRESSBUILDER (system setup
utility)
B SETUP (BIOS setup utility)
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Hardware modules work while synchronizing and comparing with each other. Even if one hardware module stops, the
server can continue its operation as the service with the other hardware module.

1/0|ModulE=+*5
ME] I/O Module 2" === —p 4=

Windows software programs

New fault-tolerant technology F& /OsiStandard product

Even if one hardware module stops, the server can continue operation with the other module. After the failed module is replaced, the
new module will obtain information from the other and resume operation.

Fault Tolerant Server series is a highly fault-tolerant Windows server that achieves continuous computing operations,
data storage mirror, and continuous network connection. It allows you to run Windows Server 2003-based applications.

Fault Tolerant Server series achieves continuous computing operations for the Windows server and server-based
applications with its redundant CPU processing and redundant memory. It assures data redundancy through duplication
of server data on an independent storage system. These features eliminate server downtime that is usually caused by
network disconnection or trouble with the 1/0 controller, Ethernet adapter or disk drive, and support operation of the
network and server applications continuously. While being transparent to application software, Fault Tolerant Server
series achieves high fault-tolerance.

Fault Tolerant Server series detects status changes, errors and other events and notifies the Windows Event Log of these
events. If you use an alarm notification tool, you can configure Fault Tolerant Server series to notify you when certain
events occur.

NEC ESMPRO is installed on the system as a server management solution. NEC ESMPRO, a GUI-based management
tool, allows you to monitor, view, and configure Fault Tolerant Server series. This tool also supports both local and
remote management of Fault Tolerant Server series.
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Fault Tolerant Server series mainly provides the following advantages:

Highly fault-tolerant processing and 1/O subsystems

Fault Tolerant Server series use redundant hardware and software to assure server operation even if one
module suffers trouble with its processor, memory, 1/0 (including trouble related to the 1/O controller), disk
drive, or Ethernet adapter.

Continuous network connection

Fault Tolerant Server series maintains continuous network connection by detecting any trouble with the
network adapter, connection, etc. If trouble occurs, the standby network connection will take over all network
traffic processing and thus securely maintain the network system connection of Fault Tolerant Server series
without losing network traffic or client connection.

Support of multiple network connections

Since Fault Tolerant Server series can support multiple Ethernet connections, you can add network redundant
control or network traffic control.

Industry standard hardware platform
Fault Tolerant Server series uses 1A (Intel Architecture)-based system hardware.
No need to modify applications

You can run Windows Server 2003-compliant applications on Fault Tolerant Server series. Thus, unlike other
highly fault-tolerant products, special API or scripts are not necessary.

Automatic mirroring
Fault Tolerant Server series automatically maintains data as the current data.
Automatic detection and notification of faults

Fault Tolerant Server series detects and sorts out all events such as general status changes and faults, and
notifies Windows Event Log of these events.

Transparent migration

Fault Tolerant Server series constantly monitors events. If trouble occurs on Fault Tolerant Server series’
server module, it will transparently use a redundant module of the failed module. This feature maintains data
and user access without losing application service.

Automatic reconfiguration

When the failed module restarts after the trouble is corrected, Fault Tolerant Server series will perform
reconfiguration automatically, and if necessary, resynchronize the affected modules. Reconfiguration can
include CPU processing (e.g., CPU memory), server's operating system (and related applications), and system
data stored on the hard disks. In most cases, Fault Tolerant Server series automatically restores redundancy of
the server modules after recovery.
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Local and remote management

Fault Tolerant Server series uses NEC ESMPRO as a server management tool. This tool uses a GUI that

enables monitoring and setting of Fault Tolerant Server series. NEC ESMPRO can be used both locally and
remotely on work station PCs or server PCs.

Event notification function

When trouble or other events are detected on Fault Tolerant Server series, they will be notified to Windows
Event Log and saved. Therefore, you can view the log items locally or remotely by a usual Windows
procedure. Since an Fault Tolerant Server series events use unique 1Ds, they are easy to distinguish.

In-service repairing
You can repair or replace a failed module even if Fault Tolerant Server series is operating.

Partition structure

On this server model, the first logical drive will be the following state when the setup by
EXPRESSBUILDER is complete.

NN

\Free area (*)

Partition for operating system (*)
* The size varies depending on the specification at setup.

CHECK:

The partition for operating system is not mirrored at the time of EXPRESSBUILDER setup completion.
Mirror the partition separately.

Windows OS and media

The Windows OS media used on Fault Tolerant Server series are not specifically processed for it. The
standard operating methods of Windows are same as general.
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HOW THE OPERATING SYSTEM SEES THE CPU MODULES

On Fault Tolerant Server series, the CPU modules are redundantly configured and all processors installed on this server
are shown.

How CPU modules appear on Task Manager

CPUs are displayed as many as there are.

E windows Task Manager - Ellil E windows Task Manager - Ellil
File Cptions View Help File ©ptions View Help
Applications | Processes rfarm: ebworking | Users | Applications I Processes P | Metworking | Users |
CPUUsage | [CPUUsageHistory | CPUUsage | [ CPUUsageHistory —— |
[~ PF Usage Page File Usage History ————————————— rPFUsage— | [ PageFile UsageHistary ————————
rTotals—————— | [PhysicalMemory (K)——— rTokals—— | [ Physical Memory (K}
Handles 9680 Total 20963472 Handles 10110 Total 20969472
Threads 623 Awailable 20423616 Threads 610 Avallable 20521588
Processes 37 System Cache 113004 Processes 39 System Cache 151468
- Commit Charge (K) ——— [ KernelMemory (K)————— [ Commit Charge (K} | [ Kernel Memory (£}
Total 258032 Total 40400 Total 332340 Total 48336
Limit ZZ7EE3ZE Paged 11076 Lirnit 22768328 Paged 12412
Peak 279084 MNonpaged 20324 Peak. 376568 Monpaged 35924
|Processes: 37 ‘CPU Usage: 0% |Commit Charge: 251M | 222341~ |Pmcasses: 39 |CPU Usage: 0% |Camm\t Charge: 324M [ 222340 4

System with one CPU (Quad-Core) System with two CPUs (Quad-Core)
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NAMES AND FUNCTIONS OF COMPONENTS

Names and functions of components are shown below:

(1) LEDs
For more information see the description on the front view (page 2-8).

(2) Front bezel
The cover to protect devices in the front.
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(1) CPU/1O module 0
This is a module with a set of CPU (processor), memory (DIMM), PCI board, cooling fan unit, and hard disk drive.

(2) POWER switch
This switch is used to power on/off the server. The in-built LED illuminates for the primary CPU/IO module,
showing that it is primary. (The secondary POWER LED (off) cannot be used. If the switch is pressed once, the
server is powered on. If the switch is pressed again, the server is powered off. If the switch is pressed for more than 4
seconds, the server is forcibly shut down.

(3) DVD-ROM drive
This device is used to read data from DVDs and CD-ROMs.

(4) DISK ACCESS LED
This LED illuminates when the set optical disks are accessed.

(5) Tray eject button
This button ejects the tray.

(6) Forcible eject hole
This is the hole for forcibly eject by inserting a metal pin.

(7) Hard disk drive bay
This is the bay to mount the hard disk drive. The number after the parenthesized number indicates a slot number.

(8) CPU/10 module DISK ACCESS LED (green/amber)
This LED illuminates in green when the internal hard disk drives are accessed. If any internal hard disk drive is
failing, the LED illuminates in amber.

(9) CPU/10 module 1
This is a module with a set of CPU (processor), memory (DIMM), PCI board, cooling fan unit, and hard disk drive.

(10)-1 CPU/1O module status LED 1 (amber)
This LED indicates the status of the CPU/IO module. When the module is successfully running, the LED is powered
off. If a module has a problem, the LED illuminates in amber.
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(10)-2 CPU/10O module status LED 2 (green)
This LED indicates the status of the CPU/IO module. When both of the CPU/IO modules are running, the LED
illuminates in green. When one of the modules is running, the LED blinks in green or is powered off.

(11) CPU/10 module POWER LED (green)
When the power is turned on, the LED illuminates in green.

(12) EXPRESSSCOPE LEDs (amber)
This LED indicates the fault status of the designated modules. If a module has a problem, the LEDs illuminate in
amber.
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Rear View
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(1) CPU/10 module 0
This is a module with a set of CPU (processor), memory (DIMM), PCI board, and cooling fan unit.

(2)-1,2 PClslots1,2,3
(2)-1: A Low Profile type PCI board is mounted on this slot (64 bit 133MHz 3.3V PCI).
(2)-2: A Full Size and Full Height PCI-Express board is mounted on this slot (x8 socket
x4 lane).

(2)-3: A Full Size and Full Height PCI board is mounted on this slot (64bit 100MHz 3.3V
PCI-X).

(3)-0,1,2 USB connector0, 1, 2
These connectors attach USB2.0-interface-supported devices.

(4) Monitor connector
This is used to attach a display device.

(5)-1, 2 serial port 1, 2 connector
This is used to attach a serial interface connector.
This is not supported with this server model.

(6)-1 AC inlet A connector

A power cord is connected to this socket (for the CPU/IO module 0). If you want make the CPU/IO module 0
primary, connect a power cord to this inlet first.

(6)-2 AC inlet B connector
A power cord is connected to this socket (for the CPU/IO module 1). If you want to make the CPU/IO module 1
primary, connect a power cord to this inlet first.

(7) LAN connector (VTM)
This is not used with this server model.
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(8)-1 LINK/ACT LED (VTM)
This is not used with this server model.

(8)-2 Speed LED (VTM)
This LED indicates the transfer speed of LAN(VTM).

(9) DUMP (NMI) switch
This switch executes a memory dump.

Press the DUMP switch on the primary CPU/IO module, whose POWER LED has been blinking, for four to eight
seconds.

(10)-1,2 PCl slot status LEDs (Slot 1, 2, 3)
These LEDs display the status of the PCI slot. The status is shown by the display combination of the 2 LEDs (Refer
to the chart on p 2-19).

(11)-1 CPU/10 module status LED 1 (amber)
This LED indicates the status of the CPU/IO module. When the module is successfully running, the LED is powered
off. If a module has a problem, the LED illuminates in amber.

(11)-2 CPU/10 module status LED 2 (green)
This LED indicates the status of the CPU/IO module. When both modules are operating, the LED illuminates in
green. When one module is operating, the LED blinks in green or is powered off.

(12) CPU/10 module POWER LED (green)
This LED illuminates in green when the system is powered on.

(13) CPU/IO module 1
This is a module with a set of CPU (processor), memory (DIMM), PCI board, and cooling fan unit.

(14)-1 LINK/ACT LED
This LED indicates the access status of the LAN connector.

(14)-2 Speed LED
This LED indicates the transfer speed of the LAN connector.

(15)-1, 2 LAN connector 1, 2

These connectors support 1000BASE-T/100BASE-TX/10BASE-T. These are connected to the network system on
LAN.

(16)-F-MRC connector
A management device is connected to this connector.
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DVD-ROM drive
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Status LED
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The LED that illuminates while accessing the loaded DVD/CD-ROM

Tray eject button

@)

The button to eject the tray.

Manual release hole
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When the eject button does not work, insert a metal pin into this hole to forcefully eject the tray.
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CPU/IO Module
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CPU/IO module
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Mother Board

CPU/10 module mother board

(1) Lithium battery
(2) DIMM slot ((2)-1 from the bottom)
(2)-1 DIMM CHO Slot 0
(2)-2 DIMM CHO Slot 1
(2)-3 DIMM CHO Slot 2
(2)-4 DIMM CH1 Slot 0
(2)-5 DIMM CH1 Slot 1
(2)-6 DIMM CH1 Slot 2
(3) Processor 0 socket (CPUOQ)
(4) Processor 1 socket (CPU1)
(5) Jumper switch for clearing CMOS/password
(6) Jumper switch for clearing BMC configuration
(7) F-RMC card slot
(8) LAN 2 connector

(9) LAN 1 connector
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ft Remote Management Card
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(1) Attaching to servers.
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This is a card edge part touching to the F-RMC slot inside of the server.

IMPORTANT:
Do not mount this card on other slots or devices in order to avoid a fault.

Management LAN port
This port can be connected to network system, and supports 100Mbps/10Mbps. The port can’t be connected to
phone line. The port is also used when managing the server with the management software NEC DianaScope

attached on this device.

IMPORTANT:

Communication mode on the management LAN port cannot be manually set or changed because the mode

is fixed as auto negotiation mode.
Please set the link partner side (switch/hub) as auto negotiation mode.

MAC address
On the back side of the management card, a seal is labeled with MAC address printed.
The MAC address can also be confirmed on the server’s BIOS Setup screen.
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LEDs

POWER LED

The POWER switch of the CPU/IO module has an in-built LED. If the AC power is supplied, the LED of the primary
POWER switch illuminates (only the primary POWER switch functions). Also, the CPU/IO module has the POWER

LED to show the status of the module power status.

CPU/IO Module POWER LED

LED indication Description Action

Not on Power supply is off. Check that the status LED 1
on both CPU/IO modules is
powered off, and then press
the POWER LED to power on
the system.

On Power supply is on.

CPU/IO Module Status LED 1, 2

There are two kinds of LEDs that indicate the module status on the front and back sides of the CPU/IO module. The

display combination of the two LEDs indicates the CPU/IO module status.

Status Status LED2 Description Action
LED1
Not on Not on Power supply is off.
Blinking in When the system is starting, the Wait for a while; the LED
green initialization process is performed. | will illuminate in green.
If the OS is running, duplex Check that the cable is
configuration is not made for one firmly connected. If the LED
of the components in the CPU/IO does not illuminate in green
modules. after a while, record the
status LED status, and
contact a maintenance
service company.
Green The device is duplexed and
running normally.
Amber Not on After the AC power is supplied, the | Wait for a while. The status

device running in the standby
power mode is being initialized.

LED 1 will be powered off,
and the POWER switch will
be enabled.

When the system is starting, the
initialization process is performed.

Wait for a while; the status
LED 1 is powered off.

When the OS is running, the
CPU/10 module has a problem.

Check that the cable is
firmly connected. If the LED
does not illuminate in green
after a while, record the
status LED status, and
contact a maintenance
service company.
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PCI Slot status LED 1, 2

There are two kinds of LEDs that indicate the PCI slot status on the back of the CPU/IO module. The PCI slot status is
indicated by the display combination of the two LEDs.

Status Status LED2 Description Action
LED1
Not on Not on Power supply is off.
When the system is starting, the Wait for a while; the LED
initialization process is performed. illuminates in white.
Blinking in If the OS is running, and it is in the | Check that the cable is
white Simplex mode, the PCI slot of the firmly connected. If the LED
other CPU/IO module is does not illuminate in white
degenerated. after a while, record the
status LED status, and
contact a maintenance
service company.
White If the PCI slot status LED 2 of the
other CPU/IO module is on, the
device is successfully running in
the Duplex mode.
If the PCI slot status LED 2 of the Check that the cable is
other CPU/IO module is blinking, connected securely. If the
the cable may be disconnected, PCI slot status LED 2 of the
the option PCI board of the slot other CPU/IO module does
has a problem, or the CPU/IO not illuminate white, record
module itself has a problem. the status of the status LED,
and call your maintenance
service company.
Amber Not on When the system is starting, the Wait for a while; the status

initialization process is performed.

LED 1 is powered off.

When the OS is running;

1) The optional PCI board of the
slot has a problem.

2) The CPU/IO module has a

problem.

Check that the cable is
firmly connected. If the LED
does not illuminate in white
after a while, record the
status LED status, and
contact a maintenance
service company.
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Hard Disk Drive LED

Hard Disk LED Description Action

Not on The disk is in the idle state.

Green Accessing the disk

Amber Disk failure Contact a maintenance
service company.

Blinking in amber The mirror of the disk is Perform mirroring.

(Numinate in green when disconnected.

accessing the disk)

Blinking in green and amber | The hard disk drive configuration Wait for a while; the LED
in turn (rebuild) is on going. blinks in green after rebuild
finishes. If the rebuild fails,
the LED illuminates in
amber.

Access LED on the DVD-ROM drive

This LED illuminates when the installed DVD or CD-ROM is being accessed.
LAN Connector LED

e LINK/ACT LED

The LINK/ACT LED shows the status of a standard network port. It is green if power is supplied to the main unit
and hub, and they are connected correctly (“LINK”). It blinks green while the network port sends or receives data
(ACT).

When the LED does not illuminate during “LINK,” check the condition and connection of network cables. If there
is nothing wrong with the cables, a defect is suspected in the network (LAN) controller. In this case, contact your
sales agent.

e Speed LED
This LED indicates the network interface of the communication mode used by a network port.

1000BASE-T and 100BASE-TX are the supported LAN port types. When this LED illuminates in amber, the port is
operating on 1000BASE-T; when in green, 100BASE-TX; and when not illuminate, 10BASE-T.
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EXPRESSSCOPE

Corresponding EXPRESSSCOPE LEDs (amber) illuminate when modules have failures.

The LEDs on the upper line correspond to the upper names, and the LEDs on the lower line correspond to the lower

names.
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CPU (CPU module error LED)

Amber LED illuminates when failure occurs on CPU of CPU/IO module.

1/0 (1/0 module error LED)

Amber LED illuminates when failure occurs on 1/0 of CPU/IO module.

VLT (Power error LED)

Amber LED illuminates when electric voltage failure occurs in CPU/IO module.

MEMO (Memory slot 0 error LED)

Amber LED illuminates when failure occurs on the memory slot 0 of CPU/IO module.

MEM1 (Memory slot 1 error LED)

Amber LED illuminates when failure occurs on the memory slot 1 of CPU/IO module.

MEM2 (Memory slot 2 error LED)

Amber LED illuminates when failure occurs on the memory slot 2 of CPU/IO module.

PSU (Power supply unit error LED)

Amber LED illuminates when failure occurs on the power supply unit of CPU/IO module.

TMP (Abnormal temperature LED)

Amber LED illuminates when temperature in CPU/IO module becomes abnormal.

FANO (Fan 0 error LED)

Amber LED illuminates when failure occurs on the cooling fan for CPUO of CPU/IO module.

FAN1 (Fan 1 error LED)

Amber LED illuminates when failure occurs on the cooling fan for CPU1 of CPU/IO module.

FAN2 (Fan 2 error LED)

Amber LED illuminates when failure occurs on the disk cooling fan of CPU/IO module.

FAN3 (Fan 3 error LED)

Amber LED illuminates when failure occurs on the power supply unit’s fan of CPU/IO module.
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BASIC OPERATION

This section describes basic operation procedures of Fault Tolerant Server series.

Installing/removing the front bezel

When you power on/off the server, handle the DVD-ROM drive, or remove/install a hard disk drive or
CPU/IO module, remove the front bezel.

IMPORTANT:

The front bezel can only be removed by unlocking the lock with the security key attached.

(1) Insert the product-accessory security key into the key slot and push lightly. Turn the key to the left to unlock.
(2) Hold the right edge of the front bezel and pull it forward.

(3) Slide the front bezel to take the tab off the frame and
remove the front bezel.

When attaching the front bezel, hook the left tab into the server’s frame first, then push forward on the right side.
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Power ON

To power on Fault Tolerant Server series, press the POWER switch (the one whose in-built LED is illuminating).
Follow the steps below to turn on the power.

1. Power on the display unit and other peripheral devices connected to the server.

CHECK:

If the power cord is connected to a power controller like a UPS, make sure that it is powered on.
Power switch

2. Remove the front bezel.

3. Press the power switch located on the front of the front panel.
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While the full screen logo is displayed on the screen, Fault Tolerant Server series is performing a power-on
self test (POST) to check itself. For details, see “POST Check” described later in this chapter. Upon the
completion of POST, Windows Server 2003 will start.

CHECK:
If the server finds errors during POST, it will interrupt POST and display the error message. See Chapter

7.

Power OFF

Follow the steps below to turn off the power. If Fault Tolerant Server series is plugged to a UPS, see manuals included
with the UPS or the application that controls the UPS.
1. Perform a normal shutdown from Windows Server 2003.

The system will be powered off automatically. (Note: the POWER switch on the primary side will remain
illuminating when AC power is supplied.)

2. Power off all peripheral devices.
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POST Check

POST (power-on self test) is a self-test function stored on the motherboard of Fault Tolerant Server series.

When you power on the server, POST will start automatically to check the motherboard, ECC memory modules,
CPU/10 modules, keyboard, mouse, etc. It also shows startup messages for various BIOS setup utilities.

According to the factory default settings, the full screen logo appears on the display while POST is being performed.
(To view details of POST, press Esc.)

TIPS:

m  You can view POST details from the beginning without the need to press Esc when the BIOS menu is
displayed: select [System Configuration] - [Advanced], and set [Boot-time Diagnostic Screen] to “Enabled”
(see Chapter 4).

m You can view the test items and details from a management PC where NEC ESMPRO Manager is installed.

You do not always need to check POST details. You will need to check messages when:
m  You install a new Fault Tolerant Server series.
m  Afailure is suspected.
m  You hear several beeps between the time of the power-on and OS start-up.

m  The display unit shows an error message.
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Flow of POST

This section walks you through how POST is performed.

1.

When you power on the system, one selected CPU/IO module will start up.
POST will be performed on this selected CPU/IO module.
Memory check starts.

A message appears at the upper left of the screen to show that the basic and expanded memories are being
counted. The memory check may take a few minutes to complete depending on the server’s memory size.
Likewise, it may take about one minute for the screen to appear when the server is rebooted.

The server starts processor check, 10 check, and initialization.

Several messages appear: they show the ID of the selected CPU/IO modules, information on the processor,
detection of the keyboard and mouse, etc.

A message appears at the lower left of the screen, prompting for startup of the BIOS setup utility “SETUP.”

Press <F2> to enter SETUP

You will need to start it when you want to modify the configuration for using the server. Unless this message
appears together with an error message, you do not need to start the utility to modify the configuration. (I1f you
wait for a few seconds, POST will go on automatically.)

To start the SETUP utility, press F2 while the above message is displayed. For setting and parameter
functions, see the section of BIOS setup.

When SETUP is completed, the server will reboot itself automatically and perform POST.
A message appears prompting for startup of SAS BIOS setup utility.

When a built-in SAS controller is detected, a message will appear prompting for startup of SAS BIOS setup
utility. (If you wait for a few seconds, POST will go on automatically.)

If you press Ctrl + A, the SAS BIOS setup utility will start. However, you usually do not need to use the
setup utility. For setting and parameter functions, see “SAS BIOS” (page 4-33).

When SETUP is complete, the server will reboot automatically and perform POST from the start again.

The screen shows the ID numbers of the connected disk drive.

Upon completion of POST, the password entry screen appears prior to OS startup.

The password entry screen will appear after the normal termination of POST only if you have set a password
in the BIOS setup utility “SETUP.”

You can enter a password up to three times. If you enter an incorrect password three times, the startup will be
unsuccessful. In this case, turn off the power and then turn it on again after waiting 30 seconds to boot the
server.

IMPORTANT:

Do not set a password before installing the OS.

Upon completion of POST, the OS will start up.
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Behavior at Occurrence of Error

If POST or OS startup does not finish normally, the server will reboot itself automatically.
At the time of reboot, it will select the other CPU/IO module and run POST or OS startup.

In this manner, the server retries POST or OS startup with different combinations of CPU/IO modules. If POST does
not finish normally with any combinations, the server will stop with the state of DC OFF or Post end with an error
message displayed.

While performing retries, the server displays or registers the error types.

For details of error messages, see Chapter 7 “Troubleshooting.”

POST Error Messages

When the server detects an error during POST, it will notify you of the occurrence in the following manners:
m  Displays an error message on the display unit.
These notification methods are described in “POST Error Messages” (Page 7-4).

IMPORTANT:

Before you contact your sales agent, write down the error messages. They will serve as helpful information at the
time of maintenance.

CPU/IO Module Status
The CPU/IO module (0 or 1) started first is managed as primary, and the module started later is managed as secondary.
If one CPU/IO module is disconnected because of the failure and others, the other module becomes primary.

The CPU/IO module to be started first is selected depending on the primary/secondary status of modules when the
server was shut down the last time.

The following devices are connected to the primary CPU/IO module by the hardware switch, although those can be
connected to both CPU/IO modules 0 and 1. When one CPU/IO module is disconnected because of a failure, those are
switched to the other module automatically and continue operating.

m  VGA (display)
m  USB device (keyboard, mouse, floppy disk drive)

TIPS:

As for DVD-ROM drive, the DVD-ROM drive of both CPU/IO modules 0 and 1 can be accessed. If one CPU/IO
module is disconnected because of the failure, only the DVD-ROM of the other module can be accessed

IMPORTANT:

m If the floppy disk drive is connected, the drive letter may change from A to B by switching CPU/IO
modules. Changing of the drive letter does not affect
the operation of the server. If the drive letter is changed, access the floppy disk drive with the
changed drive letter.

m  The drive letter of the DVD-ROM drive is allocated again automatically. The letter which is not used is
allocated to the drive in the order of D to Z. If you want to set the fixed drive letter to the DVD-ROM, specify
the drive letter which is not allocated in the order of D to Z after setting the hard disk drive letter.
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Floppy Disk Drive (Option)

If you want to use a floppy disk drive with this server, connect the USB FDD UNIT, which are available optionally to a
USB connector.
This server supports 3.5-inch 2HD (1.44 MB) and 2DD (720KB) floppy disks.

IMPORTANT:

— When using a USB floppy disk drive, the access to the floppy disk is delayed on rare occasions if the display
graphic load is high because a moving picture is being played. In such a case, retry the operation with the floppy
disk inside the floppy disk drive.

— The drive letter of the USB floppy disk may be displayed as B instead of A. This does not affect
the operation of the server. Use B drive for the floppy disk drive.

Insert/Remove Floppy Disk

Before inserting a floppy disk into the drive, make sure that Fault Tolerant Server series is on (the POWER LED
illuminates).

Insert a floppy disk into the drive firmly until it snaps in place. The eject button of the drive is then raised slightly.

CHECK:

m You cannot use 1.2 MB-formatted disks.

m If you insert an unformatted disk, you will see a message that the disk cannot be read or that needs
formatting. To format a floppy disk, see your OS manual.

m If you power on or restart Fault Tolerant Server series with a floppy disk left in the drive, the server will access
the floppy disk to start the system. Unless a system exits on the FD, the server will be unable to start.

To remove a floppy disk from the drive, press the eject button.

CHECK:

m Before removing a floppy disk, make sure that the floppy disk access LED is off. If you eject a
floppy disk while the LED is on, the stored data could be damaged.

m When using a USB floppy disk drive, the access to the floppy disk is delayed on rare occasions if the
display graphic load is high because a moving picture is being played. In such a case, retry the
operation with the floppy disk inside the floppy disk drive.

Use of Floppy Disk

You may need to store important data on floppy disks. Since the floppy disk is a very delicate medium, you must handle
it with extra care:

Push the floppy disk gently into place.

Attach the label on a proper position.

Do not use a pencil or ballpoint pen to write on the floppy disk.
Do not open the protective shutter.

Do not use the floppy disk in a dusty place.

Do not place anything on the floppy disk.

Do not leave the floppy disk in a place that is subject to direct sunlight or high temperatures (e.g., near a
heater).

Keep away from cigarette smoke.
Do not leave the floppy disk near water or chemicals.

Keep away from magnetic objects.
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Do not clip disks. Be careful not to drop.
Store floppy disks in a protective case where they are kept away from magnetic waves or dust.

To prevent data from being erased accidentally, the floppy disk has a
write-protect notch. When the disk is write-protected, you can read
data, but you cannot write the data or format the disk. It is
recommendable to write-protect floppy disks that contain important

data except when you write data to the floppy disk. To write-protect a H H
3.5-inch floppy disk, slide the write-protect notch located on its back. Write Protect  — |

Switch . .
The floppy disk is a very delicate storage medium. Dust or changes in Write  Write

Disabled  Enabled
temperature could cause data to be lost. Data loss could also be caused Isabled  Enable

by faulty operation and computer trouble. To avoid such possible data
loss, it is recommendable to back up important data regularly. (Be sure to make back-up copies of the floppy
disks that are included with Fault Tolerant Server series.)
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DVD-ROM drive

Fault Tolerant Server series has a DVD-ROM drive on the front panel. It is a device used to read data from an optical
disk (compact disc read-only memory). Compared to a floppy disk, an optical disk allows for larger volume and fast

data readout.
4\ CAUTION

ﬁ Observe the following instructions to use the server safely. There are risks of a
burn, injury, or damage to physical assets. For details, see “PRECAUTIONS
® FOR SAFETY” in Chapter 1.

B Do not leave the DVD-ROM drive tray ejected.

Insert/Remove DVD-ROM

Follow the steps below to set an optical disk.

1. Before you insert an optical disk, make sure that the server is powered on. When the server is powered on, the
LED illuminates in green.

2. Press the tray-eject button located in the front of the DVD-ROM drive. The tray
is then ejected.

3. Hold the optical disk with its signaling side facing the tray.

4. Asshown in the figure on the right, place the optical disk on the tray and press QD :' £
lightly on the center to lock. il ypis

5. Push the front side of the tray gently to the drive-closed position.

IMPORTANT: R
If you hear noise while running the DVD-ROM drive, reset the optical disk. ~ (> ==

To remove the optical disk, press the tray-eject button as you did in setting the optical disk.

When the access LED illuminates in green, it indicates the optical disk is being accessed. Make sure the access LED is
not illuminating in green before you press the tray-eject button.

Press the locking part in the center of the tray and pick the optical disk gently. When you have removed the optical disk,
push the tray to the drive-closed position.
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When you cannot eject a DVD/CD-ROM

When you cannot eject the optical disk from the server even by pressing the eject button,
follow the steps below to eject it:

1. Press the POWER switch to power off this server (i.e. the POWER LED is off).

2. Use a metal pin of about 1.2 mm in diameter and 100 mm long (alternatively, you can use

a fairly large paper clip after straightening). Insert it gently into the manual release hole located at the low front side

of the server until the tray is ejected.

IMPORTANT:
m Do not use a toothpick, plastic pin, or other breakable objects.

m If you cannot eject the optical disk by following the steps above, contact your sales agent.

3. Hold the tray and pull it out. P r—

Take out the optical disk. 1.2.1 s |

Push the tray back.

Handling optical disks
Observe the following when you use an optical disk on Fault Tolerant Server series:
m  Asfor adisk such as a noncompliant “copy-protected CD,” we shall not guarantee that you can use a CD
player to play it with this server.
m  Be careful not to drop the optical disk.
m Do not bend or place anything on the optical disk.
m Do not attach labels on the optical disk.
m Do not touch the signal side (blank side).
m  Place the optical disk gently on the tray with the printed side up.
m Do not scratch, or use a pencil or ballpoint pen to write on the optical disk.
m  Keep away from cigarette smoke.

m Do not leave the optical disk in a place that is subject to direct sunlight or high temperatures (e.g., due to a
heater).

m  If the optical disk becomes dirty with dust or fingerprints, wipe it gently from its center to edge with a dry soft

cloth.

m  When you clean the optical disk, use the cleaner expressly meant for it. Do not use a record cleaner (spray),
benzine, or thinner.

m  Store the optical disk in a protective case when not in use.



Chapter 3

Windows Setup and Operation

This chapter describes setup procedures to make Fault Tolerant Server series ready for use. CPU/IO module has a
processor function part and 10 function part. In utilities in this chapter, the processor function part is referred to as CPU
module and 10 function part PCI module.
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DISK OPERATIONS

This section explains the disk operation by the RDR (Rapid Disk Resync) function.

Fault Tolerant Server series duplicates disks to secure data by using “Rapid Disk Resync (RDR) function”. This section
describes operations such as configuration of dual settings to disks and replacement of disks.

IMPORTANT:

On the disks containing OS, do not create a partition other than the system partition,

Create a data disk partition after configuring the RDR.

Disk Operations Using the RDR (Rapid Disk Resync) Function

RDR (Rapid Disk Resync)

RDR function of ft control software secures reliability by making disks duplexed per disk. Duplexing disks by the RDR
function enables the disks to be resynchronized in a short period of time when their mirror has been broken due to
causes such as PCI module replacement.

Setting RDR to disks duplicates the disks of paired slots as shown in the figure below and Windows (ex. Disk
Management and Device Manager) recognizes paired disks as a single virtual disk.

[Corresponding slots]
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Corresponding slots

PCI module 0 Slot 1 <> PCI module 1 Slot 1
PCI module 0 Slot 2 <> PCI module 1 Slot 2
PCI module 0 Slot 3 <> PCI module 1 Slot 3

Note: In the above table, the PCI module names correspond to the following modules:
PCI module (for CPU/1O module 0): PCI module 0
PCI module (for CPU/IO module 1): PCI module 1
[Cautions for using the RDR function]

1. RDR can be set only to the disks inserted into the built-in slots of Fault Tolerant Server series.
2. Be sure to specify RDR to all disks inserted to the built-in slots and make duplex settings.

3. RDR can be set only to basic disks.
If a span volume or stripe volume is needed, make settings of RDR to a basic disk and then change the disk to a
dynamic disk from [Disk Management].

4. The disks to set RDR must have the same capacity and must be new or physically formatted.
(For physical format, refer to “SAS BIOS” in Chapter 4 and perform Format Disk using Disk Utilities.)

5. If the system is shut down (or restarted) while the mirror is broken, or a long time (30 minutes or longer) has
passed after the mirror is broken, the mirror resynchronization target will be the entire disk.
For example, if the mirroring has been broken due to a PCI module failure, when you shut down the system and
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replace the PCI module in such a state, the entire area of the disk needs to be resynchronized.
You must insert a new disk or replace a disk while the server is powered on.

Create a data disk partition after configuring the RDR. If you create a data disk partition before configuring the
RDR, the partition’s drive letters may be deleted when the RDR is configured.

Configuring and Removing Duplexed Setting of Disks by the RDR Function

This section describes how to make disks duplex and how to remove the settings by using the RDR function. To use the
RDR function, use [RDR Utility].

About RDR Utility

®  Starting RDR Utility
From [Start], select [All Programs] then [RDR] and click [RDR Utility] to start [RDR Utility].

® Screen

SURDR Utility { ft-5W : 5200 > ==
Filz  Action  Help
E-PCI module O Mame | wWalue |
=1+ 5C51 Enclosure DevicePathID 10f40/211
=1~ Slat 1 Op State: State Duplesx
L Disk (Harddisk-LIUM1 -PLEX0) Op State: Reason Mone
=1 Slak 2 Wendor SEAGATE
T ProductID ST37345555
AR R R R A ProductRevisionLevel 000z
w et Serialiumber FLOODMEYON00S7ZHPHEF
= PCI rodule 1 OhjectManne Harddisk1-LLINZ-PLEX0
=)+ SCSI Enclosure Capacity 65,37 GE
= slat 1 ConfigState Configured, Active, Imported
{ e Disk (HarddiskD-LUM1-PLEX1) MTBF: HardCurrent Unknown
1 Slak 2 MTEF: HardMumber OFFaults [u]
T g 5 MTEF: SoftCurrent Unknown
: S|‘";E:)"|I5k {Harddisk1-LUNZ-PLEX1) MTEF: SoftNumberoFFaults o
i Slo

= Logical Disk Information
L RDR Virkual Disk 1
L RDR Wirtual Disk 2

[Left pane]

The tree shows disks inserted to the built-in slots and virtual disks (RDR Virtual Disks) created by RDR.
Right-click a disk on the tree to display the menu for setting RDR. By looking at the tree, you can know which
disk corresponds to which disk of the Windows’ [Disk Management] and whether RDR is set to the disk.

For example, in the case of the disk highlighted in the figure above:
Disk (Harddisk1 —LUN2—PLEXO0)
@) ) @)

(1) Corresponds to the number of Windows’ [Disk Management]. In this example, this disk is the Disk1 on
[Disk Management].

(2) Corresponds to the number of a virtual disk created by RDR setting. In this example, this disk is a disk
which makes up the RDR Virtual Disk 2 (only appears for disks with RDR setting).

(3) This section appears only for disks with RDR setting.

[Right pane]
The properties of the disk selected in the left pane is shown.
In the figure above, the properties of the disk inserted to the Slot 2 of the PCI module 0.

IMPORTANT:

The [RDR Utility] display is not updated automatically. Therefore, update it by clicking [Refresh] from
[Action] on the menu or pressing F5 after performing operations to disk such as inserting/removing a disk,
specifying/removing the RDR setting.
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Making disks duplex by RDR

The following describes the procedure to set duplex configuration to disks by RDR.
In this example, the disks of the Slot 2 of the PCI modules 0 and 1 are duplexed.

1. Insertanew disk to a built-in slot.
(In this example, a disk is inserted to the Slot 2 of the PCI module 0.)

2. From [Start], select [Control Panel] then [Administrative Tools] and start [Computer Management]. On the tree in
the left pane, click [Disk Management].
If the inserted disk is indicated as [Not Initialized] in the right pane, right-click the disk and initialize it.

IMPORTANT:

When a disk is inserted or initialized, a popup window asking for rebooting the system may be displayed, but
there is no need to reboot it. Select [No] and close the popup window.

E_ Computer Managerent

Q File  Action Wiew indow  Help

= | Bm 2m R kE

|_E;l Computer Management {Local) Yalme | Layout | T';.n'pel File Sy
Bﬁa System Tools =3 ) Partition  Basic MTFS
(gl Event Viewsr
Shared Folders ﬂ
% Local Users and Groups
¥ H Performance _ogs and Alert: | ¥pisk 0 | ]
) Device Manager Basic (C)
& e B5.36 &6 12.00 GE NTF
¥-{230 Removable Storage i Healthy (Syst

i Disk Def k
& Sl g] sk EE—
e Disk Management ;
3 nknown |
EEI--‘% Services and Appications 6517 I Initialize Disk

Properties

DVD{E:  Help

3. Start RDR Utility.
IMPORTANT:

m [f the inserted disk does not appear on the tree, from the menu of RDR Utility, select [Action] and click
[Refresh] or press F5 to update the display after awhile.

m The display of RDR Utility is not updated automatically. Therefore, update it every time after you perform
disk operations described below.
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4. On the left tree of RDR Utility, right-click a disk to set RDR and click [Create RDR Virtual Disk].

IMPORTANT:

Depending on the disk condition, RDR setting may take some time and RDR Utility may pause for a few
minutes. There is no error, so wait until the process is completed.

SURDR Utility { ft-SW:5200)

File Action Help

BRI maodule 0 Mame I Walue
[=- 5CSI Enclasure DevicePathID Loj40f2f

E| Slak 1 Op State: State Orline

. Disk {HarddiskO-LUN1-PLEX) Op State: Reason hlane
Yendor FLIITSU

o Slat 2

= PCI module 1
[=- 5CSI Enclosure Remayve Physical Disk From BRR Yirtual Disk 7 GE

E‘ Slot 1 Mpleke RAR Eonfigurabiom nn Phesical sk rifig
. Disk {Harddi i
Slak 2 Clear Hard MTEF

glak 3 Clear Soft MTBF 2
[=)- Logical Disk Infarmation
- RDR Virtual Disk 1

Resyrchronize This Physical Disk From RER Yirkusl Disk
Sek fs Active RDR Plex

Create RDR Yirtual Disk | Create RDR ¥irtual Disk x|
! Chanaing the configuration of this device may require a system rebaat, \“) This operation was completed.
. Are You sUre Yol want ko continug with the operation?

Yes

IMPORTANT:

If RDR is specified to a disk which contains the system partition or partition which cannot be unmounted, the
following pop-up message appears. If you click [Yes], the system is restarted in two minutes automatically. Go
on to 5. when the system is restarted.

g ]

To complete the ROR Yirtual Disk configuration change, restart Windows,
Until you restart Windows, the disk will not be usable.

System Restart War

Do vou want to restart Windows now?

Yes | Mo

Thiz systen iz shutting down. Please save all
@ work in progress and log off. Any unsaved

changes will be lozt. Thiz shutdows waz

intiated by NT AUTHORITY4SYSTEM

Time before shutdawe ;- 00:01:05

Mezzage
Thiz gyztem will reboot in 2 minutes o
complete the BOR Witual Digk
canfiguration change.

This action CAMMOT be cancelled!
Mo further warning will be given.
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5.

Insert a disk to set duplex configuration into the corresponding slot.
(In this example, a disk is inserted into the Slot 2 of the PCI module 1.)

IMPORTANT:

B When a disk is inserted, a popup window asking for rebooting the system may be displayed, but there
is no need to reboot it. Select [No] and close the popup window.

W For a disk to be inserted, use a new or physically formatted disk which has the same capacity as the
synchronization source. If such a disk is not used, disks are not duplicated successfully.

For physical format, see “SAS BIOS — Adaptec SAS/SATA Configuration Utility =" in Chapter 4 “System
Configuration” and perform Format Disk with Disk Utilities. When performing Format Disk, on BIOS
Setup Utility, click [Server], [Monitoring Configuration] and disable [Option ROM Scan Monitoring]. For
how to set up, see “SYSTEM BIOS — SETUP -” on Chapter 4 “System Configuration.”

On the left tree of RDR Utility, right-click a disk to set RDR and click [Add physical Disk To RDR Virtual
Disk].
ﬂRDR Utility { ft-5W:5200)

File aAction Help

E-PCI moduls 0 Mame | Yalue
[=1- 551 Enclosure DevicePathlD 11/40121
=} Shat 1 Op Skate: State Cnline
: i... Diigk {Harddisk0-LUN1-PLEXO) Op Skate: Reason Mone
-5kt 2 Wendor FLIITSU
TE el : ProductID MAX307:
Bt (Hondldislcl SLUNZ:PLER) ProductRevisianLevel 2903
St 3 SerialMumber DOESPE!
El-PCl module 1 ChijectMarne Harddisk
[=1-5C51 Enclosure iZapacity B3, 17 G
=} Shat 1 ConfigState Unconfic
© L Disk (HarddiskD-LUN1-PLEX1) MTEBF: HardCurrent Lirknowr
-5kt 2 MTEF: HardMumberOfFaults i}
) MTBF: SoftCurrent Unkniowr

lok 3

Disk To RDR Wirkual Disk

[=1- Logical Disk Informatio

ROR Virbual Disk 1 Remaye PhysicallDisk Fram ROR Vitkual Disk
- RDR. Yirtual Disk 2

Delete ROR Configuration o Phyvsical Gisk

Clear Hard MTEF
Clear Soft MTEF

Resynchranize This Physical Bisk Eram RDR Yirbual Dist
Seths Active RDR Rlex
|

Add Physical Disk To RDR ¥irtua x|

L3
\5) This operation was completed.
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7. Confirm that synchronizing disks are started and the DISK ACCESS LEDs and the display of RDR utility
change as shown below:

B Synchronizing

DISK ACCESS RDR Utility
LED Op State: State Status
Source disk Amber .
L Simplex
(Blinking)
Destination disk Amber - )
.. Svncing
(Blinkingy
RDR Virtual Disk Simplex Resync x percent
(x=0,4,8, ..., 96)
SURDR Utility { fi-SW:5200) ] =10 =]
File Action Help
El-PCImodule O Name | value |
(=) 5CS1 Enclosure DevicePathID 3905
E Slot 1 Op State: State Simplex
- - Disk {HarddiskD-LUN1-PLEXD) Op State: Reason Mane
5 slat 2 ‘endor Skratus
B g : ProductID Draka Duples LM
- Disk (Harddisk1-LUNZ-PLEXT) Hiodoe e o 3 F
“oElot 3 Serialumber 8503c6a9-8bbe-4b33-950b-5293505d. ..
El-PCI module 1 Capacity 68,17 GB
[=]- 5C51 Enclosure ObjectMame Harddisk1
E Slat 1 Caption RDR Virtual Disk 2
¢ L.Disk (HarddiskD-LUN1-PLEX1) DevicaPathl1] 1074021
B Slat 2 Dexf|cePath[2] 11,|'4E|,!'2,|'1
- - Disk {Harddisk1-LUNZ-PLEX1) :;ta“éfz‘:;‘apalf;ndng e
“- St 3 ResynclLUINPrioriky Mormnal
E]- Logical Disk Information Skatus Resync 10%, <himin: remaining 0:00
RDR Yirtual Disk 1
BEROR Virtual Disk. 2

IMPORTANT:

m The time required for synchronization varies depending on the partition size on the disk.
For 18GB partition, it takes about 20 minutes.
If there is no partition, synchronization may complete in a short period and the disk may become
synchronized after RDR is set.

m |f the system is rebooted during synchronization, the process cannot be completed. Do not restart the system
until the synchronization is completed.




B Synchronization completed

DISK ACCESS RDR Utility
LED Op State: State Status
Source disk Green
L Duplex
(Blinking)
Destination disk Green
L Duplex
(Blinking)
RDR Virtual Disk Duplex None
FURDR Utility { ft-SW: 5200 ) I -|ol ]
File Action Help
E1-PCI module 0 MName | value |
[=1- 5C51 Enclasure [iewiceb ot 20/
= Slat 1 i
- ' Disk (HarddiskD-LUN1 -PLEXD) Op 3tate: Reason Hone
B Skt 2 Vendor Stratus
- Disk {Harddisk1-LLINZ-PLEXD) E:ggﬁztﬂvisinmevel Eata PEpISeLtH
“o Sl 3 Seriallumber #5036a9-8bbe-4b33-950b-6e938050d. .
El-PCT module 1 Capacity 66,17 GB
[=1- 5C51 Enclasure Objectiame Harddisk1l
E Slat 1 Caption RDR Yirtual Disk 2
. iDisk (HarddiskD-LLIN1-PLEX1} DevicePath(1] 10f40/z/1
B Skt 2 Dexf'lcePath[2] 11,|'4E|,!'2,|'1
. Disk {Harddisk1-LUNZ-PLEX1) SEZE'EEE;BP;?:WW g:rdd'Skl'LUNz'PLEm
“- Elot 3 P esvncl UMPriorit Iarmal
=l Logical Disk Infarmation Skatus hane I
i RDR Wirtual Disk 1
BRR.OR. Yirkual

IMPORTANT:

m When a new partition is created on the disk where RDR is configured, the created partition area is
synchronized automatically.

m When the system is halted without shutting down Windows properly, for example, by pressing the power
button, the entire area of the synchronized disks will be resynchronized after the system is restarted.
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Removing duplex configuration of RDR disks

This section describes how to remove duplex configuration from the disk with RDR setting.

In the example below, the duplication setting of the disks in the Slot 2 of the PCI modules 0 and 1 is removed.

IMPORTANT:

m  After executing the command, RDR settings will be cancelled but other data will remain.

m  You cannot release the duplex setting of the following disks:

- Disk containing page files

- Dynamic disk

m  The display of RDR Utility is not updated automatically. Therefore, update it every time you check the status of
disks by clicking [Refresh] from [Action] on the menu or pressing F5.

1. Start the RDR Utility, right-click a disk you want to cancel RDR from the tree in the left pane, and select [Delete
RDR configuration on Physical Disk].

ﬂRDR Utility ( ft-5W:5200) 10l x|
File Action Help
B-FCI moduls 0 Name | Yalue |
[ 5CS1 Enclosure DevicePathID 10/40/2/1

E| Slat 1 Op Stake: Stake Duples:

. i Disk {HarddiskD-LUN1-PLEXD) Op Stabe: Reason Mone

5 Slat 2 Wendor FLIITSU

T A ProductID MAX3073RC

Create RO Virtoal Disk
D000

- PCI module 1
- 5C51 Enclosure

El- Logical Disk Infarmation
i RDR virtual Disk 1
L RDR Wirtual Disk 2

2. Click [Yes].

Delete RDR Configuration on Physical Disk |

Bdd Phiyvsical Disk To RER Yitkoal Disk

1-LUMS-PLERD

Remove Phyvsical Disk From BDR Wirtual Disk

Figurakion on P

- Slot 1

i Disk, (Harddis

= Slat 2 Clear Hard MTBF
- Disk (Harddiski- Clear Soft MTEF
“slot 3

, Active, Imported

Resynchronize This Physical Disk From RDR Virtual Disk.

Set s Ackive RDR Plex

A

' Chanaging the configuration af this device may require a system reboat,
[ Are you sure vou wank ko continue with the operarion?

Delete RDR Configuration on Ph vsic

-
|::> \E) This operation was completed,




3. Confirm that RDR of the disk is cancelled.

SURDR Utility { ft-5W:5200)

File Action Help

El- PCI module 0
- SCSI Ericlosure
- Slat 1
- Dpisk {Harddisk-LUM1 -PLERD)
= Slat 2

i gl
=]+ PCI miodule 1
- 5051 Eniclosure
- Slat 1
. L. Disk {HarddiskD-LUN1-PLES1)
= Slak 2
- ' Disk {Harddisk1-LUMZ-PLE® 1)
Lo Slak 3
[=1- Logical Disk Information
- RDR Wirtual Disk 1
Lo RDR Yirkual Disk 2

Marmne | Yalue
DevicePathID 10/40/2]2
Op Skate: State Simple:x

Op Stake: Reason Mone

Vendor FUIITSU
PraductID MaRZI07IRC
ProductRevisionLewvel 2903
SerialMumber DOEIPER002E0
ChjectiManme Harddiskz
Capacity 68,17 GB
ConfigState Unconfigured
MTEF: HardCurrent nknown
MTEF: HardMurnberOfFaults i

MTEF: SoftCurrent nknown
MTEF: SofthumberOfFaulks i
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4. Cancel the disk of the corresponding slot in the same manner.

S RDR Utility ¢ ft-SW: 5200 )

Eile  Action Help

rddiskl-LL

(= Lagical Disk Infarmation
RDR Virtual Disk 1
Lo RDR WVirtual Disk 2

Create REE Yirkual Disk
Sdd Phoesical Disk To BOR Yirkual Dislk

=l PCI module 0 Mame I Yalue
=1+ 5C51 Enclosure DevicePathID 117400201
=~ Slok 1 Op State: State Simple:x
. Disk (HarddiskO-LUM1-PLEXO) LpabsteiReashn Lioue
EI Slat = VYendor FLIITSU
f : & : ProductID MaX3073RC
Disk (Harddiskz) ProductRevisionLewel Zo03
= Slot 3 SerialMumber DGESPES00ZGEM
£ PCI module 1 ObjectManme Harddisk1-LUMZ-PLEX1
=+ 5C5I Chclosure Capacity Q0,17 G0
=~ Slok 1 ConfigState Configured, Active, Imported
© i Disk {HarddiskO-LUM1-PLEX1) MTEF: HardCurrent Unknown
MTEF: HardMurmberOFFaulks u]
MTEF: SoftCurrent Unknowan

Remove Physical Bisk From RER Yirkual Bisk

Delete ROR Configuration on Physi

Clear Hard MTEF
Clear Soft MTEF

Resynchranize This Physical Risk Fram RER Yirkual Disk

Setbas Gctive RDE Plek

Delete RDR Configuration on Physical Disk

AN

Changing the configuration of this device may require a swskem reboat,
Are you sure you wank ko continue with the operarion?

N

Delete RDR Configuration on Physical Disk |

The systemn needs ko be rebooted in order to complete
the RDR Mirkual Disk configuration change operation,
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IMPORTANT:

m  Cancelled disk may not be displayed properly on [Disk Management] after the RDR is cancelled. If this is the
case, execute the following:
1. Exit [Disk Management].
2. Open [Computer Management] — [Service] and execute “Virtual Disk Service (vds).”
3. Open [Disk Management].

m A partition on the disk where the RDR setting is removed is not assigned a drive letter. To use the partition,
assign a drive letter using [Disk Management].

m [f the disk contains a partition which cannot be unmounted, the OS needs to be restarted when canceling RDR.
In that case, the following pop-up message appears. If you click [Yes], the OS is restarted automatically after
two minutes:

To complete the RDR Mirtual Disk configuration change, restart Windows,
Lntil vou restart Windows, the disk will not be usable.

Do o wank bo restart Windows now?

work, in progrezs and log off. Any unzaved
changes will be lost. This shutdawn waz
initiated by MT AUTHORI TS5 TER

@ Thiz =ypztem iz shutting down. Pleaze zave all

Time before shutdown © 00:07:06

bezzage
Thiz system will reboot in 2 minutes to
complete the BDR Yirtual Digk
configuration change.

Thiz action CANNOT be cancelled!
Mo further warhing will be given.
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Other functions of RDR Utility

<Commands for physical disks>

Remove Physical Disk From RDR Virtual Disk
All data including RDR settings on a physical disk can be deleted.

IMPORTANT:
m  After executing the command, the physical disk becomes an empty basic disk without RDR settings.

m  This command can only be executed to physical disks in Duplex/Syncing state.

1. Start RDR Utility and right-click a target disk on the tree in the left pane, and click [Remove Physical Disk from
RDR Virtual Disk].

2. Inthe [Remove Physical Disk From RDR Virtual Disk] dialog box, click [Yes].
3. Inthe [Remove Physical Disk From RDR Virtual Disk] dialog box, click [OK].

Clear Hard MTBF

When a hardware failure occurs to a disk, the mean time between failures (MTBF) is counted and the value is saved. In
RDR Utility, the value is displayed at [MTBF: HardCurrent] and [MTBF:HardNumberOffFaults].

These MTBF values can be cleared by the [Clear Hard MTBF] command.
1. Start RDR Utility and right-click a target disk on the tree in the left pane, and click [Clear Hard MTBF].
2. Inthe [Clear Hard MTBF] dialog box, click [OK].

Clear Soft MTBF

When a software failure occurs to a disk, the mean time between failures (MTBF) is counted and the value is saved. In
RDR Utility, the value is displayed at [MTBF: SoftCurrent] and [MTBF:SoftNumberOfFaults].

These MTBF values can be cleared by the [Clear Soft MTBF] command.
1. Start RDR Utility and right-click a target disk on the tree in the left pane, and click [Clear Soft MTBF].
2. Inthe [Clear Soft MTBF] dialog box, click [OK].
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Resynchronize This Physical Disk From RDR Virtual Disk

Disks whose synchronization by RDR is cancelled for reasons including a failure can be resynchronized.
1. Start RDR Utility and right-click a target disk in the left pane and click [Resynchronize This Physical Disk From
RDR Virtual Disk].

In the [Resynchronize This Physical Disk From RDR Virtual Disk] dialog box, click [OK]

Confirm that the resynchronization starts and the status of disks changes as shown below:
B Resynchronizing

DISK ACCESS RDR Utility
LED Op State: State Status
Source disk Amber Simplex
(Blinking)
Destination disk Amber svncin
(Blinking) yneing
RDR Virtual Disk Simplex Resync x percent
(x=0,4,8, ..., 96)
B Synchronization completed
DISK ACCESS RDR Utility
LED Op State: State Status
Source disk Green Duplex
(Blinking)
Destination disk Green Duplex
(Blinking)
RDR Virtual Disk Duplex None
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Set As Active RDR Plex

A physical disk can be set as “Active RDR Plex” by a command.
Active RDR Plex is the disk on which data reading process is performed when Load Balancing of RDR Virtual Disk is
off.

1. Start RDR Utility and right-click a target disk in the left pane and click [Set As Active RDR Disk].
2. Inthe [Set As Active RDR Plex] dialog box, click [OK].

Active RDR Plex can be viewed from [Active RDR Plex] of RDR Virtual Disk. (In the image below, the disk in the slot
2 of PCI module 0 is set to Active RDR Plex among physical disks constructing RDR Virtual Disk 2.)

FHURDR Utility {ft-5W:5200) o ]
File Ackion Help
El-PCI module O Hame | value |
=8 SC5I Enclasure DevicePathID 39/5
E Slat 1 Op State: State Duplex
- o Disk (HarddiskD-LUNL-PLEXD) Op State: Reasan Mone
) Slat 2 Yendor Stratus
Frr E : ProductID Data Duplesx LUK
= Disk (Harddisk1-LUN2-PLEX0) Product Revigionl evel 4
P 5lot 3 SerialMumber B503c6a9-8hbe-4b33-950b-893808 . ..
=1 PCI maodule 1 Capacity 63,17 Gh
- S5 Enclosure DbjeckMane Harddisk1
E slat 1 Caption RDR Virtual Disk 2
© L Disk (HarddiskD-LUMNL-PLEX1) DevicePath[1] 10/4042/1
- Slat 2 Devicepath =] Li4nizi
ey § AckiveRDRF Harddisk1-LUNZ-PLE=0
- Disk (Harddiski-LUNZ-PLER1) R o )
“Slat 3 ResyncLUMNPriarity Mormal
El- Logical Disk Informatian Skatus Mone
i+~ RDR: Virtual Disk. 1
ROR Wirtual D
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Commands for RDR Virtual Disk

Verify RDR Virtual Disk
Whether the synchronization by RDR is performed normally can be checked.
1. Start RDR Utility and right-click [RDR Virtual Disk x] in the left pane and click [Verify RDR Virtual Disk].

2. Inthe [Verify RDR Virtual Disk] dialog box, click [OK].
The progress of verification can be viewed using RDR Utility.

\erifying Verification completed
[Status] of RDR Virtual Disk x Verify x percent
(x=0, 4,8, -+, 96)

None

TIPS:
m  The verification process is automatically performed every 1 week.

m  The time required for verification depends on the disk size and load.

Stop Verifying RDR Virtual Disk

Verification of RDR virtual disk in progress can be stopped.
1. Start RDR Utility and right-click [RDR Virtual Disk x] in the left pane and click [Stop Verify RDR Virtual Disk].
2. Inthe [Stop Verify RDR Virtual Disk] dialog box, click [OK].

Set Resync Priority

Priority of synchronization by RDR can be specified. By changing the priority, 1/0 load during synchronization can be
reduced.

1. Start RDR Utility, right-click [RDR Virtual Disk x] in the left pane and click [Set Resync Priority].
2. When a dialog box appears, select Low, Normal or High (a default is Normal) and click [OK].
3. Inthe [Set Resync Priority] dialog box, click [OK].

Set RDR LUN Load Balancing

On or off of load balancing can be specified.

When the load balancing is on (default), the read process is performed alternately from two physical disks forming the
RDR Virtual Disk to improve performance. When it is off, the read process is performed from the physical disk
specified as Active RDR Plex.

1. Start RDR Utility, right-click [RDR Virtual Disk x] in the left pane to change the priority and click [Set RDR
LUN Load Balancing].

When a dialog box appears, select On or Off (a default is On) and click [OK].
In the [Set RDR LUN Load Balancing] dialog box, click [OK].
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Replacing Failed Hard Disk Drives

The following describes how to locate and replace the failed hard disk. The failed hard disk should be replaced
with the server powered on.

How to Locate Failed Disks
1. From [Start], select [All Programs], [RDR] and click [RDR Utility] to start RDR Utility.

2. From the tree on the left pane of [RDR Utility], select each disk and check the values of [MTBF: Current]
and [MTBF:NumberOfFaults] in the right pane.

TIPS:
For RDR Utility, see “About RDR Utility” on page 3-3.

[Description of each MTBF value]

Property name Description Normal value*
MTBF: HardCurrent Mean time between hardware failures. Unknown
MTBF: SoftCurrent Mean time between software failures. Unknown

* The normal value denotes the value of when no error has occurred.

If either of the values is different from the normal value, the disk has an error.

Procedures to Replace Failed Disks

This section describes a procedure for replacing a disk when a failure occurs to a disk that is duplicated by the RDR
function.

IMPORTANT:

The display of RDR Utility is not updated automatically. Therefore, update it every time you check the status of disks
by clicking [Refresh] from [Action] on the menu or pressing F5. Do not update RDR Utility frequently immediately
after inserting a disk.

Here, an example that a failure of the disk in slot 2 of the PCI module 0 is determined as described in “How to Locate
Failed Disks” is explained.

From [Start], click [All Programs], point to [RDR], and select [RDR Utility] to start RDR Utility.
Remove the disk in the slot 2 of the PCI module 0.

Insert a new disk to the slot 2 of the PCI module 0.
RDR is automatically set to the inserted disk and synchronization starts.
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IMPORTANT:
|

the corresponding slot (in this example, the disk in slot 2 of the PCI module 0)

Insert the replacement disk after waiting for 15 seconds or more after removing a disk.

Inserted disk may not be configured to RDR automatically. If this occurs, right click on the inserted disk in
the left tree on [RDR Utility] and click [Add Physical Disk To RDR Virtual Disk] to start synchronizing.

For a disk to be inserted, use a new or physically formatted disk which has the same capacity as the disk of

When a disk is inserted, a popup window asking for rebooting the system may be displayed, but there is no
need to reboot it. Select [No] and close the popup window.

4. Confirm that the DISK ACCESS LEDs and the display of RDR Utility change as shown below:

B Synchronizing

DISK ACCESS RDR Utility
LED Op State: State Status
Source disk Amber .
L Simplex
(Blinking)
Destination disk Amber svncin
(Blinking) yneihg
RDR Virtual Disk Simplex Resync x percent
(x=0, 4, 8, ..., 96)
SURDR Utility ¢ ft-SW:52.00) 0 ] 54
File Action Help
El-PCI module 0 Mame | Value |
[=1- 5CSI Enclosure DevicePathID 395

E Slat 1 Op State: Stake Simplex )

. - Disk {Harddiskd-LUN1-PLE0) ©p State: Reasan Mone

= Slat 2 Wendor Stratus

T o : PraduckID Data Duplesx LUM

B e ProductRevisionLevel 4 i

- Slat 3 Serialtumber 8503c6a9-5hbe-4b33-950b-5293805cd. ..
E=l-PCI module 1 Caparity 65.17 GB

[=1- 5CSI Enclosure CbjeckMame Harddisk1

E sSlat 1 CapFiun ROR Yirtual Disk 2

- Disk (Harddisk-LUNL-PLEX1L) DevicePath[1] 10j40421

- Slat 2 DexflceF‘ath[Z] 11!40,!'29'1

- - Disk {Harddlisk1-LUNZ-PLEX1) :;E;Efgg;‘;;fa"mmg girdd'Skl'LUNZ'PLEXD

“- Slot 3 ResvncLUNPriority Marmal
[+ Logical Disk Information S Fesynic 107s, <N mine remanng 0:00 )

RDR Yirtual Disk 1
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IMPORTANT:

m The time required for synchronization varies depending on the partition size on the disk.
For 18GB partition, it takes about 20 minutes.
If there is no partition, synchronization may complete in a short period of time and the disk may become
synchronized after RDR is set.

m [f the system is rebooted during synchronization, the process cannot be completed. Do not restart the system
until the synchronization is completed.

B Synchronization completed

DISK ACCESS RDR Utility
LED Op State: State Status
Source disk Green
. Duplex
(Blinking)
Destination disk Green
L Duplex
(Blinking)
RDR Virtual Disk Duplex None
ﬂRDR Utility { f+-S5W:5200) 1 i |I:I|1|
File Ackion Help
El-PCI module O Narme | valus |
[=)- SCSI Enclosure i LI oo
E Slot 1 Op State: State Duplex ]
. LoDk (HarddiskD-LUN1 -PLEXO) it -
) Slat 2 Yendor Shratus
Frr E : ProductID Data Duplesx LUN
- Disk {Hardclisk1-LUNZ-PLEXD) Kot o ¥ P
“-Slat 3 SerialNumber 8503c659-5bbe-4b33-950b-5e93808¢d. ..
=1+ PCI module 1 Capacity 68,17 @b
El- 5CSI Enclosure ObjectMarne Harddisk1
E Slat 1 Caption ROR Virkual Disk 2
- Disk (Harddiska-LUN1-PLEX1) g:x:z:g:i:%g :?ﬁgg; i
[=)- Slat 2 - ‘
- Disk (Harddiski-LUNZ-PLEX1) peSROR . ol LLNEPLER]
#Slat 3 [ ResyncLUNEriarity Tormal )
= Lu_:gical Disk. InFormation Skakus Marne

i~ RDR Wirtual Disk. 1
BE~ DR Yirtual Disk 2
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CHANGE DRIVE LETTER

To add, change or delete drive letters, follow the steps below. Before making any changes, thoroughly read the Fault
Tolerant Server series-specific precautions and general precautions for Windows.

1.

2.
3.
4

Select [Start] - [Control Panel] - [Administrative Tools] and open [Computer Management].

In the console tree of [Computer Management], click [Disk Management].

Right-click a target partition, logical drive or volume and click [Change Drive Letter and Paths...].
Perform one of the following:

® To assign a drive letter, click [Add...], a drive letter to use, then [OK].

® To change a drive letter, click the drive letter to change, [Change...], a drive letter to use, then [OK].

® To delete a drive letter, click the drive letter to delete then [Remove].

IMPORTANT:

<Fault Tolerant Server series-specific precautions>

When connecting an optional floppy disk drive, drive letters may change from A to B by switching CPU/IO
modules. This does not affect the opearation of the server. Use B drive as the floppy disk drive.

<General precautions for Windows>

Drive letter of system volume or boot volume cannot be changed.

Up to 26 drive letters can be used on a computer. “A” and “B” are drive letters for floppy disk drives. Generally,
hard disk drives are assigned “C” to “Z”, but for network drives, drive letters are assigned in a reverse order (“Z”
to “C").

Because many of Windows programs refer to specific drive letters, cautions are required for assigning drive
letters. For example, the Path environment variable specifies a program name and a specific drive letter.

For performing the procedure above, you need to be a member of Backup Operators group or Administrators
group, or you need to have appropriate authorization.
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DUPLEX LAN CONFIGURATION

The Fault Tolerant Server series builds a duplex LAN configuration by using “Stratus emb-EB 2-Port Gigabit Adapter,”
mounted as standard on the CPU/IO module and the extended PCI slot “NEC MT Gigabit Adapter”, “NEC MF Gigabit
Adapter,” and “Stratus U 575 Dual Port Copper Gigabit Adapter.”

Overview

The duplex LAN configuration is of three types as described below:

Adapter Fault Tolerance (AFT)

Adapter Fault Tolerance (AFT) is a feature that places more than one LAN controller on the same LAN (same
segment), and automatically switches the process of the primary controller to the backup controller when any
trouble occurred on the primary.

Adaptive Load Balancing (ALB)

Adaptive Load Balancing (ALB) is a feature that connects more than one LAN controller to the same hub and
enhances the throughput by operating packet transmission from the server.

Receive Load Balancing (RLB) is enabled by default. Disable RLB. When RLB is enabled
the network duplex configuration may fail.

Switch Fault Tolerance (SFT)

Switch Fault Tolerance (SFT) is a feature that provides the network availability because the fail-over target
(standby) adapter takes over the MAC address/L3 address when failure occurs on adapter/cable/connecting switch,
as two adapters are connected to corresponding two switches. One is allocated to the primary adapter and the other
is allocated to the standby adapter. On the network, the primary adapter communicates.

Regarding the path redundancy, you need to construct the environment both on the ft server and the switch devices.
Spanning Tree Protocol (SPT) function is required to construct the path redundancy on the switch devices.

When you construct the environment, you need to set the switch priority in order to maintain the path to the
primary adapter after the path information is updated if a switch on the path is broken. In addition, you need to set
the priority to use the secondary adapter's switch if the primary adapter's switch is broken.

The other modes, “Static Link Aggregation” and “IEEE 802.3ad Link Aggregation,” do not contribute to enhancement
against a fault. When a fault occurs, the communication performed on the controller with the fault is not taken over by
the backup controller but lost.
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Rules of Duplex Configuration on Fault Tolerant Server series

Be sure to make the setting of duplex network configuration on the server.
When building duplex configuration, be sure to use at least one adapter of CPU/IO module 0 and of 1 individually.

Examplel) Configure the duplex network which enhances the service life by using all adapters.

CPU/IO module 0 'CPU/IO module 1

1 [ 1] [ 1 [ 1

Network \‘J

Example 2) Configure the duplex network which corresponds to multiple LAN connection.

CPU/IO module 0 CPU/IO module 1
O
£y
Network 1 X

Network 2
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Configuring Duplex LAN

This section describes how to configure duplex LAN.
The following explains how to configure duplex/dual LAN regarding to the example shown in “Rules of Duplex
Configuration on Fault Tolerant Server series.”

IMPORTANT:
Log on as "Administrator" or a member of the group "Administrators."

Start [Device Manager].

Select a target Network Adapter. Right-click on it and select [Properties] from the menu displayed to show the
properties dialog box.

=Y

File  Acktion Yiew Help

o EFE R 8 =na

-- _J Computer ;I
Disk drives

Display adapters
L, DVDJCD-ROM drives

Human Inkerface Devices

IDE ATAJATAPI controllers

= Keyboards

_) Mice and other pointing devices
Modems

Monitors

g 2P
- H8 Stratus emb-EE 2-P

B8 Stratus emb-EG 2-p Disable
B8 Stratus emb-EG 2-p Uninstall
- SN Skrabus US7S Dual B
-8 Stratus US7S Dual F
-8 Stratus US7S DualF Properties
- E8 Stratus US7S Dual PGt _opper @igabit Adapter

B 5 Ports (COM &LPT)

- #8 Processors ;I

Update Driver...

Scan For hardware changes

3. Select the [Teaming] tab on the properties dialog box. Select the [Team with other adapters], and then click the
[New Team...] button.

Stratus emb-EB 2-Port Gigabit Adapter Properkies ed |

General | Link Speed I Advanced I Power Managament
Teaming I YléMs | Drver | Detals | Resources

(intE| Adapter Teaming

Teaming optionz:
" Do nat team this adapter

" Express: Team all ports on this adapter

MNew Team... |
Tiean:
Mo teamz avalable j Eroperies:. |

Team with other adapters

Allowws you to group tweo to eight adapter ports together for ;I
increazed bandwidth andfor fault tolerance.

For more information, see the ANS Teaming Cverview.
|
ak I Cancel |
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4. Enter the team name and click [Next].

New Team Wizard i x|

Welcome to the Intel[R] PRO Adapter Mew Team Wizard

Specify a name for the team:

Advanced Metworking Services (ANS) team names are limited ;I
to 48 characters. Team names must be unigue within the
system.

The team name can be changed after the team is created by

using the Modify button on the Setting tab of the team
propetties dislog.

E
< Back I Mext > I Cancel |

5. Select the adapters to include in the team and click [Next].

New Team Wizard R x|

Select the adapters to include in this team:

Stratuz emb-EB 2Port Gigabit Adapter ;I

O Stratuz emb-EB 2-Port Gigabit Adapter #2

Stratuz emb-EB 2Port Gigabit Adapter #3

O Stratuz emb-EB 2-Port Gigabit Adapter #4 j
-

Metworking Services (ANS) teaming. Adapters that do not

support ANS teaming or that are already members of anather

AME of Express team are unavailskle and are not shovwn in

the list. TOE (TCP Offload Engine) enabled adapters can not

be added to an AMS team and will not appear inthe list of ;I

The list showes the adapters that are avaiable for Advanced j

< Back I Mest > I Cancel |

6. Select [Adapter Fault Tolerance] or [Adaptive Load Balancing] or [Switch Fault Tolerance] as a team mode
(Usually select [Adapter Fault Tolerance]).

Click [Next].

New Team Wizard N x|

Select a team mo

b an
Adaptive Load Balancing
Static Link Aggregation
|IEEE 802 3ad Dynamic Link Aggregation
Switch Fault Tolerance

-

Advanced Networking Services (ANS) Team :l
Types
* Adapter Fault Tolerance

Adaptive Load Balancing

Static Link Aggregation

IEEE 502 .3ad Dynamic Link Aooreqation

Switch Fault Tolerance
T MNTER. LI

< Back I Next » I Cancel |
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7. Click [Finish].

New Team Wizard -__ X

The wizard has the settings needed ta create the team.

*f'ou can view and modify the settings for these adapters from the team
properties dialog.

< Back Canicel |

8. Start Command prompt to check the physical MAC address set on ipconfig/all.

Ethernet adapter Local Area Connection 18:

Media State . S ok & & A S 4n A & Media disconnected
Description . P TEAH : Team #

: f
Physical Address. . . . . . . . . BA-38-13-B8-88-34

C:~Documents and Settings“\Administrator>

9. Select the Team Adapter you have set. Right-click on it and select [Properties] from the menu displayed to show
the properties dialog box.

[Soenceranager o]

File Action  Wiew Help
«-|EEFE 2 axna
+-{dg Human Interface Devices d
=) IDE ATA/ATAPL contrallers

Z Keyhoards

_) Mice and other pointing desices

e Madems

% Monitors

B Metwork adapters

B8 Stratus emb-EB 2-Port Gigabit Adapter #2

i~ E@ Stratus emb-EE 2-Port Gigabit Adapter #4

-8 Stratus US75 Dual Port Copper Gigabit Adapter
B Stratus US75 Dual Pork Copper Gigabit Adapter #2
B8 Stratus US75 Dual Port Copper Gigabit Adapter #3
B Stratus US75 Dual Pork Copper Gigabit Adapter #4
= -

@ TEAM (1 Uedate Driver.., bt Adapter
L.H@ TEAM ;1 Disable bhit Adapter #3
(-, Ports(com:  Uninstal
[+-#88 Processars
(-¢% 5051 and R
E

e

I+

Scan for hardware changes

- . s, oo T =

H-ae Storage volmes
- 1 System devices =l
|0pens property sheet For the current selection,
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10. Select the [Advanced] tab on the properties dialog box. Select [Locally Administered Address] from the [Settings]

list box, and then enter the MAC address of a Team Adapter, which you have checked, in the [Value] text box.
Click [OK].

TEAM : Team #0 Properties i ﬂﬂ

Generall Settings  Advanced |VL.-’-‘«NSI Diriver I Detailsl
( |nte|') Advanced Team Settings

Settings:

Activation Delay

k Time (in Seconds
Adrministered Address

0. times probe sent

Mumber of R¥ packets

Mumber of TX packets

Probe

Qo5 Packet Tagaing ;I Use Default I

Locally Administered Address

/1y CAUTION: The Locally Sdministered Address (LAA) &
replaces the MAC address for this network adapter.

Make sure no other system on the network uses this
address.

Range 000000000001 - FEFFFFFFFFFF

Usage Considerations
= Do not use a multicast address (least significant bit of the high LI

(1] 8 I Cancel |
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Removing Duplex/Dual LAN

This section describes how to remove duplex/dual LAN.

IMPORTANT:

Log on as "Administrator" or a member of the group "Administrators.”

1. Start [Device Manager].

2. Select the Team Adapter of which you want to remove duplex/dual LAN. Right-click on it, and then select

[Properties] from the menu displayed to show the properties dialog box.

File Action Wew Help

+trEBES 2 AasEa

+-{ds Human Interface Devices ;I
IDE ATAJATAPI controllers
» Kevboards
~) Mice and other pointing devices
;‘, Modems
é Manitors

Metwork adapters
L..H@ Stratus emb-EB 2-Port Gigabit Adapter #2
B8 Stratus emb-EB 2-Port Gigabit Adapter #4
B8 Stratus USTS Dual Port Copper Gigabit Adapter
B8 Stratus USTS Dual Port Copper Gigabit Adapter #2
B8 Stratus USTS Dual Port Copper Gigabit Adapter #3
B8 Stratus USTS Dual Port Copper Gigabit Adapter #4

=10l x|

e
HE TEAM : 1 Update Driver. .,
B@ TEAM 1 Dissble
- 5 Ports (Comi Uninstall
[+-48 Processors
48 55T and RA
[
[
[+

mbit Adapter
mbit Adapter #3

Scan for hardware changes

8 s, v TR -

t-Ge@ Shorage volUmes
H- b Svstem devices ;I
|OpEn5 property sheet For the current selection, | |

Select the [Settings] tab in the properties dialog box and click the [Remove Team] button.

General  Settings |ﬂdvanced| VL.QNSI Diriver I Detailsl

3.

(lntE|) Team Mode: Adapter Fault Tolerance

bit

; N 5
Stratuz emb-EB 2-Port Gigabit Adapter

| | =

Remove Team | Dietails. . | Modify Team... |

Test Switch... | Adapter Properties. . |

Lizts the adapters that are members of the selected team and ﬂ

indicates their current state.

Status

& Scotive: The adspter iz used to pass traffic.
Column

& Digabled: The adapter iz inthe team, but does
not have link, is disabled in Device Manager
or the Metwork Control Panel, or is
expEtiencing driver izsues, ;l

ak. I Cancel |
4. The confirmation dialog box appears. Click [Yes] button.

Team Settings ll

! "_u, Ape vou sure you want o remaove this team?
"
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CHECKING THE DUPLICATING OPERATION OF MODULES

This section describes how to check if the system runs properly after system installation or reinstallation. CPU/IO
module has a processor function part and 10 function part. Each part is monitored and managed by the
module. In this section, the processor function part is referred to as CPU module and 10 function part PCI

module.

Evaluate Startup and Stop of PCI Modules

This section describes how to confirm the continuous system operation by failover after stopping the primary PCI

module.

1.

Check which is the primary PCI module.

The PCI module with the POWER switch illuminated is the primary module.

2.

Check whether the PCI modules are duplicated.

To check if the PCI modules are duplicated, see the CPU/IO modules’ status LEDs.

[]lel
@

- cac/Jar—o —

B2 s 3,1”1"3"3""‘1%"'}"1"1"3"@ =—I—M= ”
R R 3232333233333 39090414040 2 ==l =
333 3403343333995 23 450905
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I 2433539040424 39050934340
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33333273353 2338323880838 3307 == I
3434333493 =pa34edalalalalalrdlid = = |
3232329 23232[@ 2333272333332 352 -
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343424392924 42
i i B i B | = 7 =1 —_ =

[Indications of the status LEDs when PCI modules are duplicated]

LED Primary Secondary
1 | CPU/IO module status LED1 - -
2 | CPU/IO module status LED2 Green Green
3 | DISKACCESS LED Green blinking Green blinking

* The numbers in the table correspond to the numbers in the above figure.
The DISK ACCESS LED (3) lights when the hard disk drive is accessed.
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Stop the operation of a PCI module using the ft server utility.

Select [Start] - [All Programs] - [NEC ESMPRO Agent] - [ft server utility] to start the ft server utility.
Then, from the ft server utility, select [PCI Module] and then the primary PCI module (*) from the
[FTSever] tree on the left pane, and click [Down] of [Bring Up/Bring Down].

* As for the primary PCI module (*), if the PCI module 0 is primary select [PCI Module(ID:10)]. If the
PCI module 1 is primary, select [PCI Module (ID:11)].

When you stop the operation of the primary PCI module, a failover occurs and the secondary PCI module
becomes the primary module.

& PCI Module(ID:10) - ft server utility _{o| x|
File Yiew Window Help

2l
= &8 FTServer -
: General e

-8l Disk Failure Prediction MTEF Cl
CPU Maodule

IVMTEF information is cleared. Clear ‘

(=R MTEF Tyz

0)
£ SCSTEnclosure (% Use Threshold Apply
B Brc " Naver Restart
7 Alwrays Restart
- Bring Up/Bring D
PCI module is brought up or down. Up
Do -
Diagnostics
’V Start diagnostics of PCI madule. Diagnostics.. ‘

Status Duplex

=]
Z

Ready

The following events or changes occur when stopping the primary PCI module and the module fails over:
® The screen temporarily blacks out and then displayed again.
® The following message will appear from the taskbar:
Windows - FT Orphaning: A disk that is part of a fault-tolerant volume can no longer be accessed.
* The message denotes that the mirror volumes of the hard disk stored in the disconnected PCI
module are released.
* The message will not appear if disks are duplicated by the RDR function.
® Indications of PCI modules’ status LEDs change as follows:
[Indications of status LEDs]

LED Secondary* Primary*
1 | CPU/IO module status LED1 Amber -
2 | CPU/IO module status LED?2 - Green blinking
3 | DISKACCESS LED - Amber or Green blinking

(when the disk is
accessed, this LED
illuminates in green)

* The primary and secondary modules after failover

Restart the PCI module.

From the ft server utility, click [Up] of [Bring Up/Bring Down] to the PCI module which was stopped in
the step 3, and the PCI module will be started. Once the PCI module is started, PCI module diagnosis,
mirror volume duplication and PCI module duplication are performed.

IMPORTANT:

If BrightStor ARCserve 2000 or Backup Exec is installed, the tape will not be recognized due to the
failover of the PCI module. Thus be sure to stop the services before starting the PCI module.

1. Start [Services] from [Administrative Tools] of [Control Panel].
2. Select a service of backup software.

3. Choose “Stop” from the “Action” menu.

4. Repeat 2 and 3 for all services of the backup software.
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The PCI modules’ status LEDs changes as shown below:
[Indications of the status LEDs]

Immediately after the PCI module startup until the completion of diagnosis

LED Secondary Primary
1 | CPU/IO module status LED1 - -
2 | CPU/IO module status LED2 - Green blinking
3 | DISKACCESS LED -

Amber or Green blinking
(when the disk is accessed,
this LED illuminates in
green)

U

When duplication of disks is started after the completion of PCI module diagnosis
* The status of LEDs varies depending on the method of disk duplication.

LED Secondary Primary
1 | CPU/IO module status - -
LED1
2 | CPU/IO module status Green blinking Green blinking
LED2
3 | DISK ACCESS LED Amber or Green Amber or Green
blinking (when the disk | blinking (when the disk
is accessed, this LED is accessed, this LED
illuminates in green) illuminates in green)

L

After the completion of disk duplication and when the PCI modules are duplicated

LED Secondary Primary
1 | CPU/IO module status LED1 - -
2 | CPU/IO module status LED2 Green Green
3 | DISK ACCESS LED Green blinking Green blinking
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Confirm Start and Stop of CPU Modules

This section describes how to confirm the continuous system operation after stopping one of the CPU modules.

1.

Confirm that the CPU modules are duplicated.

To check if the CPU modules are duplicated, see the status LEDs of the CPU modules.

QS fFoer ) == &
2 D Rl === Bl
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25292924929242492925 32 —_—— = |
PPPPPPPPY| =3 === BT
Indications of status LEDs when CPU modules are duplicated]
LED CPU module 0 CPU module 1
(Operating) (Operating)
1 | CPU/IO module status LED1 - -
2 | CPU/IO module status LED2 Green Green
3 | DISKACESSS LED Green blinking Green blinking

Use the ft server utility to stop the operation of a CPU module to remove.
From [Start], select [All Programs], [NEC ESMPRO Agent] then [ft server utility] to start the ft server utility.
Then, from the ft server utility, select [CPU Module] then the CPU module to stop (*) from the [FTSever] tree on

the left pane, and click [Down] of [Bring Up/Bring Down].

* As for the CPU module to stop, select [CPU Module(1D:0)] to stop CPU module 0, select [CPU Module(ID:1)]

to stop CPU module 1.

& CPU Module(ID:0) - ft server utility
Fle Wiew MWindow Help

=10 x|

~MTEF

MTEF CI

|7MTEF infarmation is cleared.

G ‘

B
& sCSIEndosure
B BMC

MTEF Typ
& Use Threshold
€ Wewer Restart

€ Always Restat

- Bring Up/Bring Dova

CPU snduls is bronught up o dewn,

-
|

Diagnostics

’7 Start diagnostics of CPU module.

Apply
Di

Ready

Up

Dowm.

iagnostins ‘
Firmware

Phoenix ServerEIOS Varsion 2.00 (PE 4.0, 121 6:20

=l
4

When you stop the operation of a CPU module, the indications of the status LEDs

denotes that the only one CPU module is operating.

[Indications of status LEDs]

change as follows. Below

LED CPU module 1 CPU mod_ule 2
(Stopped)* (Operating)
1 | CPU/IO module status LED1 Amber -
2 | CPU/IO module status LED2 - Green blinking
3 | DISKACCESS LED Green blinking Green blinking

® Asan example, the indications of when CPU module 0 is stopped are shown.
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Press the start button of the CPU module stopped by ft server utility.

In the ft server utility, select the stopped CPU module and click [Up] of [Bring Up/Bring Down].

Once the CPU module is started, hardware diagnosis and then synchronization of memory (memory copy) are
performed, and the duplication process is completed.

Note that the system is paused temporarily for copying memory during memory synchronization.

[Indications of status LEDs during diagnosis]

LED CPU module 0 CPU mod_ule 1
(Started) (Operating)
1 | CPU/IO module status LED1 - -
2 | CPU/IO module status LED2 Green blinking

3 | DISKACCESS LED Green blinking Green blinking

U

[Indications of status LEDs after completion of duplication]

LED CPU moqule 0 CPU mod_ule 1
(Operating) (Operating)
1 | CPU/IO module status LED1 - -
2 | CPU/IO module status LED2 Green Green
3 | DISK ACCESS LED Green blinking Green blinking
IMPORTANT:

After duplication is completed, the status of memory will be checked.

Wait until this process ends to perform the next step (evaluation of start and stop of PCI and CPU modules).
When the process is complete, the following event log will be output:

Source: srabid
Type: Information
Event ID: 4137

Description:  Memory consistency check has completed memory scan.
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Fault Tolerant Server series SERVICE PROGRAM
CONFIGURATION

Fault Tolerant Server series achieves the duplex system using the following service programs, in addition to dedicated
drivers.

Service program names shown in [Services]:

Stratus ER Service

ftSys eService

ftSys Maintenance and Diagnostics (MAD)
ftSys RPC Provider

ftSys SSN

Windows Management Instrumentation
SNMP Service

Alert Manager Main Service
ESMFSService

ESMCommonService

ESRAS Utility Service
ESMLANService

ESMPS

Virtual Disk Service (vds)

The above programs are necessary for the Fault Tolerant Server series operation. Do not stop these services.

When minimizing the number of operating service programs temporarily is required, the following service programs
may be stopped:

Services that can be stopped:

ESRAS Utility Service
ftSys RAS

Services required to keep operating

Stratus ER Service

ftSys eService

ftSys Maintenance and Diagnostics (MAD)
ftSys RPC Provider

ftSys SSN

Windows Management Instrumentation
SNMP Service

Alert Manager Main Service
ESMFSService

ESMCommonService
ESMLANService

ESMPS

Virtual Disk Service (vds)

Make sure to restart the operations of stopped service programs immediately after the backup processes are completed.
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Chapter 4

System Configuration

This chapter describes Basic Input Output System (BIOS) configuration.

When you install the Fault Tolerant Server series for the first time or install/remove optional devices, thoroughly read
this chapter for better understanding and correct setups.
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SYSTEM BIOS -SETUP-

The SETUP utility is provided to make basic hardware configuration for the server. This utility is pre-installed in the
flash memory of the server and ready to run.

The server is configured with the correct parameters using the SETUP utility and shipped in the best conditions. Thus,
you do not need to use the SETUP utility in most cases. However, you might wish to use the SETUP utility in the cases
described below.

IMPORTANT:
m  The SETUP utility is intended for system Administrator use only.

m  The SETUP utility allows you to set a password. The server is provided with two levels of password:
Supervisor and User. With the Supervisor password, you can view and change all system parameters of the
SETUP utility. With the User password, system parameters available for viewing and changing are limited.

m Do not set any password before installing the OS.

m  The server contains the latest version of the SETUP utility. Dialog boxes appearing on your SETUP utility, thus,
may differ from descriptions in this User's Guide. If you find anything unclear, see the online help or ask your
sales agent.




4-3

Starting SETUP Utility
Powering on the server starts POST (Power On Self-Test) and displays its check results. If the full screen logo is
displayed, press Esc.

After a few seconds, either of the following messages appears at bottom left on the screen depending on your system
configuration.

[ Press <F2> to enter SETUP

‘ Press <F2> to enter SETUP or Press <F12> to boot from Network

J

You may see either of the following messages at bottom left on the screen when POST terminates.

~

[ Press <F1> to resume, <F2> to SETUP

Press F2 to start the SETUP utility and display its Main menu.
If you have previously set a password with the SETUP utility, the password entry screen appears. Enter the password.

‘ Enter password:| ]

Up to three password entries will be accepted. If you fail to enter the password correctly for three consecutive times, the
server halts. (You can no longer proceed.) Power off the server.

TIPS:

The server is provided with two levels of password: Supervisor and User. With the Supervisor password, you can
view and change all system configurations. With the User password, the system configurations you can view or
change are limited.
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Description of On-Screen Items and Key Usage

Use the following keyboard keys to work with the SETUP utility. (Key functions are also listed at the bottom of the
screen.)

Shows the current menu. Online help window
Options to be ftServer Setup
configured Main Security Server Boot Exit

Boot—time Diagnostic Screen: Disabled

Denotes there are

submenus
F1 Help 1 | Select Item —/+ Change Valud F9 Setup Defaults
Esc Exit =~ <— Select Menu Enter Select P Sub\Menu  F10 Save and Exit
Parameters (selected parameters are
Explanation of keys highlighted)
Cursor (T, {): Selects an item on the screen. The highlighted item is currently
selected.
Cursor («, —): Selects the Main, Advanced, Security, System Hardware, Boot, or
Exit menu.
- Changes the value (parameter) of the selected item to the
previous value.
+ Changes the value (parameter) of the selected item to next value.
Enter Displays a submenu or chooses the selected parameter.
Esc Displays the previous screen.
F1: Press F1 when you need help on SETUP operations. The help
screen for SETUP operations appears. Press Esc to return to the
previous screen.
F9: Shows the following:

Setup Confirmation
Load default configuration now?
(Yes) (No]

If you select “Yes” and then press the Enter key, all items in the
setup are set to default values. If you select “No” and then press
either the Enter or Esc key, the status before pressing the F9
key is restored.



F10: Shows the following:

Setup Confirmation
Save Configuration changes and exit now?
(Yes] (No]

If you select “Yes” and then press the Enter key, the setup will
complete with all changes you have made saved. If you select
“No” and then press either the Enter or Esc key, the status
before pressing the F10 key is restored.
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Configuration Examples

The following describes examples of configuration required to use software-link features or for system operations.

UPS

To link power supply with the UPS
m  To power on the server when power is supplied from the UPS
Select [Server] - [AC-LINK] - [Power On].

m  To keep the server off-powered even when power is supplied from the UPS if the POWER switch was used to
power off

Select [Server] - [AC-LINK] - [Last State].
m  To keep the server off-powered even when power is supplied from the UPS

Select [Server] - [AC-LINK] - [StayOff].

Keyboard

To set Num Lock
Select [Advanced] - [I/O Device Configuration] - [NumLock]

Security

To set passwords on the BIOS level
Select [Security] - [Set Supervisor Password] and enter a password.
Select [Security] - [Set User Password] and enter a password.

Set Supervisor password first, then User password.

Optional PCl-related devices

To enable Option ROM of the PCI card (option) installed on the server
Select [Advanced] - [Option ROM Configuration] - [PCI Slot n (....)] - [Enabled].

n: Slot number to install the board

Boot

To change the boot order of devices connected to the server
Select [Boot] and specify the boot order.
To display POST check results
Select [Advanced] - [Boot-time Diagnostic Screen] - [Enabled].
You can also press Esc while the full-screen logo is on the screen to display POST check results.
To control from the HW console
m  Remote operation via Serial

Select [Server] - [Console Redirection], and make necessary settings.
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Remote Wakeup

To enable remote wake on LAN
Select from LAN: [Advanced] - [Advanced Chipset Control] - [Wake on LAN] - [Enabled].

Memory

To check the installed memory (DIMM) status:
Select [Advanced] - [System Memory] and [Extended Memory] and check the status indications.

Saving the Configuration Data

To save the BIOS configuration data
Select [Exit] - [Exit Saving Changes]

To discard changes to the BIOS configuration data
Select [Exit] - [Exit Discarding Changes]

To restore the default BIOS configuration data (the data may differ from the factory preset)
Select [Exit] - [Load Setup Defaults].
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Menu and Parameter Descriptions

The SETUP utility has the following six major menus:
m  Main
m  Advanced

m  Security

m  Server
m  Boot
m  Exit

To configure detailed settings of functions, select a submenu from the above menus.
Below describes configurable functions and parameters and the factory settings displayed in the screen for each menu.

Main

Start the SETUP utility to display the Main menu.
When you select a menu with the “P>” mark and press the Enter key, its submenu appears.

<Example>

Main Advanced Security Server Boot

System Time:
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Available options in the Main and descriptions are listed below.

Option Parameter Description
System Time HH:MM:SS Specify the system time.
System Date MM/DD/YYYY Specify the system date.
CPU Speed XXXX MHz Displays the processor clock frequency.
Physical CPUs X Displays the number of processor installed.
System Memory XXXX KB Displays the size of system memory.
Extended Memory | XXXX MB Displays the size of extended memory.
Cache Ram XXXX KB Displays the capacity of LS cache.
SATA AHCI [Disabled] Specify whether or not to enable AHCI mode.
Enable Enabled

[ ]factory default

IMPORTANT:

Check and adjust the system clock before operation in the following conditions.

- After transporting the equipment

- After storing the equipment
- After the equipment halt under the conditions which is out of the guranteed environment conditions (Temperature:

10 to 35°C, Humidity: 20 to 80%).

Check the system clock once in a month. It is recommended to operate the system clock using a time server (NTP
server) if it is installed on the system which requires high level of time accuracy. If the system clock goes out of

alignment remarkably as time goes by, though the system clock adjustment is performed, contact your sales agent.

Do not change “SATA AHCI” as “Enabled.” The BIOS version may become unable to display on the ft Server Utility.
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Advanced

Move the cursor onto “Advanced” to display the Advanced menu.

There is no configurable item on the Advanced menu screen below. Display each sub menu and make settings on the
sub menu screen. Select an option with the “P”” mark and press Enter to display its submenu.

ftServer Setup
Advanced

Item Specific Help
» 1/O Device Configuration .
» Option ROM Configuration alslifonal Eroconsor
P Advanced Chipset Cntrol settings
Boot-time Diagnostic Screen: [Disabled]
F1 Help Tl SelectItem <+ Change Values F9 Setup Defaults
Esc Exit «— Select Menu Enter Select » Sub-Menu F10 Save and Exit
See the table below for setup options on the screen.
Option Parameter Description
Boot-time [Disabled] Specify whether to display the Power On Self-Test (POST)
Diagnostic Screen | Enabled screen at start-up. If “Disabled” is selected, the full screen
logo appears while POST is in progress. (To display POST
check results, press Esc.)

[ ]: factory default
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Advanced Processor Configuration

When you select “Advanced Processor Configuration” in the Advanced menu, the following screen appears.

Main

Execute Disable Bit:

Security

Refer to the table below for information on options.

Server Boot

Enabled

Option Parameter Description

Execute Disable Bit [Enabled] Specify whether or not to enable Execute
Disabled Disable Bit feature.

Intel(R) Virtualization Tech [Enabled] Specify whether or not to enable Intel
Disabled Virtualization Technology feature.

PECI Interface [Enabled] Specify whether or not to enable Platform
Disabled Environment Control Interface feature.

[ ] factory default
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I/O Device Configuration

When you select “I/O Device Configuration” in the Advanced menu, the following screen appears. If you select a menu
with the “P” mark and press Enter, its submenu appears.

ftServer Setup

Main Advanced Security Server Boot

Serial Portl: Enabled

F1 Help T | Select Item —/+ Change Values F9 Setup Defaults
Esc Exit <— Select Menu Enter Select P Sub Menu F10 Save and Exit

Refer to the table below for information on options.

Option Parameter Description

Serial Port 1 Enabled Specify whether or not to enable Serial Port 1.
[Disabled]
Auto

Base 1/O address [3F8/IRQ4] Specify the 1/0 address and IRQ of Serial Port 1.
2F8/IRQ3
3E8/IRQ4
2E8/IRQ3

Serial Port 1 Connection [Serial Specify Serial Connector or Internal Modem for
Connector] Serial Port 1 connection.
Internal
Modem

Serial Port 2 Enabled Specify whether or not to enable Serial Port 2.
[Disabled]
Auto

Base I/O address 3F8/IRQ4 Specify the I/O address and IRQ of Serial Port 2.
[2F8/IRQ3]
3E8/IRQ4
2E8/IRQ3

Serial Port 2 Sharing Enabled Specify whether or not to use Serial Port 2 in
[Disabled] BMC.

Keyboard Features Display only.

NumLock AUTO Specify whether or not to enable NumLock at
On system startup.
[Off]

[ I factory default
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Option ROM Configuration

When you select “Option ROM Configuration” in the Advanced menu, the following screen appears.

ftServer Setup

Main Advanced Security Server Boot

Embedded SAS Option ROM: Enabled

F1 Help T | Select Item —/+ Change Values F9 Setup Defaults
Esc Exit <— Select Menu Enter Select P> Sub Menu F10 Save and Exit

Refer to the table below for information on options.

Option Parameter | Description

PCI Slot 1 (onboard) Option ROM | Enabled If “Enabled” is selected, the extended ROM of
[Disabled] the PCI card installed on PCI Slot 1 is initialized.
Note: this option is displayed only when a PCI
card is installed.

PCI Slot 2 (lower) Option ROM Enabled If “Enabled” is selected, the extended ROM of
[Disabled] the PCI card installed on PCI Slot 2 is initialized.
Note: this option is displayed only when a PCI
card is installed.

PCI Slot 3 (upper) Option ROM Enabled If “Enabled” is selected, the extended ROM of
[Disabled] the PCI card installed on PCI Slot 3 is initialized.
Note: this option is displayed only when a PCI
card is installed.

Embedded SAS Option ROM [Enabled] If “Enabled” is selected, SAS extended ROM
Disabled embedded in the motherboard is initialized.

Embedded PXE#1 Option ROM [Enabled] If “Enabled” is selected, the extended ROM of
Disabled LAN #1 embedded in the motherboard is
initialized.

Embedded PXE#2 Option ROM [Enabled] If “Enabled” is selected, the extended ROM of
Disabled LAN #2 embedded in the motherboard is
initialized.

[ I: factory default
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Advanced Chipset Control

When you select “Advanced Chipset Control” in the Advanced menu, the following screen appears.

ftServer Setup

Main Advanced Security Server Boot

Disabled

F1 Help T | Select Item —/+ Change Values F9 Setup Defaults
Esc Exit <— Select Menu Enter Select P Sub Menu F10 Save and Exit

Refer to the table below for information on options.

Option Parameter Description

HPET [Enabled] Specify whether or not to enable High
Disabled Precision Timer feature.

Intel(R) I/IOAT [Enabled] Specify whether or not to enable Intel(R)
Disabled I/IOAcceleration Technology feature.

Wake On LAN [Enabled] Specify whether or not to enable network
Disabled remote power-on feature.

[ ] factory default

IMPORTANT:

Under Wake On LAN environment

When you disconnect either or both of the AC cables on the server and the Alternate Current supply is
stopped, the Wake On LAN function becomes unavailable on the next system launch after the electricity
supply starts. You need to connect the cables to both equipments to supply the electricity, and press the
power switch to start the system.

On the OS, go to [Start] - [Management Tool] - [Computer Management] and select the Device Manager.
Double click [Stratus emb-EB 2-Port Gigabit Adapter #n] under the network adapter, then select the
following option from [Power Management] tab:

Wake On Magic Packet from power off state




Security

Move the cursor onto “Security” to display the Security menu.

ftServer Setup

Main Advanced Security Server Boot

Set Supervisor Password [Enter

F1 Help T | Select Item —/+ Change Values F9 Setup Defaults
Esc Exit <— Select Menu Enter Select P> Sub Menu F10 Save and Exit

Select “Set Supervisor Password” or “Set User Password” and press Enter to display the following pop-up screen. The
screen below shows when “Set Supervisor Password” is selected.

Set a password on this pop-up screen. Enter a password of up to seven alphanumeric characters and symbols from the
keyboard.

ftServer Setup

Main Advanced Security Server Boot

Set Supervisor Password [Enter

Confirm

F1 Help 1T | Select Item —/+ Change Values F9 Setup Defaults
Esc Exit <— Select Menu Enter Select P> Sub Menu F10 Save and Exit
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IMPORTANT:

m User password setup is not available before Supervisor password setup.

m Do not set any password before installing the OS.

m If you forget your password, contact your sales agent.

See the table below for setup options on the screen.

Option Parameter Description

Supervisor Unset Indicates Supervisor password setup status (view

Password Is Set only).

User Password | Unset Indicates User password setup status (view only).

is Set

Set Supervisor |[Enter] Press Enter to display the supervisor password

Password entry screen. This option is available only when
you log into the SETUP utility with the supervisor
password.

Set User [Enter] Press Enter to display the user password entry

Password screen. With a user password, accessing the
SETUP menus is restricted.

Password on [Disabled] Specify whether to request a password entry at

boot Enabled boot-up. User password setup is required
beforehand.

[ I factory default
IMPORTANT:

If you have logged in SETUP by using the Supervisor Password, you can check and change all settings. If you have
logged in SETUP by using User Password, you can see the settings but cannot make changes on the settings except
System Time, System Date and User Password of Main.
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Server

Move the cursor onto [Server] to display the Server menu.

The following describes options you can configure in the Server menu and their functions.
Select an option with the “P>” mark and press Enter to display its submenu.

Refer to the table below for information on options.

Main

Advanced

P System Management

Security

ftServer Setup

Boot Exit

[ 1: factory default

F1 Help T | Select Item —/+ Change Values F9 Setup Defaults
Esc Exit <— Select Menu Enter Select P Sub Menu F10 Save and Exit
Option Parameter Description
Post Error Disabled Set whether or not to pause POST at the end
Pause [Enabled] of POST if an error has occurred during
POST execution.
AC LINK Stay Off Specify the AC LINK feature by selecting the
[Last State] status of the power supply unit of the server
Power On when the AC power supply restarts. (See the
following table for details.)
Power ON [180]-255(s) Configure the DC ON delay time if AC LINK
Delay Time is set to “Power On” or “Last State” (unit:
second).

The table below lists how selections for “AC LINK” determine the power status of the server when the power supply to
the server restarts.

Parameter
State before powered off Stay Off Last State Power On
In service Off On On
Out of service (DC power: Off) Off Off On
Forced shutdown * Off Off On

*  Pressing the POWER switch for over four seconds shuts down the power to the server.
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System Management

Select “System Management” on the Server menu and press Enter to display the following screen.

(Example)

Advanced

F1 Help
Esc Exit

Security

T | Select Ttem —/+
«—— Select Menu

ftServer Setup

Server Boot

Change Values
Enter Select P Sub Menu

F9 Setup Defaults
F10 Save and Exit

See the table below for setup options on the screen.

Option

Parameter

Description

BIOS Version

Displays the BIOS version.

Board Part Number

Displays the board information.

Board Serial Number

Displays the board information.

System Part Number

Displays the system information.

System Serial Number

Displays the system information.

Chassis Part Number

Displays the chassis information.

Chassis Serial Number

Displays the chassis information.

BMC Device ID

Displays the BMC information.

BMC Device Revision

Displays the BMC information.

BMC Firmware Revision

Displays the BMC information.

SDR Revision - Displays the revision of SDR (sensor
device information).

PIA Revision — Displays the PIA (plat form information)
revision.

ASIC Rev - Displays the firmware information of the
fault-tolerant chipset.

SMM Rev — Displays the firmware information of

System Management.

CPUO BMC MAC Address

Displays MAC Address of the CPU/IO
ModuleO-mounted BMC if the ft
management card is implemented.

CRU1 BMC MAC Address

Displays MAC Address of the CPU/IO
Module1-mounted BMC if the ft
management card is implemented.\

[ I factory default
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Console Redirection

Select “Console Redirection” on the Server menu and press Enter to display the following screen.

ftServer Setup

Main Advanced Security Server 300t

Com Port Address Disabled

F1 Help 1l Select Item —/+ Change Values F9 Setup Defaults
Esc Exit <— Select Menu Enter Select P Sub Menu F10 Save and Exit

See the table below for setup options on the screen.

Option Parameter Description
Com Port Address [Disabled] Select a serial port.
Serial Port1
Serial Port2
Baud Rate* 9600 Select a port rate used for the interface with a
[19.2K] hardware console to be connected.
38.4K
57.6K
115.2K
Console Type* VT100 Select a console type.
VT100, 8bit
PC-ANSI, 7bit
[PC-ANSI]
VT100+
VT-UTF8
Flow Control* None Select a flow control method.
XON/XOFF
[CTS/RTS]
Console Connection | [Direct] Select a connector.
Via modem
Continue C.R. after | [Off] Specify whether or not to continue Console
POST On Redirection after OS is loaded.

[ I factory default
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Event Log Configuration

Select “Event log Configuration” on the Server menu and press Enter to display the following screen.

Main Advanced Security Server 300t

Clear Online Event Logs Press Enter]

See the table below for setup options on the screen.

Option Parameter Description
Clear Online Event Logs [Press Enter] | To clear event logs of the working module, press the
Enter key and select “Yes.”
Clear Offline Event Logs [Press Enter] | To clear event logs of the stand-by module, press the
Enter key and select “Yes.”
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Monitoring Configuration

Select “Monitoring Configuration” on the Server menu and press Enter to display the following screen.

Main

Advanced

FRB-2 Timer

Security

ftServer Setup

Server 300t

Enabled

F1 Help T | Select Item —/+ Change Values F9 Setup Defaults
Esc Exit <— Select Menu Enter Select P> Sub Menu F10 Save and Exit
Option Parameter Description
FRB-2 timer Disabled Select whether or not to enable the FRB-2 timer.
[Enabled]
PCI Enumeration Disabled Select whether or not to enable the function to monitor
Monitoring [Enabled] PCI Device scan.

PCI Enumeration
Monitoring Timeout

60-[180]-1200

Set the timeout for PCI Device scan. (unit: second)

Option ROM Scan
Monitoring

Disabled
[Enabled]

Select whether or not to enable the function to monitor
the extended ROM scan.

Option ROM Monitoring
Timeout

60-[300]-1200

Set the timeout of the extended ROM scan. (unit:
second)

OS Boot Monitoring

Disabled
[Enabled]

Select whether or not to enable the function to monitor
OS boot-up. If you are starting up from an OS with no
NEC ESMPRO Agent installed, disable this option. If
you use Disaster Recovery Option for ARCServe,
select [Disabled].

OS Boot Monitoring
Timeout

60-[600]-1200

Set the timeout at OS boot-up. (unit: second)

POST Pause Monitoring

Disabled
[Enabled]

Set whether or not to enable the POST monitoring
function during boot pause. (unit: second)

POST Pause Monitoring
Time-out

60-[180]-1200

Set the time for POST monitoring during boot pause.
(unit: second)

[ ]: factory default
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Boot

Move the cursor onto “Boot” to display the Boot menu.

The server searches for the boot device according to the order specified in this menu and use the software to boot the
system if found.

Main  Advanced  Security Server Exit

CD-ROM Drive

You can change the boot device order using T or ¥ and + or —. Move the cursor to select the device by T or ¥, and then
change the priority using + or —.

IMPORTANT:
Move to set “CD-ROM Drive” above “Hard Drive” when you boot the EXPRESSBUILDER.
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Exit

Move the cursor onto “Exit” to display the Exit menu.

Main Advanced Security Server 300t Exit

Exit Saving Changes

The following describes each option on the Exit menu:
Exit Saving Changes

Select this option to save the current configuration data into the CMOS (non-volatile memory) and exit the SETUP
utility.

Select “Exit Saving Changes” to display the screen below. Select “Yes” to save the current configuration data into the
CMOS (non-volatile memory) and exit the SETUP utility. The server will automatically restart the system.

Main Advanced Security Server Boot Exit

Exit Saving Changes

Setup Confirmation

Save configuration changes and exit now?

Ives) [No]
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Exit Discarding Changes

Select this option to exit the SETUP utility without saving the current configuration data into the CMOS (non-volatile
memory).

If you select “Yes” here, the “SETUP Warning” dialogue box appears.

If you select “No” in the “SETUP Warning” dialogue box, you can exit

SETUP without saving the changes you have made.

If you select “Yes” in the dialogue box, you can exit SETUP with the changes you have made saved in CMOS. The
server reboots automatically.

ftServer Setup

Advanced Security Server Boot

Exit Discarding Changes

Setup Warning

Configuration has not been saved!

Save before exiting?

IYesl [No]

Space Select Enter Accept

Load Setup Defaults

Select this option if you want to reset all values in SETUP to default (factory-set values). When you select Load Setup
Defaults, the dialogue box as shown below appears.

If you select “Yes” in the dialogue box, default values are restored. If you select “No”, you will see the Exit menu
screen.

ftServer Setup
Main Advanced Security Server Boot

Load Setup Defaults

Setup Confirmation

Load default configuration now?

Ives) [No]

Space Select Enter Accept
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Discard Changes

Select this option if you want to restore previous values before saving values in CMOS. When you select “Discard
Changes”, you will see the dialogue box as shown below.
If you select “Yes” in the dialogue box, changes you have made are discarded and previous settings are restored.

ftServer Setup

Main Advanced Security Server Boot

Discard Changes

Setup Confirmation

Load previous configuration now?

Iy sl [No]

Space Select Enter Accept

IMPORTANT:

The default value and the factory default value differ partially. If you want to bring the value back to the default,
verify all the value you want to make changes.

Save Changes

Select this option if you want to save changes you have made in CMOS (non-volatile memory) without exiting SETUP.
When you select the Save Changes, you will see the dialogue box as shown below.
If you select “Yes” in the dialogue box, changes you have made are saved in CMOS (non-volatile memory).

ftServer Setup
Main Advanced Security Server Boot

Save Changes

Setup Confirmation

Save configuration changes now?

Space Select Enter Accept
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SAS BIOS —Adaptec SAS/SATA Configuration Utility—

Adaptec SAS/SATA Configuration utility makes settings of the built-in SAS controller on a motherboard. You can start
it up by simple key operation during POST execution without using any special startup disk.

IMPORTANT:

B Because the server is installed with the latest version of the SCSISelect utility, your screen display may be
different from the one described in this guide. For information on options different from those described in
this guide, refer to the online help or ask your service agent.

B When you start this utility, select [Server], [Monitoring Configuration], [Option ROM Scan Monitoring], and
[Disabled]. If [Enabled] is selected, system may reboot while you are making settings. However, set [Option
ROM Scan Monitoring] to [Enabled] after making settings.

Starting and Quitting the Adaptec SAS/SATA Configuration utility

The following section describes the procedures from starting the Adaptec SAS/SATA Configuration utility to quitting
the utility.

1. Power on the server.

The following message appears on the screen during POST execution.

Adaptec Serial Attached SCSI(SAS) BIOS Vx.x—x
(C) 1998-2006 Adaptec, Inc. All Rights Reserved.
44« Press <CTRL><XA> for Adaptec SAS/SATA Configuration Utility! ppp

2. Press and hold down the Ctrl key and press the A key.
The Adaptec SAS/SATA Configuration utility starts up with the “Main” menu displayed.

Adaptec SAS/SATA Controller#0

Options

SerialSelect Utility

Disk Utilities
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3. Select a menu in the “Options”, and then press the Enter key.

If you want to make settings of the adapter, select “SerialSelect Utility.”

If you want to format or verify the hard disk drive connected to the adapter, select “Disk Utility.”
For more information, see the explanation below.

To quit, press the ESc key until you see the closing message. (If any changes have been made, the massage asking
you whether or not to save the changes is displayed. Select Yes (save the changes) or No (discard the changes)).

~ Exit Utility? —

Yes
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Parameter and Description
Adaptec SAS/SATA Configuration utility has two types of menu.

e  SerialSelect Utility
o  Disk Utilities

You can set features that are more detailed by selecting a submenu from these menus. The following describes the
features and parameters that can be set in each menu and factory settings displayed on the screen.

SerialSelect Utility
The following screen is displayed when you select “SerialSelect Utility” in the “Options” menu.

Adaptec SAS/SATA Controller#0

Options

Controller Properties

Controller Configuration

PHY Configuration

Select an item using the UP and DOWN ARROW keys and press Enter. The following describes the menu and
parameters.

Tips:
You do not need to specify the parameters. The following is described for reference.
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Controller Properties
The following screen is displayed when “Controller Properties” is selected in the menu.

Adaptec SAS/SATA Controller#0

— Controller Information

PCI Slot:Bus:Device:Function......... 0:A:0:0

Interrupt (IRQ) Channel.............. 7

I/0 Port Address..................... 8000

Device ID..... ... .. 041E

Controller Serial number.............

Controller WWN........................ 50030130F0B13700

See the following table for each item.

Iltem Parameter | Description

PCI Slot Bus: — Displays the storage device bus on the SAS
Device:Function controller.

Interrupt(IRQ) Channel | — Displays the interrupt.

1/0 Port Address — Displays the 1/0O port device.

Device ID — Displays the device ID.

Controller Serial — Displays the controller serial number.

Number

Controller WWN — Displays the controller WWN.

[ ]: factory default
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Controller Configuration
The following screen is displayed when “Controller Configuration” is selected in the menu.

Adaptec SAS/SATA Controller#0

— Controller Configuration

Controller Interface Definitions

Runtime BIOS....... ... . i, Enabled

BBS Support. . ... Device

POST Banner Display..........covuiiinn. Enabled
CTRL-A Message Display........... ... ... Enabled
Physical Drives Display during POST......... Enabled
RAID SUPPOTt. .ot e Disabled

<F6> - Reset to Controller Defaults
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See the following table for each item.

Item Parameter Description
Runtime BIOS [Enabled] Controls the BIOS status at the POST.
Disabled If [Enabled] is selected, the controller can be operated
Disabled:S b as a boot device by SAS controller BIOS.
Isabled:scan bus | ¢ [Disabled] is selected, other appropriate SAS
controllers operate as boot devices.
BBS Support [Device] If the setting of BBS support is set to [Device], the
Controller boot device connected to SAS controllers is
registered to the boot menu of system BIOS.
If BBS support is set to [Controller], only SAS
controllers are registered to the BIOS boot menu.
POST Banner | [Enabled] If [Enabled] is selected, Adaptec banner, the version,
Display Disabled and copyright are displayed.
If [Disabled] is selected, Adaptec banner, the version,
and copyright are not displayed.
CTRL-A Message [Enabled] If [Enabled] is selected, the message “Press
Display Disabled <CTRL><A> for Adaptec SAS/SATA Configuration
Utility!” is displayed in SAS controller BIOS during the
POST. Even if this option is set to [Disabled], the
utility can be started by pressing CTRL+A after the
BIOS title of SAS controllers is displayed.
Physical  Drivers | [Enabled] If [Enabled] is selected, connected physical devices
Display During | Disabled are displayed during the system POST. However,
Post depending on the device display, the time that it takes
to complete entire POST can become a few seconds
longer.
RAID Support Enabled Do not set to [Enabled] since RAID is not supported.
[Disabled]
[ I factory default
1. Press F6 to return to the initial value.
2. To quit, press Esc until you see the closing message (If any changes have been made, the massage asking you

whether or not to save the changes is displayed.).
3. When the closing message is displayed, select [Yes] to quit SerialSelect Utility and restart the system by pressing
any key. The changes made in SerialSelect Utility are enabled after the system is restarted.
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PHY Configuration
The following screen is displayed when “PHY Configuration” is selected in the menu.

SAS Device Configuration

SAS Port ID HO  #1  H2  #3 H4  #5  #6 47
PHY Rate (Gb/S) ............... Auto Auto Auto Auto Auto Auto Auto

SAS Address ...50030130F0B13700 0O 0 0 0 0 0 0 0

<F6> — Reset to Defaults

See the following table for each item

Iltem Parameter Description
PHY Rate [Auto] Data transfer rate between SAS controller and devices. The
15 initial value is set to [Auto]. SAS card adjusts the rate if
30 necessary.
SAS Address | O-F Specifies the last digit of a 64-bit SAS address of the SAS
controller, device, and each port using a globally unique
worldwide name (WWN) identifier.

[ 1: factory default
Press F6 to return to the initial value.
To quit, press Esc until you see the closing message (If any changes have been made, the massage asking you
whether or not to save the changes is displayed.).
3. When the closing message is displayed, select [Yes] to quit SerialSelect Utility and restart the system by pressing
any key. The changes made in SerialSelect Utility are enabled after the system is restarted.

N =
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Disk Utilities

The following screen is displayed when “Disk Utilities” is selected in the menu.

Scanning for drives..

The following screen is displayed after a while.

Device
#0
#1
#2
#3
#4
#5
#6
#7
#8
#9
#10
#11
#12
#13
#14
#15

Box
FF
00
00
00
00
00
00
00
00
00
00
00
00
00
00
00

Adaptec SAS/SATA Controller##0

—— Select SAS/SATA Disk and press <Enter>
Slot

FF
FF

Model
HITACHI HUS151436VLS300
No device
No device
No device
No device
No device
No device
No device
No device
No device
No device
No device
No device
No device
No device
No device

FW Rev
A340

Drive with + sign is Bootable
Use Page Up or Page Down keys to move to next page

Select an item using the UP and DOWN ARROW keys and press Enter. The following menu will appear.
Adaptec SAS/SATA Controller#0

Device
#0
#1
#2
#3
#4
#5
#6
#7
#8
#9
#10
#11
#12
#13
#14
#15

Box
FF
00
00
00
00
00
00
00
00
00
00
00
00
00
00
00

— Select SAS/SATA Disk and press <Enter>
Slot

FF
FF
FF
FF
FF
FF

Model

HITACHI HUS151436VLS300
No device

No device

No device

No device

No device

Verify Disk Media
Indicate LED
Write Cache Setting
Connection Rate
Set Bootable

FF
FF

No device
No device

FW Rev
A340

Drive with + sign is Bootable
Use Page Up or Page Down keys to move to next page
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See the following table for each item.

Item Parameter Description

Format Disk — Low-level format is simulated by writing entire disk to
zero.

TIPS:

Low-level format is performed to the disk drive at
factory.
You do not need to perform low-level format again.

IMPORTANT:

All the data on the disk is deleted. Back up your data
before performing this operation.

Verify Disk Media — Check for errors by scanning the disk drive media

Indicate LED — Flash the LED on the selected disk drive.

Write Cache Enabled Enable/Disable Write Cache.

Setting [Disabled]

Connection Rate [Auto] The data transfer rate of disk drive. The initial value is
1.5Gb/s set to [Auto]. You do not need to change it.
3.0Gb/s

Set Bootable Enabled Set the disk drive to the bootable disk drive. You do
[Disabled] not need to change it.

[ I: factory default
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FORCED SHUTDOWN AND CLEAR

Read this section if your server does not operate as expected, or if you want to return all setup values to those made at
shipment.

Forced Shutdown

Use this function when an OS command does not shut down the
server, the POWER switch does not turn off the server, or resetting
does not work.

Press and hold the POWER switch on the primary server for over 4
seconds. The power is forcibly turned off. To turn on the power back
again, wait approximately 30 seconds after the forced shutdown.

Press it for over 4 seconds.
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CLEAR CMOS/PASSWORD

With the pre-installed SETUP utility, you can set desired passwords to protect data stored on the server from
unauthorized user access. If you forget the password, you can clear them by following the procedure described in this
section.

You can also use the same procedure to clear the CMOS data in the server.

IMPORTANT:
m Clearing the CMOS data restores the factory settings.

m To clear the password or CMOS data, power off the server.

To clear the password or the CMOS data, use configuration jumper pins (jumper switches) located inside of the server.
The jumper switches are found on the motherboard in a CPU/IO module. See the figure below.

IMPORTANT:

Do not change any other jumper switch settings. Any improper change may cause the server to fail or malfunction.

3 21
Use the cli |
= 0O
J57
Pins for protecting
and clearing CMOS
contents
109 YO 9
/O 2
O
20 O 1
J20
Pins for protecting and /OOOO J8

clearing a password

Pins for protecting and clearing the BMC configuration®
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Pins for protecting/clearing the password

Short-circuiting the two pins:  Clears the password

Opening the two pins: Protects the password (factory preset)

Pins for protecting/clearing the CMOS data

Short-circuiting the two pins:  Clears the CMS data

Opening two pins: Protects the CMOS data (factory preset

Pins for protecting/clearing the BMC configuration

Short-circuiting the two pins: Clears the BMC configuration

Opening two pins: Protects the BMC configuration (factory preset)

The following describe the clearing procedure.

A\ WARNING

® ﬁ Observe the following instructions to use the server safely. There are risks of

death or serious personal injury. See “PRECAUTIONS FOR SAFETY” in
Chapter 1.

m Do not disassemble, repair, or alter the server.

How to Clear CMOS

10.
11.

12.
13.
14.

Power off the Fault Tolerant Server series and unplug the both power cords.

Remove the both CPU/IO modules (0 and 1) from the Fault Tolerant Server series (see “Removing CPU/IO
Module” on page 8-11).

Make setting of jumper switch for clearing CMOS of CPU/IO module 0.
Remove the clips from the jumper pins (J57) 2-3 and place them on the jumper pins (J20) 9-10 on the CPU/IO
Module 0.

Connect only the power cord of the CPU/IO module 0 and press the POWER switch to power on.

When POST is completed after the startup, press the POWER switch to power off, and then disconnect the
power cord from the outlet.

By referring to “Removing CPU/IO Module” on page 8-11, remove the CPU/IO module 0 from the server.

Restore the previous CMOS clear jumper switch settings. Remove the jumper pins (J20) 9-10 of the CPU/IO
module 0 and install them on the jumper pins (J57) 2-3.

By referring to “Installing CPU/IO Module” on page 8-14, install the CPU/IO module 0 on the server.
Reconnect only the power cord of the CPU/IO module 0 and press the POWER switch to power on.
After the startup, press the F2 key during POST to start BIOS SETUP.

Make settings in SETUP as you desire and then save the settings by selecting “Exit”— “Exit Saving
Changes.” Switch the power off and disconnect the power cord from the outlet.

Clear CMOS for the CPU/IO module 1 by following the steps 3 to 12.
By referring to “Installing CPU/IO Module” on page 8-14, connect both CPU/IO modules to the device.

Connect both power cords.
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HOW TO CLEAR PASSWORDS

1.

10.
11.

Power off Fault Tolerant Server series and unplug the both power cords.

Remove the both CPU/IO modules (0 and 1) from the Fault Tolerant Server series (see “Removing CPU/IO
Module” on page 8-11).

Make setting of jumper switch for clearing the password of CPU/IO module 0.

Remove the clips from the jumper pins (J57) 2-3 on CPU/IO module 0 and place them on the jumper pins
(J20) 7-8 on the CPU/IO module 0.

Mount the CPU/IO module 0 to Fault Tolerant Server series (see “Installing CPU/IO Module” on page 8-14).
Connect the power cord of CPU/IO module 0 only, and then press the POWER switch to power on.

When POST is completed after the startup, press the POWER switch to power off, and then disconnect the
power cord from the outlet.

By referring to “Removing CPU/IO Module” on page 8-11, remove the CPU/IO module 0 from the server.
Reset the jumper switch setting.

Remove the clips from the jumper pins (J20) 7-8 and place them on the jumper pins (J57) 2-3 on the CPU/IO
module 0.

Clear password for the CPU/IO module 1 by following the steps 3 to 8.
By referring to “Installing CPU/IO Module” on page 8-14, install both CPU/IO modules on the server.

Connect both power cords.
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HOW TO CLEAR THE BMC CONFIGURATION

1.

10.
11.

Power off Fault Tolerant Server series and unplug the both power cords.

Remove the both CPU/IO modules (0 and 1) from the Fault Tolerant Server series (see “Removing CPU/IO
Module” on page 8-11).

Make setting of jumper switch for clearing the BMC configuration of module 0.

Remove the clips from the jumper pins (J57) 2-3 on CPU/IO module 0 and place them on the jumper pins
(J20) 7-8 on the CPU/IO module 0.

Mount the CPU/IO module 0 to Fault Tolerant Server series (see “Installing CPU/IO Module” on page 8-14).
Connect the power cord of CPU/IO module 0 only, and then press the POWER switch to power on.

When POST is completed after the startup, press the POWER switch to power off, and then disconnect the
power cord from the outlet.

By referring to “Removing CPU/IO Module” on page 8-11, remove the CPU/IO module 0 from the server.
Reset the jumper switch setting.

Remove the clips from the jumper pins (J20) 7-8 and place them on the jumper pins (J57) 2-3 on the CPU/IO
module 0.

Clear password for the CPU/IO module 1 by following the steps 3 to 8.
By referring to “Installing CPU/IO Module” on page 8-14, install both CPU/IO modules on the server.

Connect both power cords.
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REMOTE MANAGEMENT FUNCTION

Both models of the Fault Tolerant Server are equipped with the optional card, the ft Remote Management Card on the
server. By connecting to a network via their management LAN port, BMC (Baseboard Management Controller), an LSI
for system management, installed on the server allows remote monitoring and controlling of the server such as keyboard,
video and mouse (KVVM) control over management network.

Network Default Values

The following are default values to connect the server to a network.

IP Address :192.168.1.1

User Name : administrator

Password : (None)
Host Name  : ARMCXXXXXXXXXXXX

B The host name above is the host name used for auto registering with a DNS server using DHCP functions.
XAXXXX XXX XXX is the MAC address assigned to each management card. The MAC address can be found on
the label attached to the rear of the card or [Server] — [System Management] — [CRU0O BMC MAC
Address]/[CRU1 BMC MAC Address] on the BIOS Set UP screen.

IMPORTANT:

m  The communication mode on the management LAN board is fixed as auto negotiation mode; it cannot be
changed manually. At the same time, set the communication on the link partner side as auto negotiation mode.

m  The default IP address of the management LAN is 192.168.1.1 for both CPU/IO module #0 and CPU/IO
module #1. Therefore, the servers are unable to connect network simultaneously without changing this IP
address. In order to enable the network connections simultaneously, specify different IP address for each
CPU/10 module.

m  To ensure security, change values for host name, password and IP address according to your network
environment.
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Settings on the Server

The following describes the setting procedure.

CHECK:

The resolution and refresh rate of the screen that can be displayed on a remote KVM console are 1024x768,
75Hz and smaller respectively. If values larger than these are set, the remote screen does not display any data. If
a great value is set for the number of colors on the screen for the server, the remote may not show colors
accurately. Connecting this card to a network where broadcast occurs frequently may affect remote control
performance.

Initial Settings on the Server

1.

If information specific to the server has not been written in, the following message informing you that the
server-specific information is not written is displayed while the full screen logo is displayed, and the startup
processing of the server is paused.

If this message is not displayed, the remote management function does not need to be initialized. If it is displayed,
the remote management function needs to be initialized in order to monitor devices into details.

H/W Configuration of BMC is corrupted.
Il Update BMC H/W Configuration by configuration tool !!
Il Refer to BMC configuration manual !!

The message above may appear in a different screen during POST with the full screen logo is shown and paused.
In that case, press the Esc key to display the diagnosis screen to check whether or not the above message is
shown. If a different error message is shown, refer to Chapter 7 “Troubleshooting.”

How to make initial settings

Either wait for a while after the above message is shown or press the F1 key to precede POST. Start up the
“EXPRESSBUILDER”DVD and select “initialize RNESte Management Card” from the Tool menu. By doing so,
information specific to each server will be written in.

When writing the information is completed, the following message appears. Press any key to reboot the server
for use.

Programming complete, reboot server for normal operation.

Strike a key when ready...

TIPS:

Running the initialize Remote Management Card resets the AC LINK setting (Server-AC LINK) of the BIOS
setup to the initial value “Last State.” If you have changed the value, you will need to set it again.
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Changing a Mouse Property

Uncheck “Enhance pointer precision” when you use Windows Server 2003 on this server.

Go to [Control Panel] — [Mouse Properties] and select [Pointer Options] tab.

If it is unable to move a mouse curser on the Remote KVM console, adjust “Select a pointer speed:” to the right on the
“Faster” side.

Il

Buttu:uml Pointers  Pointer Dptions I‘-N'heell Hardwarel

 Motion

— 4 Select a pointer speed:

Slow I Fast

rSnap To

[ Automatically move pointer ta the default button in a

S dialog box

— Wizibility
[~ Display pointer trails

Shark '—J Long

D:‘ ¥ Hide pointer while typing

[~ Show location of pointer when | press the CTRL key
Ok, I Cancel Aoply
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Setting a Management PC

The following provides management PC considerations to connect the server and a management PC.

Setting Your Browser

Configure the following.
- Enable SSL.

Supported browsers

The following browsers are supported.
- Microsoft Internet Explorer 6.0

- Netscape 7.0

- Mozilla 1.6

Java2 Runtime Environment

Java2 Runtime Environment, Standard Edition 1.4.2_ 16 and later, or Java Runtime Environment (JRE) 5.0 Update 15
and later are required.
Follow the steps below if you use EXPRESSBUILDER for installation:

®  When the OS of the management PC is Windows:

(1) Activate Windows on the PC on which you want to install Java2 Runtime Environment and set the
“EXPRESSBUILDER” DVD.

(2) By the auto startup function, the master control menu of EXPRESSBUILDER appears. Click “Software
Setup” and then “NEC DianaScope,” and then run the installer of JRE, which you find in the NEC
DianaScope install menu.

L] When the OS of the management PC is Linux:
The JRE installer (Linux) is stored in the following directory of the EXPRESSBUILDER DVD:
/dianascope/jre_x
For installing JRE, log on as root user or obtain the root authority by the su command.

(1) Copy the JRE installer to any directory. Below is an example of copying the installer from the
EXPRESSBUILDER to /user/local/bin:

cp /mnt/cdrom/dianascope/jre_x/j2re-1 4 2 09-linux-i586.rpm.bin/usr/
local/bin

(2) Go to the directory where you copied the JRE installer. Below is an example that the installer was copied to
/user/local/bin:

cd /user/local/bin

(3) Extract the JRE installer.
Jj2re-1_4 2 09-linux-i586.rpm.bin

(4) Install JRE. JRE will be installed in the directory of each JRE version under /usr/java.
rpm —ivh ./j2re-1 4 2 09-linux-i586.rpm
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(5) Add an environment variable “JAVA HOME.” Enter the directory name that you installed JRE.
For bash:
export JAVA_ HOME=/usr/java/j2rel.4.2 09
For tcsh:
setenv JAVA_HOME=/usr/java/j2rel.4.2_09
(6) Set the path to JRE.
For bash:
export PATH=$JAVA HOME/bin:$PATH
For tcsh:
setenv PATH $JAVA HOME/bin:SPATH

IMPORTANT:

For the Mozilla browser, create a symbolic link to the Java Plug-in in the Mozilla plugins directory.

* If you want to install the latest Java Runtime, download it from the following site. If you use NEC DianaScope
on the same management PC, use Java2 Runtime Environment, which you can find in the
“EXPRESSBUILDER” DVD.

http://java.sun.com/j2se/
If you access the logon page without installing Java2 Runtime Environment, the following message may appear. Check
the message and perform installation.

Internet Explorer - Security Warning &l

Do you want to install this software?
Mame: jinstal-1_4-windows-i536. cab
Publisher: Sun Microsystems, Inc.

Emgre@tigns Instal ] [ Don'tinstal |

While files From the Internet can be useful, this File bvpe can pokentially harm
waur computer, Only install saftware from publishers vou trust, what's the risk?
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Using Remote Management

Overview

You can control power of this server and use the remote KVM console from a web browser by using web server
functions of BMC.

IMPORTANT:

Remote KVM console is available only on the LAN port of the primary CPU/IO module
(the operating side’s CPU/IO module). This is not available on the LAN port of the secondary CPU/IO module (the
waiting side’s CPU/IO module).

This function is achieved by Java Applet.

How to get connected

From a Web browser on the management PC, access the following URL.
URL: http://BMC_HostPort/index.htm

TIPS:

“BMC_HostPort” is a BMC IP address or host name followed by a colon and http port number. If the http port
number is 80 (the default value), you can omit the port number.

When connecting to network which supports DHCP protocol:

The default host name of BMC is ARMC characters followed by the MAC address if you use DHCP functions and
automatically register it with your DNS server.

IP Address :192.168.1.1
User Name : administrator Default host
Password : (None)

Host Name  {ARMCXOXOOXXXXXXXXX |

When connecting to network which does not support DHCP protocol:

(1) The default IP address of the LAN of the managed server is “192.168.1.1” for both CPU/IP module #0 and #1. If
you want to access the network that does not support DHCP protocol, access the network that the default IP
address can use, and then set the IP address according to your network environment from the managing PC (see
“BMC Configuration”).


http://bmc_hostport/index.htm
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(2) If you cannot use the default IP “192.168.1.1,” start up the “EXPRESSBUILDER” DVD on the server and select
[Tool menu] —[English] — [System Management] — [Set System Management Parameters]— [Configuration].
Select [New] to register new settings, or [Change] to change the settings. Then, set IP addresses of the managed
LAN ports on the [BMC Configuration] menu.

LANT1: CPU/IO Module#0 management LAN port
LAN2: CPU/IO Module#1 management LAN port

The following is a configuration screen for LAN1 (CPU/IO module #0). Specify an IP address to use. Make
settings for LAN2 (CPU/IO module #1) in the same manner.

For the settings to take effect, you need to execute [OK] on the previous menu, “BMC Configuration” window.

Specify different IP addresses to LAN1 (CPU/IO module #0) and LAN2 (CPU/IO module #1).

Hep: [H-h]
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TIPS:

To disable the remote management console function, make the following settings from the
EXPRESSBUILDER DVD. Load the EXPRESSBUILDER DVD on the server, and from the main menu,
select [Tool menu] - [English] - [System Management] - [Set FT Remote Management Card (LAN1/LAN2)].
Select [Disable] on [Remote Management Console] and register the setting. “Obtain an IP address
automatically (DHCP)” “HostName”, “DomainName” and “IP Address” are display only. The image below
shows the setting screen for LAN1 (CPU/IO module #0).

Set f1 Remote Management Card(LANT)

[192.
Enablel

[Enter]l Help: [H-hl

If you use remote management for the first time, the “Waning - Security” dialogue box as shown below may be
displayed. Check the message, and then click [Yes], or [Always]. Then you will see the logon page. If you are not sure,
click [No].

W@ Do wou want to trust the signed applet distributed by "Adwvanced Remote
= Management"?

Publisher authenticity werified by "WEC Corpoaration”

D The security certificate was issued by a company that is nat trusted.
o

The security certificate has not expired and is still valid.

(o

Caution: "Adwanced Remote Management” asserts that this content is
safe. You should onky accept this content if wou trust "Advanced Remaote

Management" to make that assertion.
More Details

| Yes || Mo || Abways |

TIPS:

If you use SSL for access, the “Warning - Security” dialogue box(es) for server certification may be displayed for
SSL in addition to the dialogue box shown above.
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Login and logout

Login
When the login page appears, enter the user name and password, and then click [Login].
When you login for the first time, use the following default user name and password.

Default user name: administrator
Default password: None (enter no data)

IMPORTANT:
By default, no password is set. Set your password immediately after logging on.
For security, it is recommended to change the default user name as well.

For information on settings and modification, see “BMC Configuration” described later.

When the password is authenticated, the following end user license agreement is displayed.

End User License Agreement

End User License Agreement

MEC Software License Agreement -
1. License

MEC Corparation thereinafter referred to as "NEC") grants you a personal and
non-exclusive license to use the provided software (the "Software”) only on one
maching at any one time, and only in the country where you acouired the Software.
The Software is in "use” on a machine when it s loaded into temparary memary
(i.e. RAM) or installed into permanent me mory (i.e. hard disk or other storage
device) of that machine fou abtain no license ather than those expresshy
granted you under this Agreement.

2. Period

(1) You may terminate the license gramed hereunder By notifing us in
writing at least one maonth prior 1o the desired 1ermination date

(2) NEC may terminate the license granted you hereunder at anytime if you
fail to comply with any terms and conditions of this Agreement

4]

Do you agree above agreement?

Yes No

Read the agreement carefully.
If you can agree, click [Yes], and you can start using remote management functions.
If you cannot agree, click [No]. You cannot use remote management functions.

TIPS:

If you click [Yes], you do not see this message again because the data will be stored on the management PC.

Logout

Click the File menu and select Exit to logout. When you log out, the main window closes and you will return to the
login page on the browser.
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Main Window

[m[@[o] W] £]| wuo
5 5t | )| @ puary

(1) Click this to show the File menu.
Click “Exit” to quit this applet.
(2) Click this to show the Window menu.
From the Window menu, you can open windows including the KVM console window.
(3) Main frame
A window is shown here.
(4) Click this to show the Help menu.

Click “Help” to see the version information of this applet.
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Control panel
The control panel allows you to see the server status and to control the power supply.
The control panel also allows you to activate windows.

Control panel functions

1
2 3004 5 6 7 8 o 17
Metwork Statas \ FHost iformation &ED wqumrj Wigdow / / HA Stat% [,
192.168.1.1 DC-ON |)J H [E.” Q| RIS Modlilesn —\
E: i EE' ‘D Primary 19

adminiyr Tf
10 112

(1) Displays the BMC host name or IP address
(2) Displays the LCD of the server.

3 14

(3) The power lamp of the server telling you of the power status

(4) The same as pressing the POWER switch of the server. Note that the forced power off , pressing the power button
for 4 seconds and more, is not supported.

(5) Performs memory dump on the server (the same as pressing the DUMP switch of the server).
(6) Makes the Unit ID lamp of the server blink

(7) Starts up the remote KVM console.

(8) Starts up the BMC configuration.

(9) Stats up the firmware update.

(10) A user name is displayed here.

(11) Displays the connectivity with BMC.

(12) Displays communication security status

(13) Displays network access status

(14) Opens the window showing system event logs (SEL).

(15) Opens the window showing the sensor device information (SDR).

(16) Opens the window showing the information on parts to be replaced for maintenance (FRU).
(17) Displays the slot position information (module #0 or module #1)

(18) Displays the slot status (primary or secondary).

(19) Hides the control panel
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Remote KVM Console

Remote KVM console functions of the BMC allow you to transfer a local console to the browser on the management
PC over a network.

You can make full access to the server from the management PC using video, keyboard and mouse.

CHECK:
B The remote KVM console supports the following five resolutions:
1024 x 768
800 x 600
640 x 480
720 x 400
720 x 350

B Set the resolution of the device to one of these values. If any value other than these values, nothing will be
shown on the remote KVM console.

B The mouse cannot be used on the remote KVM console on the operation window of EXPRESSBUILDER.

TIPS:
KVM is an acronym for keyboard, video and mouse.

The remote KVM control is different from those using a serial console remotely in that it allows you using graphics
directly and remotely.

CHECK:
You cannot use the remote KVM remote control for connection via proxy.

When you use the remote KVM console logon with the settings where no proxy is used.




4-52

Starting up the remote KVM console window

Click the startup icon [ﬁ ] on the remote KVM console on the control panel to display the KVM console window.

MNetwork Status Host nformation LED Power Conrtrot 7 W HA Status E
192.168.1.1 @ocon ||| @ Q| l W &8 & | Moduero
administrator | |—&— 27 @ B2 | Ei| & | @ primary

IMPORTANT:

NEVER open the remote KVM console when you log on to the BMC from a local console.

If you do so, data entry from the keyboard or mouse becomes disabled.

CHECK:

You cannot use the KVM console on the secondary side. Use it on the primary side.

Items on the remote KVM console window

1 2 3 4 56 7809

10

12

(1), (2) and (3) are special icons. Use them when you want to operate special keys.

(4) Virtual keyboard icon: use this icon when you want to enter a special key other than those mentioned above.
(5) Screen refresh icon: use this icon to refresh the window.

(6) KVM properties icon.

(7) Enlarge icon: use this icon to enlarge the view.

(8) Shrink icon: use this icon to reduce the view.

(9) Equal size icon: use this icon to display images in the same magnification.

(10) Window size icon: use this icon to adjust the window size to the screen size.

(11) KVM indicator showing information including resolution.
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(12) Remote KVM console screen, on which the server screen is shown.

IMPORTANT:

When you operate Shift + Caps Lock or Num Lock on the remote KVM console window, such action may not
be reflected in the Shift + Caps Lock or Num Lock status of the management PC LED. Likewise, on the server,
the Caps Lock or Num Lock status may become different from LED status after the remote KVM console is used. If
this happens, press the key(s) on the device in issue so that LED status and actual operation match.

Operating special keys

Operation of special keys from the keyboard of the management PC is not reflected in the server. Click the following
special key icons for operation on the host server.

Al 1 (raised) m (pressed): the status change every time you click the icon.
nm.m] (raised) (pressed): the status change every time you click the icon.
IMPORTANT:

For example, if you want to enter “Ctrl + Alt + Del,” click the [Ctrl] and [Alt] icons and then press the Del key on
the keyboard. By doing so “Ctrl + Alt + Del” is sent to the server. After the operation, click the [Ctrl] and [Alt]
icons to cancel the special key operation.

..""Eﬂi (Windows key icon)
Virtual keyboard

When you click the virtual keyboard icon [E], the virtual keyboard appears.

o el Kephaand

B DO BOEEn e LS
Emﬂﬁmﬂﬁﬁﬂmﬁﬁrﬂr i o] e
e fefujefaffriviufifal FI"- ==
(o [ s o L e Lo w Lo [ <] *rr
E3gDpnoDooERENsSeES 0o
(ot ar [ e [men] — Tea| %o ][m e o | - [ ]~

You can select either 104 or 109 keyboard from the tab.
By clicking buttons corresponding to each key, you can make entry to the host server.

Zoom-in and zoom-out of the view

Click the ["i-] icon to zoom in the view.
Click the ["i- ] icon to zoom out the view.
Click the [ Ir""‘i-] icon to display the screen in the same size as the device.

Click the window resize icon [ E ] to adjust the remote KVM console window size to the remote screen size.
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Refreshing the screen

Click the screen refresh icon [ ﬂ ] to refresh the remote KVM console screen. If the screen is distorted, refresh the
screen.

Modifying properties

When you click the KVM properties icon [ =% ], the KVM properties window appears, in which you can specify an
interval between screen refreshes.

IMPORTANT:

A shorter interval will reduce garbage remaining on the screen. However, note that a shorter interval can slow down
the terminal response speed or impact network traffic.

IPMI information

System event logs (SEL), sensor data record (SDR), or field replacement unit (FRU) can be displayed. Such
information is referred to as the IPMI information. The information is used to examine errors and events on the server
and identify which part should be replaced.

System Event Log (SEL)

Metwork Status Host iformation LED Powar Comtrof Window HA Status ’E

[192.168.1.1 | I @ocon |(p| @@ ®] &) % Module#0
[ administrator | [~ 1 @ B (fE1 | B | @ primary

=
When you click the icon to start up system event logs [ & "] on the control panel, SEL information is collected from the
BMC and shown on the system event log (SEL) window as shown below.

The upper pane shows a list of system event logs while the lower pane shows details of the entry selected in the list.

By clicking the reloading icon [E?], you can reload the SEL information from the BMC and display the latest
information.

[3 System Event LogGELD) :

(COES

| Recard ID | Timestamp | Ewent | [
[£11708h 1/11/04 32:06:54 AM  |\Power Supply  Recowvery  Power Supply Failure dete... |«
A 17 C4h 1711704 2:06:48 AM  |Power Supply  Error  Power Supply Failure detected
@ 17BOh 1711704 12:44:57 AM |Power Supply  Recowvery  Power Supply Failure dete...
/M 175Ch 1/11/04 12:49:51 AM |Power Supply  Error  Power Supply Failure detected
(3] 1788h 1;10/04 11:14:10 FM 05 Boot Information  C: boot completed ]
@ 1774h 1/10/04 11:13:51 PM |System Boot Initiated  Information  Initiated by pow... |«

[ Recard ID ] 1788h
[ Timestamp ] 1/10/04 11:14:10 PM

Infarmation
Z: hoot completed

[Dump ] 88 17 02 42 87 00 4041 0004 1F A7 6&F 41 8F FF

Clearing the SEL information

By clicking the SEL clear icon [E’:], you can clear the SEL information on the BMC. As a message for confirmation
appears, click [Yes] if it is OK to clear the information. If you click [No], the SEL information will not be cleared.



4-55

Sensor Data Record (SDR)

Metwork Status Fost nformation LED Power Control | Window

oj&fo] =

192.168.1.1

| li @ DCON
| auministrator || === [ @

B4 Ei

*

FIA States
Modules0

‘D Primary

When you click the icon to start up sensor device information (SDR) [E;]on the control panel, the SDR information is
collected from the BMC and shown on the sensor device information (SDR) window as shown below.

I [Fi Sensor Data Record SDR)

&

Record ID | Sensor Type | Owher | [
1h WoltageiProcessor 1 WCCP) |Bashrd Mgmt Ctlr |«
2h Woltage(Processor 2 WCCP) Bashrd Mgt Ctlr
2h Yoltage(Baseboard 2.2%) Bashrd Magmt Ctir
4h Woltage(Baseboard 3.3WSE) Basbrd Mgmt Ctir
Sh WoltagetBaseboard 5Y) Bashrd Marmt Ctir
&h Woltage(Baseboard 5VSE) Basbrd Mgmt Ctir
7h Woltage(Baseboard 12%) Basbrd Mgmt Ctir
Bh YoltagetBaseboard WBAT) Basbrd Mgt Ctlr -
[ Record ID'] 1h
[ Sensor Type ] Woltage(Processor 1 % CCP)

[ Entity ] Processorl
[ Owner ] Basbrd Mamt Ctlr

[ Upper non-recoverable Threshold ] ---

[ Upper critical Threshold | 1.64valts (Hysteresis: 1.62%olts)

[ Upper non-critical Threshold ] 1.56%olts (Hysteresis: 1.55olts)
[ Lower non-critical Threshald | 1. 15%alts {Hysteresis: 1. 16V alts)
[ Lower critical Threshold ] 1.0&Volts (Hysteresis: 1.07volts)

[ Lowwer non-recoverable Threshold | ---

IBZ000 10
00 04 00 00
00 BF BO OO
65 73 73 6F

02 017FE2 02018532
00 B4 07 82
Q0 00 Q0 DO
3643 43 50

EB 42 07 01
44 5B 02 02
72203120

The upper pane shows a list while the lower pane shows details of the entry selected in the list.

TIPS:
SDR information is definition data on device sensors.

The BMC monitors sensors according to this information.
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Field Replaceable Unit (FRU)

Network Status

Host uformation

[192.168.1.1

| administrator |1~ ) @

LED

Power Control

Window

\ li eocon |[mi@[0]| W& &
o Ba}

HA Status E
Module#0

Primary

When you click the icon to start up information on parts to be replaced for maintenance (FRU) [E-;"] on the control
panel, FRU information is collected from the BMC and shown on the window for parts to be replaced for maintenance
(FRU) as shown below.

@9 Field Replaceable Unit{FRU)

&
FEU Cwwner
Frimary FRU Device EE hgrmt Clirmel
CP Prirmary FRU#D EE Mornt CHimtld
CP Scndary FRURO BB Mgmt Ctirgt0
[ Device Slave Address] 10h —
[ Board Infarmation ]
[ Mfg. DatedTime ] 94105 12:02:00 AM
[ Board Manufacturer] MEC
[Board Product Mame ] GTKED
[Board Serial Mumber] 0000000203
[Board Part Mumber] 243-633084
[Board Yersion] D13
[ Durnp ]
0x0000 01000001 0D0D0DOFE  010819E2 954D CT4E
0x0010 45430000 0000C547  374B4244  CC303030
0x0020 30303030 32303300 00CA3234 33203633
0x0030 33303834 C4443133 00020000 02000002
0x0040 0oooo1o0 0101 C1BA  FFFFFFFF FFFFFFFF
0x0050 : FFFFFFFF FFFFFFFF FFFFFFFF  FFFFFFFF -

The upper pane shows a list while the lower pane shows details of the entry selected in the list.
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BMC Configuration

You can configure the BMC settings.

Starting up the BMC Configuration window

Notwork Status

| aameistaor | == 1@

Host rformation

LED

o [mialel el
Bi | B

I T T —

FHA Status

Module#0

B Primary

When you click the icon to start up the BMC configuration [%] on Control Panel, the BMC configuration window
appears as shown below.

1 /2/3/4/5

“L:IEHELS

EMC Settings
- & Lser h
- ) Metwork
I~ @ WEB Server
= Alart hail

(1) Reads the BMC configuration file
(2) Saves the BMC configuration file

T

ms

User

| K¥M Privilege S

administrator

e e e fefeReJe Re fefe Je R Re Re R g g

O Wo N m W W= O

yes

(7

(3) Edits the BMC configuration

(4) Reloads the BMC configuration
(5) Sets the data loaded from the file to the BMC in a batch
(6) Lets you select what to be configured
(7) Shows the overall information on the current values

TIPS:

When you load configuration from the file, choose to make settings of the BMC in a batch.
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User Settings

Here you can make user account settings.

When you click [User] on the left pane of the BMC configuration window, total of 20 accounts appear in the right pane.

When you select the account you want to modify or add and click the icon for editing [i_'J ], the following window for
editing a user account appears.

B User Settings

No. | -

Username: | T
EH - | / 2

Password: | q
3

PasswordiConfirm): | T

KVM Privilege

[¥] Remote KWM Console Enable

(1) Enter the user name.
(2) Enter the password.
(3) You can specify whether or not to enable the remote KVM console. Select the check box if you want to enable it.

When you click [OK], all the information you have edited will be written into the BMC.
When you click [Cancel], the window closes without saving what you have edited.
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Network Settings

Here you can make network settings of BMC such as IP address configuration.

IMPORTANT:

B The

following ports are used for the remote management functions. If your network environment has any

firewall, you also need to have configuration for the firewall.

Module name Port Protocol Direction Module Port
number name number
Remote KVW Not UDP — — BMC 623
client determined
Mail server 25(*1) TCP — - BMC Not
determined
WEB client Not TCP — — BMC 80(*2)
determined
WERB client Not TCP — — BMC 443(*3)
(SSL) determined
*1: Can be modified by selecting [BMC Settings] - [Alert Mail] - [E-Mail Alert Settings] - [SMTP] -

*2:

*3:

[SMTP Port Number].

Can be modified by selecting [BMC Settings] - [WEB Server] - [WEB Server Settings] - [HTTP Port
Number].

Can be modified by selecting [BMC Settings] - [WEB Server] - [WEB Server Settings] - [SSL Port
Number].

When you click [Network] on the left pane of the BMC configuration window, the right pane shows the overall
information of the network settings as shown below.

€2 BMC Configuration

2 A

|| »

BMC Settings

Mo, | Hostname | IP Adldress/Mask | MAC Address |

» ser H 1 sapphire_bme 192.168.1.1/24 00100409113 ca
i) Netwark|

@) WEB Server

=& Al

T

ert Mail

When you click the icon for editing [ L ], the following window for editing appears.

The window

for network settings has three tabs.
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LAN
L3 Network Settings
[ LAN | DNS | Hostname
1 ~ Interface No.: 1
|~ MAC Address: 00004 13ca

2

—~
| (] Get IP Address by DHCP
3 —
IF Address Setting

IP Address: [192.168.1.1 |

Subnet Mask: [255.255.255.0 |

Default Gateway: |192. 168.1.100 |

| oK || cancel

(1) The MAC address of the BMC

(2) Allows you to choose whether or not to acquire an IP address automatically by DHCP.

(3) Allows you make the IP address settings if the address is not acquired automatically by DHCP. If the address is

acquired automatically by DHCP, the data acquired is shown here.

IMPORTANT:

B Specify different IP addresses to CPU/IO module #0 and CPU/IO module #1.

B [f you change the IP address, the current connection will be disconnected when the BMC settings are completed
by clicking OK. Close the window once, and then log on again by entering the newly set IP address (or host
name) in the browser.

B The logon page remaining on the browser is the page you accessed by using the old address. You cannot use it to
log on.

B When you configure “default gateway,” the gateway, the server, the management PC should be in a state where
communication over network is available.

B [f you make the settings in a state where communication is not available, you need to switch on/off the AC of the
server in a state where the gateway, the server and the management PC can be communicated over the network.

B After you changed the DHCP setting, you should turn off the AC power of the system and turn on it after 5

seconds or more.
After you changed the DHCP setting using EXPRESSBUILDER and NEC DianaScope Agent, you should turn
off the AC power of the system and turn on it after 5 seconds or more..
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DNS

(1) Allows you to select whether or not to automatically acquire the IP address of the DNS server by DHCP.

L5 Network Settings

/

rLAN DNS || Hostname

[l Get DNS Server IP Address by DHCP

|~ DNS Setting

DNS Server Address: 192 165.2.240

| oK || cancel |

(2) If you have selected not to automatically acquire the IP address by DCHP, make settings here. If the address is

acquired automatically by DHCP, the acquired address appears here.
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Host name

I3 Network Settings

((LAN [[DNS |" Hostname

1
\DefauItHustname: ARMCO0004C3F15CA
2
~—
\Hgstname: [sapphire _bimc |
3 —
\Qumain Name: |abmc.samp|e.net |
4 —

T Register hostname to DNS Server

(1) The default host name to be used when no host name is set when DHCP is used
(2) Set the BMC host name. If this option is not configured, the default host name mentioned in 1) will be used.
(3) Set the domain name of the network to which the BMC belongs.

(4) Choose whether or not to register the host name with the DNS server.

TIPS:
It is recommended to set the BMC host name to be easily guessed from the server’s host name on the OS.

]

For example, you may set the BMC host name as “sapphire_bmc” if the server’s host name on the OS is “sapphire.’

IMPORTANT:
Specify different host names to CPU/IO module #0 and CPU/IO module #1.

When you click [OK], all of what you have set in the three tabs will be written into the BMC.
When you click [Cancel], the editing window closes without saving what you have edited.
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WEB server settings

Here you can make web server settings such as HTTP port settings for the BMC.

When you click [Web Server] on the left pane of the BMC configuration window, the right pane shows the overall
information of the web server settings.

&2 BMC Configuration P
aalzse
BMC Settings q ] Item | Yalue |
& [jcor M@ HTTF Port 80
Metwork | @ 5L Enable/Disable Dizable
(@ [WEB Server | @ s5L Pont 443
=9 Alert Mail | @ Login Attempt Interval &0[sec]
| @ Login Attempts 10[tirnes]
| @ Account Lock Interval G00[sec]

IMPORTANT:

B When you change the HTTP port number, settings of SSL (enable/disable), or SSL port number, the current

connection will be temporarily disconnected. Close the window and exit, and then log on again by entering the
newly set port number in the browser.

The logon page remaining on the browser is the page you accessed by using old web server settings. You
cannot use it to log on.
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When you click the icon for editing [-;ld ], the window for editing appears as shown below.

(3 WEE Server Settings [%]
[ WEE Server
1 \
™~ HTTP Port Number: 80
2 ~_
|~ S5L Enable;Disable: [C] Enable
3 —
I S5L Port Number: 443
4 \
5 \I__ugin Attempt Interval: B0 [sec]
—
| Login Attempts: 10 | [times]
6 —
—Account Lock Interval: 00 [sec]
Default
| oK || Cancel |

(1) Specify the HTTP port number.

(2) Specity whether or not to enable SSL communication. If you select the check box for enabling, connection by
HTTPS (SSL enabled) is enabled. Clear the check box if you want to disable SSL.

TIPS:

It is recommended to use connection by the encrypted HTTPS protocol unless you have any specific reason
such as SSL cannot be used. This option is disabled by default.

(3) Specify the SSL port number.
(4) Specify the logon trial period during which you can try logging on again if you have failed to log on.

(5) Specify the number of logon retries. If the number of retries exceeds the number specified here during the period
specified in (4), logon retries will be rejected for the time period specified in (6).

(6) Specify the time period during which logon is rejected.

TIPS:

Although the three entries mentioned above are effective in blocking automatic and unauthorized logins, they
do not completely block such logins.

If you click [Default], the default values for HTTP port number, SSL port number, logon trial period, number of logon
retries and the account lock period are displayed. The SSL check box configuration remains the same.

When you click [OK], all of what you have set will be written into the BMC.

When you click [Cancel], the editing window closes without saving what you have edited.
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Alert Mail Configuration

This allows you to make alert mail settings for BMC.

When you click [Alert Mail] on the left pane of the BMC configuration window, the right pane shows the summary of
the alert mail settings.

&2 BMC Configuration :

aalzee
EMC Settings ] ltem [ Valug |
& |cor M alert Mail Enable
Netwiark |c® Alert Level Lewel 2
@ WEB Server | To Address test@est. com
2 | From Address alert@abmc.com
: =9 Subject E-Mail Alerting Message.
| Message Thig is an E-Mail Alerting Message.
: =9 SMTP Server Address smitp.sample.cam
| SMTP Port Number 25
|=® Retry Count 10[times]
|=® Retry Interval &0[sec]
|8 with Proctuct Name Enable
| with IP Address Enable
|8 with Event Time Enable
| with SEL Data Enable
|8 with URL Enable
|8 with FODN Enable
| with LCD Message Enable
|=® Timezone +0000

When you click the icon for editing (L] , the window for editing appears as shown in the next page. The window for
editing has four tabs: basic, message, SMTP and option. The following describes each tab in detail.
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Basic

=9 E-Mail Alert Settings

[ Basic_| Message | SMTP | Option

1 Basic Settings
2 \

d Alert Mail: [¥] Enable

Alert Level: |Le\rel3 devel? + Non-criticaly «

| Mail Test

Do Mail Test: | EA Send Test E-Mail

(1) Specify whether or not to enable the alert mail functions by the check box. When you select the check box, you
can make mail-related settings.

(2) Select a notice level from six levels. Levels are categorized according to severity of factor events.

(3) Allows you to send a test mail.

IMPORTANT:

Perform the mail test after you have completely configured “E-Mail Alert Settings” described in the following
pages.

Making entries in the editing window does not complete settings. You need to click [OK] after entering all the
required information to complete the BMC settings.

TIPS:

The X-Priority: field in the mail header changes according to the severity of factoring event.
Non-recoverable/Critical X-Priority: 1

Non-critical X-Priority: 3

OK/Information/Monitoring X-Priority: 5
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Message

=8 E-Mail Alernt Settings

[(Basic | Message [ SMTP [ Option |
Message Settings

\ To: [test@test.com

demo@demo.net

|
\Emm: [alert@abme. com |

\guhjecl: |E—Mai| Alarting Message. |
4 Ty 7Ivl Message:

2

3

This is an E-Mail Alerting Message.
For mare information, click the URL below,

| »

—

-

1] [¥]

| Get Default Message |

. ok || cancer |

(1) Specify mail address of receivers to whom alert mail is sent. You can specify up to four addresses.

(2) Specify the sender’s address used in alert mail.

(3) Enter the subject to be given to alert mail.

(4) Select whether or not to enable the body messages for all alert mail, which is configured in the next step.

(5) Enter the body message to be used in all alert mail. If you do not need such a body message, clear the check box
of (4). If you click [Get Default Message], the recommended message appears.

TIPS:

The subject and message you configure here will be used in all alert mails.
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SMTP
= E-Mail Alert Settings
Basic | Message | SMTP | Option |
1 SMTF Settings
\
\SMTP Server Address: |smtp.sample.com |
2 — | =
| —— SMTP Port Number. 25
3 Retry Count: 3z | [times]
4 | | Retry Interval: 60 | [sec]

(1) Specify the address of the SMTP server. You can enter the IP address or host name.
(2) Specify the port number of the SMTP server.
(3) Specify the number of send retry if sending a mail has failed.

(4) Specify the time in seconds before the next mail send retry.

If you click [Default], the default values for SMTP port number, number of retries, and retry interval appears. It is
recommended to use the default values unless you have specific reasons.

IMPORTANT:
This card does not support SMTP authentication (SMTP-AUTH).
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Option
=& E-Mail Alert Settings '
[(Basic | Message [ SMTP | Option |
1 —
\ Mail Attached Information
[v] Product Name [vl BMC URL
[v] IP Address [v] BMC FQDN
[¥] Event Time [¥] LCD Message
[v] SEL Dump Data [v] BMC FW Rey.
2
—
| Misc Settings
Time Zone: +0000,_j
OK Cancel
(1) Specify information to add to the body of alert mail.

The information you specify here will be contained in the body of alert mail with the message you specified in
the message box in the message tab.

Product Information

Product name, code, number of the server

IP Address IP address of the BMC

Event Time Time that the event occurred

SEL Dump Data Data representing system event logs (SEL) in the hexadecimal
format

BMC URL URL of the ARMC logon page

BMC FQDN Full domain name of the BMC

LCD Message LDC message on the server at the time of event occurrence

BMC FW Rev. Revision information of the BMC firmware/SDR/PIA

2

Used in the date filed of the mail header of alert mail.
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Firmware Update

You can update applets, KVM firmware, BMC firmware, sensor device information (SDR), and platform information

(PIA).

Starting up the firmware update window

Network Status

192.168.1.1

Flost mformation

| administrator ||=Sﬂ:|° I

LED
2 DC-ON

2 Ready

Powar Controf— - Window HA Status E
| || [E || @ | E & ‘ +* Module#0
Bi | Bs | @ primary

4 Firmware Updates

® B|&

Target | Current Revision | Mew Rewision | Update | Status | File name | Timestamp
BMC firrmweare o008 | ———-- O | == |- |-
Flatfortn Infarrmation (F1A) 0110 | ————- O |- |- |-
ensor Data Record (GDR) [ | S N R
Applet 0011 | - 0O [
Fo M Tireare 052a | —---- O [ |-

When you click the icon to start up firmware update [&] on the control panel, each pieces of revision information is
loaded from the BMC to display the following firmware update window.

If you click [Cancel], the firmware update window closes without making any changes.

The following pages provide step-by-step instructions for update.
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Loading update data files

When you click the icon for adding update files [ 4 ], the window to select a file appears.

Look In: |Ij MyDocuments v| @ @ @ @E

[} ABMC.REF

[} ABMCPW.bhx
[y gngo006.bin
[ PrAD10L.hex
[y sDRo101.crg

File Name: I |

Files of Type: |AII update files v|

Open || Cancel |

Specify an update data file.
When you click [Open] after specifying the file, loading of the file begins.
Wait for file loading to complete.

TIPS:

You can update in a batch.

If there are more than one update targets, all the information of the update targets must be loaded. You can select
more than one file to be loaded at the same time.

Confirming revision

When loading data files completes, information on current revisions, loaded revisions and file data (file names and time
stamps) appears on the window.

Check the information carefully.

& Firmware Updates '

| &
Target [Current Revisi poatdstatus| File name | Timestamp
BMC firrware 00.08 1 [-=--- ABMCEW. bhy|Jul 9, 2004 2:55:33 PM
Platform Information (P& 01,10 - |----- PLADLOL. hex |Jul &, 2004 2:55:3% PM
]
Applet 00,11 0 [-=--- gngOO0& hin|jul 9, 2004 2:55:27 PM
KW M firmware 05.2a [ —— ABMC EBF  Jul 3, 2004 2:55: 31 PM
Cancel
CHECK:

Check each revision carefully because downgrading is possible as well.

If you click the icon for clearing update data [ [ ], all loaded data will be discarded. When you click [Cancel], the
update window will be closed without saving any loaded data.
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Selecting what to be upgraded

Select check boxes of update targets.

% Firmware Updates

+ &

Target [Current RevisiorMNew RevisiliUpdateBatus|  File narme | Timestamp
BM C Tirmyare 00.08 0121 -——— | ABMCFW. bhx Jul 9, 2004 2:55:33 PM
Platform Infarmation {Pl&y 01.10 01.01 --——PLAOLO L hex Jul 9, 2004 2:55:35 PM
Applet 00 11 00.06 |~ —|ang0006.bin Jul 9, 2004 2:55:37 FM
KM firmware 05.2a 03.29 -—-— ABMC.RBF  Jul & 2004 2:55:21 PM

CHECK:
Only those selected here will be written in.

Items with no check box selected will not be written in even if files have been loaded.

IMPORTANT:

If you update both SDR and PIA, make sure to write in simultaneously. If writing is done twice, the first writing will
not take effect.

Writing update data into the BMC

When you click the icon for writing update ['ﬁ ], the writing the update data into the BMC begins.

o e E

&% Firmware Updates

5 e[4)

Targ Write update data 10 BMC | aw RevisioUpdatdstatus| File name | Tirmestarng
BMC firmware Q0,08 0r.21 v |----- ABMCFW bhx|Jul 9, 2004 2:55:323 PM
Platform Information (Pl 01.10 01.01 [ PlLADLIOL hex |Jul 9, 2004 2:55:25 PM
[}
Applet 00,11 00,06 [ ghgQOOE hin(Jul 9, 2004 2:55:27 PM
Ky firmware 05 2a 03.29 [ ABMC RBF Jul s, 2004 2:55:21 PM

As shown below, the window showing writing process appears for each update target.

[Ipdate Progress

Update iz starting
0%
Update Pre-process is running
0%

If any error is detected during the writing process, an error message is displayed and the process terminates.
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End of writing

When writing is completed, the “Status” column displays the result for each target.

I*‘ Firmware Updates

e

o[

iiirite update data 10 BMC| e RevisionUpddl

File name | Timestamp

00,08 0f.21 [l BMCFU bk Jul @, 2004 2:55:23 PM

Flatform Infoarmation (PLA) 01,10 0101 Il |----- MAC1I0L hex|jul & 2004 2:55:35 PM
[

Applet 0011 00.06 Il ----- @gO00E bin|jul 9, 2004 2:55:37 PM

Fx'h firmware 0% 2a 03.23 [v] EMC RBF  (Jul S, 2004 2:55:31 PM

CHECK:

B To apply updates for targets other than applet, reboot the server or power off and then on the server.

B When you rebooted or power on the server to apply an update for BMC software, SDR, or PIA, the connection
with BMC will be disconnected. Because of this, you need to log in again.

B To apply updates for applets, log out once, close all browsers, and then logon again. You do not need to reboot

the server.
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Troubleshooting

Error Messages

Fatal errors

When using the remote management, an error dialog box may appear on the management PC if some problem
occurs. Messages and actions for the errors are described below.

No. Error message Action
1 Fatal error. JavaVM quits. Try logging in again.
If the same message continues to appear, contact
your service representative.
2 | A fatal software error has Try logging in again.

occurred.

If the same message continues to appear, contact
your service representative.

Logon error

No.

Error message

Action

1

Authentication error

Check the user name and password, and then enter
them again.

Access privilege error

No.

Error message

Action

1

Unauthorized operation. You have
no privilege to perform the
operation.

Try performing the operation with administrator’'s
privileges. Consult your administrator.

Network errors

No. Error message Action
1 Check the network environment and try again.
The HTTP communication failed. Contact your service representative if the error
persists. .
2 Check the network environment.
Could not resolve the IP address. You cannot use Remote KVM Console for
connections via proxy.
3 Check the network environment.
Unable to reach the target host. You cannot use Remote KVM Console for
connections via proxy.
4 Check the network environment and try again.
The HTTP communication failed. Contact your service representative if the error
persists. .

5 Check the network environment and try again.
Failed to download applet. Contact your service representative if the error
persists.

6 Check the network environment.
The RMCP+ session is closed. If there is no network problem, contact your service
representative.
7| Failed to establish the RMCP+ Check the network environment. .
Session. If there is no network problem, contact your service
representative.
8 Check the network environment.
The RMCP+ transmission failed. If there is no network problem, contact your service
representative.
9 The specified RMCP+ protocol Check the network environment. '
cannot be used. If there is no network problem, contact your service
representative.
10 | BMC resources to establish a new | Try again after a connection from other client is

RMCP+ session are insufficient.

finished.
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No.

Error message

Action

11

The RMCP+ session time-out
occurred.

Check the network environment and server.
If you do not find any problem, contact your service
representative.

BMC-related error

No. Error message Action
1 The network may be busy. Try again. If the error
The IPMI request was aborted. persists, contact your service representative because
a failure may have occurred in BMC.
2 Check the server. A failure may have occurred in
Received bad response from BMC.
BMC. If you do not find any problem, contact your service
representative.
3 | BMC does not support IPMI 2.0 . .
f . Contact your service representative.
unctions.
4 Check the server. A failure may have occurred in
Failed to run the IPMI command. BMC. ' .
If you do not find any problem, contact your service
representative.
5 Check the network environment.
Failed to send the IPMI message. If the network has no problem, contact your service
representative.
6 lllegal IPMI message was . .
Contact your service representative.
requested.
7 Check the server. A failure may have occurred in
Specified target is not present BMC. ' .
) If you do not find any problem, contact your service
representative.
Errors on the Remote KVM Console
No. Error message Action
1 Failed to disable Remote KVM Check the networl§ environment gnd.try again.
Contact your service representative if the error
Console. )
persists.
2 Failed to enable Remote KVM Check the networl_< environment gnd_try again.
Contact your service representative if the error
Console. X
persists.
3 Check the network environment and server.
KVM packet transmission failed. If you do no_t find any problem, contact your service
representative.
4 The KVM request was aborted. This is no problem. Click [OK] and close the
message box.
5 Check the network environment and server.
UDP packet transmission failed. If you do not find any problem, contact your service
representative.
6 Ref“"te KVM con§qle can not Refer to page 4-58 and enable remote KVM console.
activate because it is disabled
7 Remote KVM Console is used by Try again after the client using Remote KVM Console
other client. finishes using.
8 | Failed to shut down Remote KVM Use Remote KVM Console after waiting 3 or more
Console. minutes.
9 Check the network environment and try again.
Failed to make settings. Contact your service representative if the error
persists. .
10 Check the network environment and server.
The UDP connection is closed. If you do not find any problem, contact your service
representative.
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System event log (SEL) display errors

No. Error message

Action

1 . .
Failed to clear session event logs

of BMC.

The network may be busy. Try again. If the error
persists, contact your service representative because
a failure may have occurred in BMC.

Failed to acquire system event
logs.

The network may be busy. Try again. If the error
persists, contact your service representative because
a failure may have occurred in BMC.

Sensor datarecords (SDR) display error

No. Error message

Action

L Failed to acquire sensor data

records.

The network may be busy. Try again. If the error
persists, contact your service representative because a
failure may have occurred in BMC.

Field replaceable (FRU) information display error

No. Error message

Action

1 Failed to acquire field replaceable

units information.

The network may be busy. Try again. If the error
persists, contact your service representative because a
failure may have occurred in BMC.
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BMC configuration errors

No. Error message Action
L Check the network environment and try again.
Failed to make settings: Contact your service representative if the error
persists.
2 . .
Failed to acquire BMC Check the networl§ environment gnd.try again.
h S Contact your service representative if the error
Configuration: .
persists.
3
Used by other software program. . .
Try again after a while. Try again after a while.
4 ) L
Invalid BMC configuration file. The .BMC configuration file may be corrupted. Check
the file.
5 The required XML tag is not The BMC configuration file may be corrupted. Check
found. the file.
6 ) C e
Failed to write the file. The BMC conflgu.ratlon file is not .saved succes§fully.
Change the location to save the file and try again.
/ You can use only alphanumeric characters, minus
Invalid user name sign (), and underscore (_) for a user name. A user
name should be 31 characters or less.
8 The user name is too long A user name should be 31 characters or less.
9 The password is too long. Use 16 or less characters.
10 Passwords are not matched. Enter passwords again.
1 Invalid HTTP port number You can only use numeric values.
12 Invalid SSL port number You can only use numeric values.
13 HTTP/SSL should not be the The same port number cannot be specified for HTTP
same. and SSL. Specify different value.
14 Invalid login attempt period You can only use numeric values.
15 Invalid failed login attempts You can only use numeric values.
16 Invalid account lock period You can only use numeric values.
7 Invalid IP address Use numbers and periods to specify an IP address.
- Invalid subnet mask Use numbers and periods to specify a subnet mask.
19 . .
Invalid default gateway Use numbers and periods to specify a default
gateway.
20 . .
Invalid DNS server IP address Use numbers and periods to specify the IP address of
DNS server.
21 You can use only alphanumeric characters, minus
Invalid host name sign (), and underscore (_) for a host name. A host
name should be 64 characters or less.
22 You can use only alphanumeric characters, minus
Invalid domain name sign (-), underscore (_) and period (.) for a domain
name. A domain name should be 128 characters or
below.
23

The SMTP server address is too
long.

Specify the value within 128 characters.
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No. Error message Action

24 Invalid SMTP port number. You can only use numeric values.

25 Invalid retry count You can only use numeric values.

26 Invalid retry interval You can only use numeric values.

27 "To" is too long. Specify the value within 128 characters.

28 "From" is too long. Specify the value within 128 characters.

29 "Subject" is too long. Specify the value within 256 characters.

30 The message is too long. The message should be up to 1024 characters.

31 Failed to open the file: The specified file may not exist. Check the file name.
82 Failed to close the file: The specified file may be corrupted.

33 Can’t open the file: The specified file may not exist. Check the file name.
34

Timeout has occurred.

Try again. If the error persists, contact your service
representative because a failure have occurred in
BMC.

Firmware update errors

Writing has failed.

No. Error message Action
1 There are uncompleted up(.jate Reboot the server to complete the update.
images on BMC as follows:
2 Failed to acquire status of the The _network may be busy.. Try again. If the error
persists, contact your service representative because
update area. . .
a failure may have occurred in BMC.
3 Update data is too large: Spme update files may be corrupted. Obtain update
files again.
4 The network may be busy. Try again. If the error
Failed to prepare update persists, contact your service representative because
a failure may have occurred in BMC.
5 . .
Invalid file size: The upc_iate file may be corrupted. Obtain the update
file again.
6 Could not find the revision Some update files may be corrupted. Obtain update
information: files again.
7 Try again. If the error persists, contact your service
Failed to create rollback image. representative because a failure may have occurred in
BMC.
8 Try again. If the error persists, contact your service
Failed to erase. representative because a failure may have occurred in
BMC.
9 Unsupported format version: fS.ome update files may be corrupted. Obtain update
iles again.
10 Failed to load the update image Some update files may be corrupted. Obtain update
file. files again.
11 Try again. If the error persists, contact your service
Update has failed. representative because a failure may have occurred in
BMC.
12 Could not switch to the update Try again. If the error perss?s, contact your service _
representative because a failure may have occurred in
mode. BMC
13 Could not find the update targets: Spme update files may be corrupted. Obtain update
files again.
14 Invalid address: Spme update files may be corrupted. Obtain update
files again.
15 Try again. If the error persists, contact your service

representative because a failure may have occurred in
BMC.
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No. Error message Action
16 Unsupported token is detected: Some update files may be corrupted. Obtain update
files again.
17 Invalid segment information: Spme update files may be corrupted. Obtain update
files again.
18 Invalid data length: Spme update files may be corrupted. Obtain update
files again.
19 Failed to open the file: The specified file may not exist. Check the file name.
20 Failed to close the file: The specified file may be corrupted.
21 Invalid file checksum: Spme update files may be corrupted. Obtain update
files again.
22 Failed to parse files. ?ome update files may be corrupted. Obtain update
iles again.
23 Failed to parse files: Spme update files may be corrupted. Obtain update
files again.
24 Failed to load files: Spme update files may be corrupted. Obtain update
files again.
25 Could not find files: E}ome update files may be corrupted. Obtain update
files again.
26 Try again. If the error persists, contact your service
Failed to verify representative because a failure may have occurred in
BMC.
27 Update will be stopped because | Check clients. A software program other than you are
interruption has occurred. using may have interrupted.
28 Online update is now being used. Try again as necessary after online update performed
by other tool is completed.
29 Failed to acquire the current The 'network may be busy.. Try again. If the error
e persists, contact your service representative because
revision. . .
a failure may have occurred in BMC.
30 . o Some update files may be corrupted. Obtain update
Failed to acquire lines: . !
files again.
31 Invalid line length: Spme update files may be corrupted. Obtain update
files again.
32 Unexpected EOF is detected: Spme update files may be corrupted. Obtain update
files again.
33 Unexpected token is detected: E}ome update files may be corrupted. Obtain update
files again.
34 It is not Platform Information (PIA) of this server.

PIA does not suit this server

Obtain update files again.
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Chapter 5

Installing and Using Utilities

This section describes how to use the EXPRESSBUILDER DVD that comes with your server and to install the utilities
stored on the EXPRESSBUILDER. CPU/IO module has a processor function part and 10 function part. In utilities in
this chapter, the processor function part is referred to as CPU module and 10 function part PCI module.
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EXPRESSBUILDER

The EXPRESSBUILDER, integrated setup software, can automatically detect the hardware connected to a Fault
Tolerant Server series machine to advance the processing. The hardware subject to setup with the EXPRESSBUILDER
should have the same configuration as that for operation.

Start Menu

When you insert the EXPRESSBUILDER disk into the optical disk drive and reboot the system, the following menu
appears.

BOOT Selection

0S installation***default***« v, @®
Tool: WU ase i 5 vecme ¥ & W 5 § SO00E § 5 WS 5 § Ve i § ®@

OS installation
If you select this item, the Top menu appears.
See “EXPRESSBUILDER Top Menu” for details.

EXPRESSBUILDER

ER" sz the fallawing) DER helps you s inseall the Opserating syseem.

) Crasse che OEM-Dick far Windaws

© Exic EXPRESSEUILDER

Version 5. X516 KX

You can start up the OS install function, such as “ExpressSetup” from this menu. See User’s Guide (setup) for
details.
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2. Tool menu

If you select this item after choosing the display language, the Tool menu appears.

7 - = 2 ]
These utilities are for maintenance and configuration. B

. = R
stem information Is displayed, managed, and set i " Maintenance Utility”.

d various firmwares are renewed in the TB10S/FW Updating”

—ROM-DOS system can boot from a floppy disk made at “ROM-DOS Startup FD".
— This computer and connected devices can be amined at ~Test and diagnostics”.
— BMC information is displayed and set in “System Management”

{Only when BMC is supported.)

You can use the below functions for maintenance.

- Maintenance Utility
Starts up the Offline Maintenance Utility.

- BIOS/FW Updating
Updates the system BIOS.

- ROM-DOS Startup FD
Creates Startup FD is used for starting the ROM-DOS system.

- Test and Diagnostics
Starts up the system test and diagnostics.

- System Management
Starts up the system management function.
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Autorun Menu

EXPRESSBUILDER

The Master Control Menu automatically appears when the “EXPRESSBUILDER” DVD is loaded on a computer
running Windows (Windows 95 or later or Windows NT 4.0 or later).

TIPS:
Depending on the condition of the system, the menu may not be automatically started. In such a case, execute the file
below on the DVVD from Windows Explorer or by other means:

\MC\1ST.exe

From the Master Control Menu, you can install various software which runs on Windows or view online documents.

TIPS:

Some online documents are provided in the PDF format. Acrobat Reader of Adobe Systems Incorporated is required
for viewing such files. If it is not installed, click [Setup] - [Acrobat Reader] and install Acrobat Reader.

To use the Master Control Menu, click items displayed on the window or use the shortcut menu which is displayed by
right-clicking.

IMPORTANT:

Before ejecting the DVD, close all online documents and terminate tools started from the Master Control Menu and
Menu.
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PARAMETER FILE CREATOR

“Parameter File Creator” is a tool to create [Parameter file] that is used for configuring the server with the Express
Setup (see Chapter 4 of the User’s Guide (setup) for details).

If you use the Parameter file created by the Express Setup and Parameter File Creator to operate the setup, you can
setup from the installation of OS to several utilities automatically except for a few key input to verify the specification.
Also, you can install the system with the same specification as before when re-installing the system. We recommend
you to create [Parameter file] to setup the servers from EXPRESSBUILDER.

When using a floppy disk, a USB floppy disk drive is required.

IMPORTANT:

You cannot create [Parameter file] for Microsoft Windows Server 2003 x64 Editions..

NOTE:

You can install Windows Server 2003 without [Parameter File]. Also, you can modify/newly create [Parameter
File] during the setup with EXPRESSBUILDER.

Parameter File Creator

This section describes about specifying setup information that is necessary for OS installation and creating [Parameter
file].

Follow the procedure below.

NOTE:
Do not remove EXPRESSBUILDER DVD from drive during a parameter file creation.

Start the OS.
Insert the EXPRESSBUILDER DVD into the optical disk drive.

Right-click on the screen or left-click [Setup Windows]. The menu will appear.

X
EXPRESSBUILDER

) Setup-Windows
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4. Click [Parameter File Creator].
[ T =
EXPRESSBUILDER

) Setup Windows- .

Parameter File Creator will appear.

5. [Load Parameters] step is displayed.
Select [Do not load parameters] from the menu, click [Next].

alol x|
EXPRESSBUILDER

T Pasumatas Fila Craatior emmates o pceliflns Tha parammteny o

To comabe 4 parametars {ls, mlsct “Dio mot losd & parsmster”
To load o paramsten file, salect "Load o pasameies”™ Dagat tha path of the parametens fila

I Do mot load pasumetess l
© Load pasmatess | Ll

Warsiom 3. 12501 £
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Select the installing Operating System.
Select [Install the Windows (32bit editions)] from the menu, click [Next].

=101 x|

EXPRESSBUILDER

step [\ [T

Salast the instaling Oparating System

**o 1 “Tnstall " i pelected, 3 & Logieal Drive as flmisTus tha satgy

F Lrutal the Windows{ 320 editssns)

€ nstall cthar Oparating Systam

Vasiom 5. 10.E01 XX

Enter the setting of a logical drive.
[Enter RAID setting] steps are displayed. Retain the default value,
and click [Next].

EXPRESSBUILDER
s e—
step [iimgos ™% ([ 1250 b o [ 50

You do mot Ture to coal ta amy Yogical drives cn this page.
Click "Huxt"

' Thip tha Jogieal drive croat
& o

Vamion 5 ITIILIT

Specify the installing medium and the Windows system partition. [Specify medium/Partition] steps are
displayed. Confirm the parameters, modify if necessary, and then click [Next].

EXPRESSBUILDER

Load Sebect 05 Enter RAID Spreily Dt bk finler
Step — [I...-.."‘"}'" | [
pratec

Spacifiy the Burtalling matium and the Windows sptem purtitian
w4 Bafur to the Uner's pde sbont the Servics Pack ivtallaricn,

1 — - s et SDUILDER installs the € 1o th Lt pastitaon.
Mudsim salectaon
Windonrs fumdlyisdition [irsirees Sorver 0003 Erterprisn Etion, =] [Engien =]
"
Kayhaund Loyoet | Dt ‘I
Tioma 200w + [(GMT-022:00) Pacite Time (US ana Canadal; Thens =

Windows yyviem dere seti
n s foematted and ity data i svased.

@ Spwcifly the sism of the srviem pustition 12 (MT
( 4TUIME . SDPOUME) *1GE=104ME

Vamion 5 TLITLIX
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9.

NOTE:

About partition size

— Specify the partition size larger than the required minimum size for OS installation.
— Do not specify a larger partition size than the capacity of connected hard disk drive.

If you select “Create a new partition” at “Windows system drive settings,” the contents of the hard disk
will be all deleted.

If “Use existing partitions” is selected, EXPRESSBUILDER install the Operating System to the 1st
partition (1st partition is deleted). The data in the other partition is kept if the system has two or more
partitions. (See the figure below.

First Second Third
Partition Partition Partition
Deleted Retained Retained

You can not re-install the system with the existing partition that is upgraded to Dynamic Disk remained.
Do not select “Use existing partitions” at “Windows system drive settings.”

Enter the user information and client license mode.

[Enter basic parameters] steps are displayed. Verify the parameters, modify if necessary, and then click [Next].

=101 )
EXPRESSBUILDER

— 202000000000 O-——
stop [t ™% |2 2o [ |2

demae s o

Vemion 5 TLIXEID

NOTE:
You must enter the computer name and the user name.
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11.

12.

Enter the setting of the network protocol.

[Enter network protocol] steps are displayed. Retain the default value, and click [Next].

=ioi|
EXPRESSBUILDER
step [iigis |9 =B |2 =5 ]x.f_ ),,

1 3, salact “Seusebisd setting” and cick “Hant”

F Stunlod wtting
O

—
Vamicn. 3. XI-IT1 XX

Enter the domain or workgroup name to be used.

[Enter domain account] steps are displayed. Retain the default value, and click [Next].

EXPRESSBUILDER

[ p——
Workgrssp s RHGROF
® ko
——
—
R
——

Varsion 5, XI-IXLIT

Enter the installing components.

[Select Windows components] steps are displayed. Verify the parameters, modify if necessary, and then click

[Next].
B e Y
EXPRESSBUILDER
NN N

Salect the gutatling Windows compemants

-

Hisagurmrt ol Monitermg Took
P Zompla Horwcek Munugumsnt Proboced Detail settings [

—
Vemiom 5 KLITEET
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13.

14.

15.

Select the installing applications.

[Select applications] steps are displayed. Retain the default value, and click [Next].

EXPRESSBUILDER
Step :':'” E'.M:.'... .’ ]]: T F
Tha "NEC ESMPRD Agunt® mut be initalied oo ths
2t tha Somple Watworh Managumast Prasson] (THOLR v it aing the R ESMPRO: Agerd
LAt of igpbeations Sakicted ippbcations
[NEC: ESMPRO Agent

Save the parameters.

[Save parameters] steps are displayed.

EXPRESSBUILDER
_
oo -, |29 |50 (55 [ e 15

atwatk Managument Protocsl (SHMF) setting & sequred bo sstull the NEC ESMPRO Aguat
Iness oo arw wiing & disk deiver whtieh b nel inehuled i EXPRESSBUTILDER, salect “Apply OEM-Dusk fior mai stonage davice™

List of agplicaticns Salucted sppleatio ...
M:owﬂ MNET Framework Version 2.0 Redsiribngable Packs NEC ESMPRO Agert

rrrrrrrrr 2005 5P Fnchstributable Prckage(r86]
mcfkr\ammu shorge device

> |
«« Cinlete

——
Varsiem 5 1201 1X

If you want to save the parameters, set the free formatted floppy disk.
Select [Save parameters], enter the file path of the parameters files into the text box and click [Next].
If not, select [Do not save parameters].

Save to a floppy disk.

0 Saved parameters file.




4-11

The floppy disk containing the parameters file has been created.

! " Clase Parameter File Creator?

Click [Yes] to exit Parameter File Creator.

NOTE:

— If you modify existing information file (parameter file), click “Load Parameters
at [Road Parameters] screen. Refer to help to modify information file.

— If you cancel operation on the way, click il at the upper-right corner of
the screen.




4-12

NEC ESMPRO Agent and Manager
Fault Tolerant Server series system management applications “NEC ESMPRO Manager” and “NEC ESMPRO Agent”
are bundled to accessory “EXPRESSBUILDER DVD.”

This section describes the functions and features provided by NEC ESMPRO Manager and NEC ESMPRO Agent and
the notes on their operations.

These applications are necessary for continuous operation of Fault Tolerant Server series.

Overview

NEC ESMPRO Manager and NEC ESMPRO Agent are the server management software provided for the stable
operation of a server system and effective system operations. They can manage the configuration information and
operating status of server resources to prevent server faults from occurring. If a server fault occurs, they detect the fault
to notify the system Administrator of the occurrence. This enables the system Administrator to take appropriate action
against faults.

m Importance of server management
“Constantly stable operation” and “less management workload” are keywords in server management.

— Stable operation of server
Shutdown of a server immediately leads the customer to lose business opportunities and profits. This
requires servers to always operate in their perfect state. If a fault occurs in a server, it is necessary to
detect the occurrence as soon as possible, make clear the cause, and take appropriate action. The shorter
the time taken from the occurrence of a fault to the recovery from the fault is, the smaller the loss of
profits (and/or costs) is.

— Load reduction of server management
The server management requires many jobs. In particular, if the system becomes large or remote servers
are used, required jobs increase further. The reduction of the load of the server management brings the
decrease in costs (and thus customer's benefit).

m What are NEC ESMPRO Manager and NEC ESMPRO Agent?
NEC ESMPRO Manager and NEC ESMPRO Agent are server management software used to manage and
monitor Fault Tolerant Server series systems on the network. The installation of NEC ESMPRO Manager and
NEC ESMPRO Agent enables the server configuration, performance, and fault information to be acquired,
managed, and monitored in real time and also the occurrence of a fault to be detected immediately by the alert
report function.

m Effects of using NEC ESMPRO Manager and NEC ESMPRO Agent

NEC ESMPRO Manager and NEC ESMPRO Agent have sufficient effects on a variety of needs in versatile
and complicated system environments.

— Detection of server fault
NEC ESMPRO Agent collects a variety of fault information on Fault Tolerant Server series systems to
identify the states of the systems. If a server detects a fault, the server provides NEC ESMPRO Manager
with the proper alert report.

— Prevention of server fault
NEC ESMPRO Agent includes the preventive maintenance function predicting the occurrence of a fault
in advance as countermeasures for preventing faults from occurring. It can previously detect the increase
in the chassis temperature and the empty capacity in a file system.

— Management of server operation status
NEC ESMPRO Agent can acquire the detailed hardware configuration and performance information on
Fault Tolerant Server series systems. The acquired information can be viewed at any point through NEC
ESMPRO Manager.

— Collective management of distributed servers

NEC ESMPRO Manager provides the GUI interface that allows servers distributed on the network to be
managed efficiently.
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Detection of Server Fault

NEC ESMPRO Manager and NEC ESMPRO Agent detect errors causing faults to occur at an early stage and notify
Administrators of fault information real-time.

m Early detection of error
If a fault occurs, NEC ESMPRO Agent detects the fault and reports the occurrence of the fault to NEC
ESMPRO Manager (alert report). NEC ESMPRO Manager displays the received alert in the AlertViewer and
also changes the status colors of the server and server component in which the fault occurs. This allows you to
identify the fault at a glance. Further, checking the content of the fault and the countermeasures, you can take
appropriate action for the fault as soon as possible.

m Types of reported faults
The table below lists the typical faults reported by NEC ESMPRO Agent.

Component Reported information
CPU e CPU load is over the threshold
o CPU degrading, etc.
Memory ECC 1-bit error detection, etc.
Power supply « Voltage lowering
« Power failure, etc.
Temperature Temperature increase in chassis, etc.
Fan Fan failure (decrease in the number of revolutions), etc.
Storage File system usage rate, etc.
LAN o Line fault threshold over
e Send retry or send abort threshold over, etc.

Prevention of Server Fault

NEC ESMPRO Agent includes the preventive maintenance function forecasting the occurrence of a fault as
countermeasures for preventing faults from occurring.

NEC ESMPRO Manager and NEC ESMPRO Agent can set the threshold for the CPU usage rate and the empty capacity
in a file system, etc. in the server. If the value of a source exceeds the threshold, NEC ESMPRO Agent reports the alert
to NEC ESMPRO Manager.

The preventive maintenance function can be set for a variety of monitoring items including the CPU usage rate.
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Management of Server Operation Status
NEC ESMPRO Agent manages and monitors a variety of components installed in the server. You can view the
information managed and monitored by NEC ESMPRO Agent on the DataViewer of NEC ESMPRO Manager.

NEC ESMPRO Agent also manages and monitors components and conditions required to keep the server reliability at a
high level such as hard disks, CPU, fans, power supply, and temperature.

Functional availability on the DataViewer:

Function name Availability |Function outline
Hardware Available |This function shows the hardware's physical information.
Memory bank Available |This function shows the memory's physical information.

Device information |Available [This function shows the device's unique information.

CPU Available |This function shows CPU's physical information.
This function shows CPU's logical information and monitors CPU
utilization.
System Available . ; L . .
¥ This function shows memory's logical information and monitors the
status.

This function shows information about I/O devices (such as Floppy

VO devices Available disk, serial port, parallel port, keyboard, mouse, video).
System environment Available l’ggsr.function monitors tempareture, fan, voltage, power supply and
Tempareture Available [This function monitors tempareture inside of chassis.
Fan Available |This function monitors fan.
Voltage Available |This function monitors voltage inside of chassis.
Power supply Unavailable] This function monitors power supply unit.
Door Unavailabld This fgnction monitors chassis intrusion(open/close of cover/door of
chassis).
Software Available |This function shows information about service, driver and OS.
Network Available [This function shows network (LAN) information and monitors packet.
Expansion device Unavailableg] This function shows information about expansion bus device.
BIOS Available |This function shows BIOS information.

Local polling Available |This function monitors values of MIB that agent takes at random.
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Monitoring (Management) of Fault Tolerant Server series

Fault Tolerant Server series is a fault tolerant system. It can continue the operation even if a major component fails.
Fault Tolerant Server series improves the system availability with the hardware, NEC ESMPRO, and system software
functions.

If a major component fails, the NEC ESMPRO fault report function can notify the system Administrator of the
occurrence of the fault. In addition, the DataViewer of NEC ESMPRO Manager can monitor the system status and also
identify the failed component.

NEC ESMPRO provides several maintenance functions such as the update of F/W and BIOS in the Fault Tolerant
Server series in the online state (in which the system continues the operation but the components used to update F/W or
BIOS is suspended) and the suspension of a specific component.

The table below lists the Fault Tolerant Server series management tasks using NEC ESMPRO and system functions.

Fault Tolerant Server series
management task

NEC ESMPRO function or tool
(on managed Fault Tolerant
Server series)*

NEC ESMPRO function or tool
(on management manager)

Monitoring of major
component states

NEC ESMPRO Manager
DataViewer

Diagnosis and start/stop of
major components and F/W
update

NEC ESMPRO Agent
ft server utility

NEC ESMPRO Manager
DataViewer

Verification of alert or
verification of fault
occurrence event
information

Event Viewer

NEC ESMPRO Manager
AlertViewer

* When the administration manager is also the managed Fault Tolerant Server series (or NEC ESMPRO Manager is
installed on the managed Fault Tolerant Server series), all functions of the administration manager can be used on the
managed Fault Tolerant Server series.
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The report of a fault occurrence in the Fault Tolerant Server series (alert) is immediately sent to the NEC ESMPRO
Manager. When the NEC ESMPRO Manager receives the alert, a popup message appears.

The alert contains the detailed information of the fault and the proper countermeasures. You can take the appropriate
action for the alert.

Alert x|
1 = Alert Lo
\}J) STRATUS_BID_MSG_DEYICE_STATE

I ke
From: FT-SERYER@mgr_GEMINI-R.

General | stmp | Report Status |

é STRATUS_EID_MSG_DEVICE_STATE

From: FT-SERVER@mQr_GEMIMI-R.

— = Address: 192,168.1.145
ke AlertViewer

" " " Received:  Wednesday, April 02, 2008 20:52
File Edt Yiew Toolz Help ! *
Generated: wWednesday, April 02, 2008 20:52

w"|ﬂ|><| @I Ml\ol E” Filter settings: I(Ngne) vl L lm

™ Do not display a further notification message.

Detail:
SUrmmar I C.I R.I Tvpe I Manager I i £ — -
— Alert generation time @ Wednesday, April 02, 2008 20:52 -
=alSTRATUS_BID_MSG_MEMCHECK_COMPLE. . t=AFT Server mgr_GEML... FT- | iins:nny
=ElSTRATUS_BID_M5G_MEMCHECK _STARTING T21FT Server mgr_GEML.,. FT- | |0is now STATE_REMOVED_FROM_SERVICE /
REASON_OK_FOR_BRINGLP LI
=2l3TRATUS_BID_MSG_LOCKSTER T2AFT Server mor_GEML... FT-
CEIon:
=ElSTRATUS_BID_MSG_DEYICE_STATE T21FT Server mar_GEML.. FT- |
Device state changed. ;I
m2lSTRATUS_BID_MSG_DEVICE_STATE T2AFT Server mgr_GEML... FT-
=8lSTRATUS_BID_MS5G_DEVICE_STATE T2AFT Server mgr_GEML... FT- |
=2l3TRATUS_BID_MSG_DEYICE_STATE T2AFT Server mgr_GEMI... FT-
iSystem Configuration Changed T=1%erver Recov... mgr_GEML... FT- Invoke associated application: Invoke...
STRATLIS_EID_MSG_DEVICE_STATE & FT Server mgr_GEMI,.. FT-
iSTRF\TUS_BID_MSG_DEVICE_STF\TE T=1FT Server magr_GEML... FT- Up Down | Help |
iSystem Configuration Changed F=1%erver Recov... mgr_GEML... FT-—crror oo v :
iSystem Configuration Changed T=1Server Recov.., mgr_GEML... FT-SERVER 192,168.1,145 2003-04-02 20:52
12 Itemns, 11 Urread [ Information | [Minor Il (Major 2
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Collective Management of Distributed Servers

The excellent GUI provided by NEC ESMPRO Manager allows servers on a network to be managed collectively. The
management screen is designed in the Explorer format to indicate the components in a server hierarchically for effective
server management.

NEC ESMPRO Manager manages servers by using the following three types of GUlIs.

m Operation Window

The operation window is used to create the map of servers connected to network to manage them. The map
can be multi-layered depending on the installation areas, organizations, and objects.

% Operation Window - [(2sd_Development_Division@comm1)]

Elo Edt Mew Tock Orscns

o Alainle i) 517 s

0 My Conmasiysicomenl|
i Inenat
=l UsA
= Gete
18 Hasd_Dsce
- - et
= Umnagan
=8 |5t Developmant Division
‘-
4 i Factory
# I Brench]
Fancaco
Laka Oy
Fagels
il Fow ek
4 i M

m DataViewer

The DataViewer indicates the server source configuration information in the Explorer format. In addition, it
changes the status color of the failed server component. This enables you to identify the failed portion.

o, FT-SERVER - DataViewer —1ol x|
File Edit Yiew Tools Help

[ B FT-SERVER [ESMPRO] = | 4| ElE Sl

4 ¥ FT-SERVER [ESMPRO]

Hardware
System
W8 1/0 Device
Enclosure
@ Software

Product : Express5800/320Fd-MR

Manufacturer : N

05 : Wwindaws Server 2003 R2, Enterprise #64 Edition
05 Version ; 5.2.3730

Aliss : FT-SERVER

§ g‘fct;vsmrk I;}?ddvess 1921681111
ress
B Local Poling SNMP Yersion - 1

SNMP Community Namelget)  public
SHMP Eommunity Namelsst)

05 Type

B CPU Modus R A dens.
roadcast ress o

PCl Madude ESMPRO MIB " On

-4 5CSTEndosure GMI

1= Mirror Disk, Watch Server Status : On

[-Ji2 Flle System
- FT-SERVER [ft]

Server Status Poling Interval [min) 1
iwiatch D] Event -
Hardware Type -
Manager
Locatian -
ound -
Backaround : RACK.BMP
Deltect Server Down
Server Down Detection Retry Count : 0
Server Down Detection Schedule : (Send Alwaps)
Agent Version . 4.2b

W B s B 3 N =

Hardware System I1/0 Device Enclosure Software Metwork. BIOS

T @

Local Palling — Fils System

Far Help, prass F1 [ mormal [ [warning Il Bbromal
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m AlertViewer

The AlertViewer manages fault reports sent from servers together. A fault occurred in a server is immediately
reported to the AlertViewer.

The Administrator can recognize all faults on the network instantly.

~=lolx|
File Edit Wiew Tools Help
slax| 2| ale| =
Filker settings: I(Nnne) hd Add | Modify | Delete |
Surmnmar | C.| R.| Type | Manager Cormponent | Address I Received ;I
iSTRATUSiBIDi... E=TFT Server mgr_MECS... FT-3ERVER 192.168.1.111 2008-04-03 14:03 ot
iSTRATUS_BID . FIFT Server mar_MECS... FT-SERVER 192.168.1.111 2005-04-03 14:02
iSTRATUS_BID_... E=AFT Server mgr_MECS... FT-SERVER 192.168.1.111 2005-04-03 1402
iSTRATUSiBIDi... E=IFT Server mgr_MECS... FT-SERVER 192.168.1.111 2008-04-03 14:02
iSTRATUS_BID_ . FIFT Server mar_MECS... FT-SERVER 192.168.1.111 2005-04-03 14:02
iSTRATUS_BID_... T=AFT Server mgr_MECS... FT-SERVER 192.168.1.111 2005-04-03 1402
iSTRATUSiBID . E=TFT Server mgr_MECS... FT-SERVER 192.168.1.111 2005-04-03 14:02
iSTRATUS_BID_... F=IFT Server mar_MECS... FT-SERVER 192.168.1.111 20058-04-03 14:02
iSTRATUS_BID_... T=AFT Server mgr_MECS... FT-SERVER 192.168.1.111 2005-04-03 1402
iSTRATUSiBIDi . EIFT Server mgr_MECS... FT-SERVER 192.168.1.111 2005-04-03 1402
iSTRATUS_BID_... E=TFT Server mgr_MECS... FT-3ERVER 192.168.1.111 2008-04-03 14:02
iSTRATUS_BID . FIFT Server mar_MECS... FT-SERVER 192.168.1.111 2005-04-03 14:02
iSTRATUS_BID_... EIFT Server mgr_MECS... FT-SERVER 192.168.1.111 2005-04-03 1402
iSTRATUSiBIDi... t=1FT Server mgr_MECS... FT-3ERVER 192.168.1.111 2008-04-03 14:02

=
500 Items, 500 Unread 0 information | [Minor [l Majer
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NEC ESMPRO Agent

NEC ESMPRO Agent is a utility which acts as an agent (proxy) between Fault Tolerant Server series and NEC
ESMPRO Manager (management PC). For details on the operating environment, the setting required before the setup,
and the installation procedure, see the separate volume “User’s Guide (Setup).”

Device ID in Alert Report

Some Fault Tolerant Server series reports use unique device 1Ds which correspond to the devices listed in the table
below as the device identification information.

Device name Device ID
CPU module 0 0
DIMM CHO/CH1 SLOT 0 on CPU module 0 0/0
DIMM CHO/CH1 SLOT 1 on CPU module 0 0/1
DIMM CHO/CH1 SLOT 2 on CPU module 0 072
DIMM CHO/CH1 SLOT 3 on CPU module 0 0/3
DIMM CHO/CH1 SLOT 4 on CPU module 0 0/4
DIMM CHO/CH1 SLOT 5 on CPU module 0 0/5
CPUO on CPU module 0 0/20
CPU1 on CPU module 0 0/23
CPU module 1 1
DIMM CHO/CH1 SLOT 0 on CPU module 1 1/0
DIMM CHO/CH1 SLOT 1 on CPU module 1 1/1
DIMM CHO/CH1 SLOT 2 on CPU module 1 1/2
DIMM CHO/CH1 SLOT 3 on CPU module 1 1/3
DIMM CHO/CH1 SLOT 4 on CPU module 1 1/4
DIMM CHO/CH1 SLOT 5 on CPU module 1 1/5
CPUO on CPU module 1 1/20
CPU1 on CPU module 1 1/23
PCI module 0 10

PClI slot 1 on PCI module 0 10/6
PCl slot 2 on PCI module 0 10/7
PCI slot 3 on PCI module 0 10/8
PCI module 1 11

PCl slot 1 on PCI module 1 11/6
PCI slot 2 on PCI module 1 11/7
PCI slot 3 on PCI module 1 11/8
SCSI enclosure 0 10/40
SCSi slot 1 on SCSI enclosure 0 10/40/1
SCSi slot 2 on SCSI enclosure 0 10/40/2
SCSi slot 3 on SCSI enclosure 0 10/40/3
SCSI enclosure 1 11/40
SCSl slot 1 on SCSI enclosure 1 11/40/1
SCSi slot 2 on SCSI enclosure 1 11/40/2
SCSI slot 3 on SCSI enclosure 1 11/40/3
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Supplement

Note the followings when using NEC ESMPRO Agent.

Application log registered when system starting

m About the event of “Source: Perflib”
When system is starting, Perflib log may be registered to the application log.

The detailed information about an event log is described on Microsoft Product Support Services. Please check
the contents.

— [INFO] Events for Performance Monitor Extensions
http://support.microsoft.com/default.aspx?scid=kb;en-us;226494

— Application Log Events Generated When You Start Performance Counter Query
http://support.microsoft.com/default.aspx?scid=kb;en-us;296187

— Event ID 2003 Warning Message Logged When Loading Performance Counters
http://support.microsoft.com/default.aspx?scid=kb;en-us;267831

Visit the Microsoft Help and Support on regular basis where you can find other information than the above at
http://support.microsoft.com/default.aspx?LN=en-us.

Maintenance-related Functions

When you want to use maintenance-related functions of the Fault Tolerant Server series, contact your maintenance
personnel.

CPU Information

If you select [CPU Module] — [CPU] in the [ft] tree of the DataViewer, unknown or incorrect information appears in
some information items.

The CPU information can be viewed by selecting [System] — [CPU] in the [ESMPRO] tree.

Status during CPU Module Diagnosis

While diagnosing a stopped CPU module, the CPU is no longer in the duplex mode and the CPU and the memory
cannot be used. However, the status of [CPU] and [DIMM] displayed under [CPU module] in the ft tree on a
DataViewer becomes “Online,” and the status color becomes green.

Change of Installation States of CPU and PCI Modules

If you dynamically change the configuration of the CPU or PCI module in the relevant system during review of the
server information by using the DataViewer, the message prompting you to reconstruct the tree of the DataViewer will
appear. If you click the [Yes] button, the tree is reconstructed in the DataViewer to reflect the change of the system
configuration on the DataViewer. Clicking the [No] button does not cause the tree to be reconstructed in the DataViewer.
If so, the information in the DataViewer may be different from the current system information because the change of the
system configuration is not reflected on the DataViewer.

SCSI Slot Information

When the PCI module is detached and you select [SCSI Slot] — [General], the displayed “Hardware LED” information
may not be correct.

To check the status of SCSI slots, see the string information in the “Status” column.


http://support.microsoft.com/default.aspx?scid=kb;en-us;226494
http://support.microsoft.com/default.aspx?scid=kb;en-us;296187
http://support.microsoft.com/default.aspx?scid=kb;en-us;267831
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Impact When Module Status Changes

PCI modules, SCSI adapters, SCSI buses, and modules under the SCSI enclosure have impact on each other. For
example, when the “Status” item of a module changes to “fault,” it may be caused by another module’s error. Therefore,
you need to check the status of the other modules based on alert information.

Status Color after Mounting a Hard Disk Drive

When creating a new mirror, the status of the hard disk and its upper component, SCSI enclosure, will continue to
change frequently after you mount a hard disk until the mirror is completed. During this process, the status color may
turn to abnormal, but when the mirror is created successfully, it will return normal.

Total Status of the PCI Module

When each module’s status is simplex, the total status of the PCI module displayed on the DataViewer is yellow
(warning) and the status will be reflected to the server status. The ft control software 3.0 or later does not display the
information on Ethernet or SCSI adapter on the tree of the DataViewer. If an error occurs on an Ethernet or SCSI
adapter, view the alert reports.

Hard Disk Drives Mirrored by the Rapid Disk Resync (RDR) Function

The DataViewer’s [Mirror Disk] tree of [ft] shows a pair of hard disk drives constructing mirroring as one mirror.
Therefore the status of a volume (such as span volume and striping volume) over multiple hard disk drives created by
the RDR function may not be displayed correctly. Use the RDR Utility for checking the state of mirrored hard disk
drives created by the RDR function.

The Information on the Hard Disk Drive in the Disk Expansion Unit is not Displayed Correctly.

When the Disk Expansion Unit is mounted, the information on the hard disk drive in the Disk Expansion Unit may not
be displayed on the [SCSI Enclosure] — [SCSI Slot] information on a DataViewer. In such case, reboot the system.

LAN Monitoring Report

The LAN monitoring function defines the line status depending on the number of transmission packets and the number
of packet errors within a certain period. Thus, the LAN monitoring function may report a line fault or high line load
only in a temporary high line impedance state. If a normal state recovery is reported immediately, temporal high line
impedance may have occurred thus there is not any problem.

LAN Monitoring Threshold

Because the Fault Tolerant Server series detects hardware faults on the network in the driver level, NEC ESMPRO
Agent does not monitor line faults. Thus, the value set for “Line fault occurrence rate” of a [LAN] tab of [NEC
ESMPRO Agent properties] in the control panel is not used.

Community Authority
Depending on your OS type or its version, settings for community, SNMP service’s security function, are not made, or
default settings of authority are different.

To enable the remote shutdown and threshold change functions via NEC ESMPRO Manager, make settings of
community and set its authority to “READ CREATE” or “READ WRITE.”
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Hardware Monitoring by ESMPRO
In Fault Tolerant Server/-MR, an alert report is not issued if an error on temperature/fan/power supply/voltage is
detected in CPU module and PCI module.

Moreover, the trees [Temperature], [Fan], [Voltage], and [Power Supply] are not displayed on [System Environment] of
DataViewer of NEC ESMPRO Manager.

System Environment Monitoring

On Fault Tolerant Server/-MR, monitoring of temperature, fan and voltage under [System Environment] of [ESMPRQO]
tree in the DataViewer is set to enable and cannot be changed to disable by default.

Change of SNMP Community
If the security setting of the SNMP Service of a system, where the NEC ESMPRO Agent is installed, is changed from
the default “public” to a community name, change the community settings of the NEC ESMPRO Agent, too.

1. Double-click the [NEC ESMPRO Agent] icon in [Control Panel].

2. Select a desired community name from the [SNMP Community] list box in [SNMP Setting] of the [General]
sheet.

The community names to receive SNMP packets from are listed in the [SNMP Community] list box.

3. Click [OK] to terminate the operation.

Printer Information’s Available Time:

When you add a new printer, install its driver and make its settings, if you do not make settings for the available time
from Add Printer Wizard, the printer’s available time (From and To) in [Printers and Faxes] are [00:00], on the other
hand, Manager’s time are [9:00]. To display them properly, make the settings of printer from [Printers and Faxes]. The
procedures are as follows;

1. Start [Printers and Faxes], and open the printer properties you want to make settings for. (Select the [Printers
and Faxes], right-click and select [Properties].)

Select the [Advanced] tab.

3. Enter values in the available time (From and To), and click [OK] in the [Advanced] and [Properties] dialog
boxes.

Now, you can see the correct information from Manager, too.
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Disk Maintenance while NEC ESMPRO Agent is Running

The following works to disks (hard disk drive or magneto optical) are not allowed while NEC ESMPRO Agent is
running;

To format or delete a partition by Disk Administrator or by other means.

To request programmatically to remove media from removable disks such as MO, Zip and PD.
1. Select the [Start] — [Settings] — [Control Panel]

Open the [Service]

Select a service named “ESMCommonService,” and click the [Stop].

Verify that “ESMCommonService” stopped, and close the [Service].

Do the disk-related works.

L

Open the [Service] again, select “ESMCommonService” and click the [Start].
7. Verify that “ESMCommonService” is active and close the [Service] and [Control Panel].
Connection with Hard Disk Drive
The preventive hard disk drive maintenance function may not work properly when a hard disk drive which was used in

a system where NEC ESMPRO Agent is installed is connected to other systems. Make sure not to connect such hard
disk drives.

Change Settings of File System Monitoring Function

New settings in thresholds of monitoring interval and free space monitoring are not reflected immediately after they are
changed. They are reflected at the next monitoring interval of monitoring service.

CPU Load Ratio of SNMP Service (snmp.exe)

While monitoring the server from NEC ESMPRO Manager, the CPU load ratio of SNMP Service on the NEC
ESMPRO Agent side may increase at every monitoring interval (default: 1 minute).

NEC ESMPRO Manager and NEC ESMPRO Agent exchange information through SNMP Service. If the server status
monitoring by NEC ESMPRO Manager is on (default: ON), NEC ESMPRO Manager regularly issues a request to NEC
ESMPRO Agent to get the current status of the server. In response, NEC ESMPRO Agent checks the status of the server.
As a result, the CPU load ratio of SNMP Service increases temporarily.

If you have trouble of terminating a movie player application, turn off the server status monitoring by NEC ESMPRO
Manager or extend the monitoring interval.

Hang of SNMP Service
SNMP Service has a module called “SNMP Extended Agent.” This module may be registered when you install some
software that uses SNMP Service.

If you start SNMP Service, SNMP Extended Agent is also loaded at the initialization. However, if the initialization is
not completed within a specified period, SNMP Service will hang.

It may take time to complete the initialization due to temporary high load on the system. In this case, wait for the
system load become low enough before restarting SNMP Service.
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Pop-up message of esmcmn.exe is displayed when starting the system:

The following pop-up message may be displayed when you restart the system which NEC ESMPRO Agent is installed
to and removal drives such as MO and DVD-RAM are mounted on, without closing Windows Explorer, after displaying
the contents of media and removing the media by the software eject (by right-clicking the DVD drive on Windows
Explorer and selecting [Eject]) The message (the drive name) displayed varies depending on the systems.

If the pop-up message “There is no disk in the drive. Please insert a disk into drive A:.” is displayed, click [Cancel] or
[Continue] to close the dialog box. If you do not close the dialog box, you cannot start the Workstation service and
related services, causing unstable operation of the system. Also, if you restart the system, execute it after terminating the
program such as Windows Explorer which displays a media.

Example
x|

@ There is no disk in the drive, Please insert a disk into drive A:.

{Cancel T Iry Again I Continue |

CPU Information

In [CPU Information] of DataViewer’s system tree, the external clock is listed as “Unknown.”

When [ft] Tree Appears on Date Viewer in an Incorrect Manner

If you open a DataViewer immediately after the system starts up, the tree or the state of a DataViewer may not be
displayed correctly due to high load of the system. In about 20 minutes after the system startup, when a pop-up message
(below) which prompts you to reconstruct a DataViewer appears, click [OK]. The DataViewer will be reconstructed and
the tree and the status will be displayed correctly.

DataViewer

The system configuration of the host may have been changed. Do you wish to reconstruct the tree?

Floppy Disk Drive Name

After unplugging and plugging the PCI module of the primary side, the floppy disk drive name of [I/O Device] on
DataViewer may be different from the name that is recognized by the OS.

(Example: drive name on DataViewer: “A”
drive name recognized by the OS: “B”)

Check the floppy disk drive name on Explorer.

Floppy Disk Drive Information

If you add or delete floppy disk drive connected with USB while the system is running, the drive information under the
[I/O Device] in the DataViewer will be updated at the next system startup.

Information of the keyboard/mouse connected with USB

When the keyboard or mouse is connected with USB, the keyboard or mouse information under the [I/O Device] in the
DataViewer is listed as “Unknown.”
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Ethernet Adapters You Do Not Use

If an Ethernet adapter is not used (not connected to cable), set it to “Disable” in [Network Connections] from Control
Panel. If an Ethernet adapter you are about to disable has dual LAN settings (AFT function), remove the dual LAN
settings before disable it.

DataViewer display when only one of the PCI modules (IO modules) is operating
When only one of the PCI modules (10 modules) is operating (non-dual configuration), the SCSI enclosure or mirror
disk status cannot be displayed normally.

To check if the dual configuration is changed to the simplex operation mode, check the event log, AlertViewer log, or
the status color of PCI module of DataViewer.

Display of Ethernet Board of ftServer Utility
FtServer Utility displays the information of Network Controller.

Fault Tolerant Server/-MR has four in-built Network Ports. Two trees of the Ethernet Board are displayed since a
module has two Network Controllers.
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NEC ESMPRO Manager

To monitor and manage a computer, on which NEC ESMPRO Agent is installed, with a management PC online, use
NEC ESMPRO Manager that is bundled with the product.

For detailed procedures of installation and setting, see online documents or NEC ESMPRO Online Help.

TIPS:

m  Online documents provide cautions and information for using NEC ESMPRO Manager. See NEC ESMPRO
Manager User’s Guide in the EXPRESSBUILDER DVD.

m  The sample screen shown in this subsection may differ from that of your server software; however, it offers the
same function.

Monitoring by Use of DataViewer

To monitor the state of the Fault Tolerant Server series on a management computer with installation of NEC ESMPRO
Manager, the DataViewer is used. If you click each of the modules and items to be checked sequentially on the tree
view in the Windows Explorer format, the DataViewer indicates their states on the right side of the screen.

You can manage the status on a Web browser using Web component functions of NEC ESMPRO Manager. For details,
see Help on Web Component.

This section describes the tree structure and displayed screens in the DataViewer.

To make the DataViewer indicate the state of each module and those of the components on it, select the server to be
monitored from NEC ESMPRO Manager to start the DataViewer (in the following description, the start procedure of
the DataViewer is omitted).

Monitoring CPU Module

To monitor the CPU modules and the components on the CPU module, see the [CPU Module] tree. To see the
information on the [CPU Module] tree, select the target CPU module from [CPU Module] in the [ft] tree.

You can see the following information on the modules and the components on the CPU modules in the [CPU Module]
tree.

m General
Allows the configuration and other information on the CPU modules to be viewed.
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m Maintenance

Allows the start/stop, MTBF information clear, dump acquisition, and diagnosis of the CPU modules to be

provided. See “Maintenance of Fault Tolerant Server series” described later for the start/stop and MTBF

information clear of the CPU modules.

m Update

ol FT-SERVER - Dataviewer
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Allows the device identification information of the CPU modules to be viewed and BIOS of the CPU modules
to be updated. See “Maintenance of Fault Tolerant Server series” described later for the update of BIOS of the

CPU modules. The detailed device identification information can be checked by selecting [ESMPRO]

tree—~[Hardware] tree—[Field Replaceable Unit] tree.
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m CPU

Allows the information of the CPU on the CPU modules to be viewed.

s DIMM
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Allows the information of DIMM on the CPU modules to be viewed.
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Monitoring PCI Module

m General

To monitor the PCI modules and the components on the PCI modules, refer to the [PCI Module] tree. To see the
information on the [PCI Module] tree, select the target PCI module from [PCI Module] in the [ft] tree.

You can see the following information on the PCI modules and the components on the PCI modules of the [PCI
Module] tree.

(This section describes the general information screens of the PCI modules. The components on the PCI modules are
described later.)

Allows the configuration and other information of the PCI modules to be viewed.

m Maintenance
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Allows the start/stop, MTBF information clear, and diagnosis of the PCI modules to be provided. See
“Maintenance of Fault Tolerant Server series” described later for the start/stop and MTBF information clear of

the CPU modules.
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m Update

Allows the device identification information of the PCI modules to be viewed. The detailed device

identification information can be checked by selecting [ESMPRO] tree—[Hardware] tree—[Field
Replaceable Unit] tree.
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Monitoring PCI Slots and Devices on PCI Module

To monitor the PCI slots and devices on the PCI modules, see the [PCI slot] tree. To see the information on the [PCI
slot] tree, select [PCI Module]—[PCI module (containing PCI slot to be seen)]—[PCI slot] of the [ft] tree.

You can see the following information on the PCI slot and the devices on the PCI slot in the [PCI slot] tree.

m General
Allows the PCI slot configuration information to be viewed.

okl FT-SERVER - DistaViewer 2100x
D [ Yew Tock beb
[vrovone =] 6] alo] Gl3) Si&l[° i [= =0
= B F1- SRV (LT FRG)
# [ rercvse
% srsien =
il oD =
% Il tncours Dtober 10
B Softrars [
7 g Hietror Powir: Unknsen
wos o
1 Local Pating Dervie [0 rbrveen
1 ree systen P,
ul’-{f:j[%l 1 Ooss Code:  Unbnonm
= W oMo Sub Class Code: Unknown
=PI ModhdeT0i0) [Enens: T et
E cwerd
¥ Updse

¥ Mantenance
-1 P Skl LMY
o]

S Harbenarce

For Mg, press 1 B ema [ [werring I Bbromal




4-31

m Maintenance
Allows a device on the PCI slot to be started. This function is not supported in the current version.
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m PCI Device — General
Allows the information of devices on the PCI slot to be viewed.
This function is not supported in the current version.

m PCI Device — Detail

Allows the detailed information of a device on the PCI slot to be viewed.
This function is not supported in the current version.

m PCI Bridge — General
Allows the information of bridges on the PCI bus to be viewed.
This function is not supported in the current version.

m PCI Bridge — Bus
Allows the bus information of a bridge on the PCI bus to be viewed.
This function is not supported in the current version.

m PCI Bridge - Detail

Allows the detailed information of a bridge on the PCI bus to be viewed.
This function is not supported in the current version.
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Monitoring SCSI adapter on PCI module

To monitor the SCSI adapters on the PCI modules, see the [SCSI adapter] tree. To see the information on the [SCSI
adapter] tree, select [PCI Module]—[PCI module (connected to SCSI adapter to be seen)]—[SCSI adapter] of the [ft]
tree.

You can see the following information on the SCSI adapters in the [SCSI adapter] tree. This function is not supported in
the current version.

m General
Allows the SCSI configuration information to be viewed. This function is not supported in the current version.

m Maintenance
Allows the MTBF information of SCSI adapters to be viewed and cleared. This function is not supported in
the current version.

m Update
Allows the firmware of SCSI adapters to be updated. This function is not supported in the current version.

m SCSI bus
Allows the information on the SCSI bus connected to SCSI adapters and devices to be viewed. This function
is not supported in the current version.

Monitoring Ethernet adapter on PCI module

To monitor the Ethernet adapters on the PCI modules, see the [Ethernet adapter] tree. To see the information on the
[Ethernet adapter] tree, select [PCI Module]—[PCI module (connected to the Ethernet adapter to be seen)]—[Ethernet
adapter] of the [ft] tree. You can see the following information on the Ethernet adapters in the [Ethernet adapter] tree.

IMPORTANT:

Disable the unused Ethernet adapter (that is not connected to cables) by using [Network Connection] in Control Panel.
However, if the Ethernet adapter to be disabled is set to dual LAN configuration (AFT feature), disable it after removing
dual LAN configuration. If it is not disabled and the cable is not connected to it, ESMPRO/ServerAgent determines that
the port is faulty (does not have any media), and the status color of [ft] - [PCI module] - [Ethernet Board] of the
DataViewer turns red (abnormal). The server status color of the integrated viewer also turns red (abnormal).

m General
This function is not supported in the current version.

m Detail
This function is not supported in the current version.

m Maintenance
This function is not supported in the current version.
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Monitoring SCSI Enclosure

To monitor the SCSI enclosure, see the [SCSI enclosure] tree. To see the information on the [SCSI enclosure] tree,
select [SCSI enclosure] of the [ft] tree.

You can see the following information of the SCSI enclosure from the [SCSI enclosure] tree.
m General

Allows the configuration and other information of the SCSI enclosure to be viewed.

IMPORTANT: You need to be aware that PCl modules, SCSI adapters, SCSI buses, and modules

under the SCSI enclosure have impact on each other. For details, see “Impact When Module Status
Changes” described above.
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m Maintenance
Allows the MTBF information of the SCSI enclosure to be viewed or cleared.
This function is not supported in the current version.
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m Update
Allows the firmware of the SCSI enclosure to be updated.

However, this function is not supported in the current version.
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m Electronics — General
This function is not supported in the current version.
m Electronics — Maintenance
This function is not supported in the current version.
m SCSI Slot — General
Allows the configuration and other information of the SCSI slot to be viewed.

IMPORTANT: You need to be aware of the status of hard disk during the mirror creation. For details,
see “Status Color Changes after Hard Disk Drive is Mounted” described earlier in this chapter.
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m SCSI Slot — Maintenance

Allows the MTBF information of the SCSI slot to be viewed or cleared.
This function is not supported in the current version.
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Monitoring Mirror Disk

To monitor the mirror disk components, see the [Mirror Disk] tree. To view information on [Mirror Disk] tree, select
[Mirror Disk] under [ft] tree.

You can see the redundancy status of the mirrors and the device IDs of the SCSI slots into which these hard disk
components are connected.
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[Mirror Disk]

Monitoring Hard Disk Drive (HDD)

To monitor the hard disks and detect disk failures at an early stage, use the NEC ESMPRO Manager and Agent. You can
see configurations and information of hard disk in the DataViewer.
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Monitoring HDD Operations

This section describes how to maintain hard disk drives.
1. \Verification of HDD failure

If NEC ESMPRO Agent detects some problem with a HDD, it will report an alert of the problem to NEC
ESMPRO Manager. Please check the AlertViewer in the manager regularly.

Ex. If a HDD in SCSI Slot (10/40/1) is broken, agent reports the following alert.

| Device 10/40/1 is now BROKEN. |

And manager displays the problem information of the hard disk in the [SCSI enclosure] — [SCSI Slot] —
[General] of the DataViewer.
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[SCSI Slot] — [General]
2. Verification of mirror status

To check the redundancy status of the failed mirror disk, open [Mirror Disk] screen under [ft]. On this screen,
you can check the redundancy status of the mirror and the status of the mirrored hard disks.
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IMPORTANT: The mirroring redundancy status will change depending on the status of the two hard
disks that make up a mirror as follows:

Status of Status of Status of
hard disk drive 1 | hard disk drive 2 | mirror volume
Duplex Duplex Normal
Simplex -
Others Warning
Simplex Duplex -
Simplex Normal
Others Warning
Others Duplex Warning
Simplex Warning
Others -

“~": No status is shown.

TIPS: Unless the hard disks make up a mirror, the Mirror Disk screen does not show any

information.
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IMPORTANT: The Mirror Disk screen shows a pair of hard disks constructing mirroring as a mirror.
Note that when multiple volumes are created in these hard disks, the information on the volumes will

not be displayed.
If multiple volumes are created within a single disk:

Boot
volume

10/40/1 10/40/2 10/40/3

ay 7\ N\
MirrorLI r MirrorLI ’) Mirrorl‘ r

Volume A |
Boot AR
volume |||| Volume B |||
11/40/1 11/40/2 11/40/3

N

e, et P ey P

The screen shows information on a pair of hard disks that make up a mirror.
It does not show information based on volumes (ex. Volume A, Volume B).
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Recovery from a hard disk failure

If a hard disk breaks, the broken disk must be replaced immediately. This section describes alert reports and
status shown by the DataViewer while disks are replaced to restore mirroring.

(1) Detecting problem of a hard disk
See [1. Verify of hard disk failure] above.
(2) Removing the hard disk

Disconnect the hard disk with the problem. At this time, NEC ESMPRO Agent reports the following alert
to manager. And icons related to the hard disk with problem change the state of warning in the
DataViewer.

Since the hard disk has been removed, the status of the SCSI slot will be “EMPTY.”

Details [ <]

General | SNMP | Report Status |

é STRATUS_MSG_STATE_EMPTY

Fram: Sonic Emar_Sonic

Address: 1920075

Received:  “Wednesday, May 29, 2002 02:04 PM
Generated: “Wednesday, May 29, 2002 02:04 PM

your time -

[Alett genziation fime : Wednesday, Map 29, 20020304
Phi (+03:00)
Devics 10/40/1 is now EMPTY

)

wchion:

|
C|
[]

Invoka associated applicatio: | Invoke,
| U | pewn | Hep |

TIPS: You can identify the new hard disk by DevicePathID (ex. 10/40/1).

When one hard disk with problem was disconnected, SCSI slot changes the status to “Warning.”

i)

[SCSI Slot] — [General]

IMPORTANT: The status color of the SCSI slot differs depending on the connection of mirrored hard
disks:

m If one of the mirrored disks was removed: Warning

m [f both of the mirrored disks were removed: Gray
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Also, at this time, the redundant status of mirrored disks is changed to “Warning.”

o
Fie Edt Yew ook bHep
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[Mirror Disk]

(3) Connect a new hard disk

Next, connect a new hard disk to the same SCSI Slot. At this time, NEC ESMPRO Agent reports the
following alert to manager. And icons related to the hard disk are changed to the state of normal in the
DataViewer.

When the hard disk is connected, SCSI Slot changes the status to “ONLINE.”

General | SNMP | Report Status |

!E STRATUS_MSG_STATE_OMLINE

From: Sonic @mar_Sanic

Address: 1320075

Received: “Wednesday, May 23, 2002 03:04 P
Generated: “Wednesday, May 29, 2002 03:04 P

L b, x

PH (+05:00]

Deglal
[Alet generation tne - Wednesday, May 29, 2002 03:04 =]
Device 10/40/1 is now OMLINE

Action;

\_I;I'_I;

Invoke assaciated application.  Iwoke:

T fow | Up | pown | Hep |

[Alert report]

TIPS: You can identify the new hard disk by DevicePathID (ex. 10/40/1).
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When the hard disk is connected, SCSI Slot changes the status to “Normal.”
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Also, at this time, the state of the mirrored disks changes to “Normal.”
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Maintenance of Fault Tolerant Server series

Fault Tolerant Server series maintenance can be done in two ways; one is to use NEC ESMPRO Manager for remote
maintenance and the other is to use the NEC ESMPRO Agent ft server utility on the Fault Tolerant Server series for
local maintenance.

TIPS: To start the NEC ESMPRO Agent ft server utility installed in the Fault Tolerant Server series, select the
items as follows:

Start Menu—[Programs]—[NEC ESMPRO Agent]—[ft server utility]

The maintenance functions that can be executed from NEC ESMPRO include three types, those common to all
components, those specific to particular components, and general system settings.

The maintenance functions common to all components are operated in the same way basically (the operation procedure
and typical examples of screen images are described below).

The table below lists the availability of maintenance functions common to all components.

Diag-
Component Start Stop ’\éllzz'r: nos?s up'):é\{avte
R L R L R L R L R L
CPU module VI NN NN [N NN A
PCI module N N NN AN AN N -] =
PCI slot - - - - - - - | =] = -
Ethernet adapter - -1 -1- v N = =] = =

SCSI adapter — - - - - - - | -] - =
SCSI enclosure - — - - - - - N —
SCSiI electronics - - - - - - - _ | = _
SCSI slot - — - - - - - — | = —

Remote. Executable from remote management PC by using NEC ESMPRO Manager
Local. Executable on local server by using ft server utility

Supported

Not supported

L=2rD

Note: The MTBF clear of SCSI adapter and Ethernet cannot be performed to built-in devices.
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The table below shows the component-specific maintenance functions executable from NEC ESMPRO.

Dump harvest Dump harvest dl_mng Board switch
Component system operation
R L R L R L
CPU module - \ \ \ \ \/
R: Remote. Executable from remote management PC by using NEC ESMPRO Manager
L: Local. Executable on local server by using ft server utility
v: Supported
—: Not supported
Bus reset Change of primary SCSI bus
Component R 0 A 3
SCSI bus - V - -

R: Remote. Executable from remote management PC by using NEC ESMPRO Manager
L: Local. Executable on local server by using ft server utility

\: Supported

—: Not supported

The table below shows the support of the whole system setup functions.

Component Quick dump Auto firmware update Auto module start
P R L R L R L
Whole system - \ - N — N

Remote. Executable from remote management PC by using NEC ESMPRO Manager
Local. Executable on local server by using ft server utility

Supported

Not supported

L =T

The table below shows the support of the preventive disk maintenance (S.M.A.R.T.) setup function.

Preventive disk maintenance (S.M.A.R.T.) setup
R L
SCSI disk - -

Component

Remote. Executable from remote management PC by using NEC ESMPRO Manager
Local. Executable on local server by using ft server utility

Supported

Not supported

L =2=rx



4-44

Start and Stop of Components

To start or stop a component with NEC ESMPRO Manager, use the [Maintenance] tree of the component in the [ft] tree
of the DataViewer. Open the tree of the component to be started or stopped and select the [Maintenance] tree.

To start or stop a component with the ft server utility, use the utility screen of the component.

The table below shows the common cases in which a component is to be started or stopped.

Compo- Start Stop
nent Remote Local Remote Local
CPU When the cause of When the cause of | When system is When system is
Module down is reviewed down is reviewed stopped forcibly stopped forcibly
and the system is and the system is due to replacement |due to replacement
restarted in module  |restarted in module | or malfunction of or malfunction of
down state. down state. module. module.
Executable in any of |Executable in the Executable in the Executable in the
the following module | following module following module following module
states (this can be state: state (this can be state:
viewed on manager |e When the status | viewed on manager |« Only the green
screen): LED 1 is amber screen): LED is on and in
¢ Removed and the status LED |« Duplex redundant
« Broken 2 is off configuration
e Shot Only the status LED state
« Firmware Update | illuminates amber The both green
Complete when the module is LEDs are on when
« Diagnostics in one of the the module is in the
Passed following states: following state:
« Removed
e Broken * Duplex
e Shot
¢ Firmware Update
Complete
¢ Diagnostics
Passed
PCI Module | Same as above Same as above Same as above Same as above
SCSI Slot - - - -

Remote: Executable from remote management PC by using NEC ESMPRO Manager
Local: Executable on local server by using ft server utility
—: Not supported

IMPORTANT: PCI modules, SCSI adapters, SCSI buses, and modules under the SCSI enclosure have impact on
each other. You need to be aware of this, for example, when you replace a PCl module. For details, see “Impact
When Module Status Changes” described earlier in this chapter.
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Procedure in NEC ESMPRO Manager

Start

Select the target component in the [ft] tree.

Check the current state with the “Status” display on the target component screen.

Click the [Bring Up] button in the [Maintenance] screen for the target component.

A certain time is required for the start.

The start result can be verified by “State” on the target component screen. The result of the start operation is
reported by the Fault Tolerant Server series as an alert.

o, FT-SERVER - DataViewer

Eile Edt Yiew Tools Help

=101

| @ PCI Module

=Bl FT-SERVER [ESMPRO]
¢ Hardware

13 Software
B8 netwark
B BlOS
A Local Polling

21 B FT-SERVER [Ft]
8 crumadule
=18 PCI Module
. -8 Pa1 Moduls(10: 10}

PCI Slat{I0:10/7)
PCI Slot{ID:10/8)
B8 PCI Module(I: 1)
{8 scslEndosurs

L= Mirror Disk

For Help, press F1

o c=T N e e P e o

# Maintenance

[~ Bring Up/Bring Dawn
Press the [Bring Up] buttan to bring the PCT Bring Up
Module up, press the [Bring Down] hutton
to bring the PCI Module down. Bring Dgwn
[~ MTEF Information
Type: Use Threshold
Threshold: 600 Sec
Current:
Faults: o
Time of last Faulk: -
Press the [Clear MTEF] button ko Clear MTEF Clear
the MTEBF infarmation, —
i~ Diagnostics Infarmation
Time: of last run: -
Result:
Message I Test Mumber
Press the [Diagnostics] buttan ko Diagostics
diagnose the PCI Module, -

’_ Marmal l_ ‘Warning - Abnormal 7

Stop

Perform the procedure below before replacing a component.

1. Select the target component in the [ft] tree.

2. Check the current state with the “State” display on the target component screen.

3. Click the [Bring Down] button in the [Maintenance] screen for the target component.

A certain time is required for the stop.

The stop result can be verified by “State” on the target component screen. The result of the stop operation is
reported by the Fault Tolerant Server series as an alert.
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Sample screen of NEC ESMPRO Manager 1

& FT-SERYER - Dal a¥oewer =10 x|
(B Lk Wew ook e

# CPU Module: 22 I o R e = e et
=] nnvn'm [FsmPRe]
' ]

fHl Hardvare
By Upftiing Covan

Press Lhe [Brin Lt b L -
N o R
Button to bring the CPU Module down. Erireg D

Press the [Dusmp] utton o hold Bump. R

~HITBF Il orsmalion

Type! Use Threshokd

Theesbwold: 1200 Sec

Curent:

Fanis: o

Tirves of last: Fault: -

Prezs the [MIDF Chiar] button to dear MTEF o

e MTEF indermation.

Mirror Disk Disgnestics Information

Tirres of lest run: 2008/04/03 14: 17:41 {+09:00)
et

Message Test Hunber

Press the [Disgnostics] buklion o
g the CFU Mockda, Ll

For Hep, press F1 B el | fwamien Il ool

[Maintenance] screen of PCI module
[CPU Module] — [CPU Module] - [Maintenance]

Sample screen of NEC ESMPRO Manager 2

K, FT-SERVER - DataViewer =il

EXETE

[8 PE Mudule = T O g Y =]

=1 I FT-SERVER [ESMPR]
il Harchware

B 2

~fring LipfRring Dewn
Priess the [Fring U] button b being the PCT Lrng Lo
Module Lp, thy /
3 bing Hha PCT Mockae down, Frrg Dgem

1= P Modie Theeshold: £00 Sec
Curert: -

Faulls: o

Time of Lyt Fawit:

Press the [Chear HTBF] button bo Clear o
= MTEF infoemation. LLs

Press the [Disgnostics] buklion o
dhognoce the PC1 Mockde, Docrestics

For Help, press F1 B el | fwamien Il ool

[Maintenance] screen of PCI module
[PCI Module] - [Maintenance]
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Procedure in the ft server utility

Start

Stop

P wbn e

Select the target component by using the ft server utility.
Check the current state of the target component with the LEDs.
Click the [Up] button of the target component.

A certain time is required for the start.

The start result can be verified by the LEDs on the target component. The result of the start operation is
registered in the event log.

Stop before replacing components.

Select the target component by using the ft server utility.
Check the current state of the target component with the LEDs.
Click the [Down] button of the target component.

A certain time is required for the start.

The start result can be verified by the LEDs on the target component. The result of the start operation is
registered in the event log.

Sample screen of ft server utility

, CPU Module(1D:0) - ft serves utility
Fle View Widow Help

2

= a8 FlSemver =
8 General

MTBF =
-~ MITEF Clear

‘ MTEF information is cleared, Glear ‘
8| POl Module MITEF Type
& & SCSI Enclosue T o
w8 BMC L8
" Never Restart
" niways Restart
. Down
©PU modue is brought up or davwn. )
Down
~ Diagnostics
Start diagnostics of CPL modue. Disgriostics. .
Start firmware update, Ermware..,
Wersion: Phoenix TrustedCore(tm) Server

Addkionallnformation:  BIOS Version 2.2i56

~ Jumnp Swatch -
The primary module i switched.

Dump
& Save memary dump of the stopped madle,
" Harvest memory dump of the current system without stopping it,

Status Duples:

Ready

S
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Check and Clear of MTBF Information

The MTBF information of a component can be viewed or cleared (initialized).

Fault Tolerant Server series manages the MTBF (mean time between failure) of each component. If a fault occurs in a
component, the Fault Tolerant Server series calculates the MTBF of the component again. If the calculated value is
lower than the pre-defined threshold, the Fault Tolerant Server series disables the component to be used.

Contact your maintenance personnel if such a symptom as above occurs.

IMPORTANT: A disabled component with the MTBF lower than the threshold can be forcibly enabled by
clearing the MTBF. However, contact your maintenance personnel for the forced use of such a component.

To clear the MTBF information of a component with NEC ESMPRO Manager, use the [Maintenance] tree of the
component of the [ft] tree of the DataViewer. Open the tree of the component whose MTBF information is to be cleared
and select the [Maintenance] tree.

To clear the MTBF information of a component with the ft server utility, use the utility screen of the component. The
table below shows the potential cases in which the MTBF information of a component is to be cleared. Contact your
maintenance personnel for clearing MTBF information.

Component MTBF clear
Remote Local

CPU Module | To start the module forcibly after To start the module forcibly after replacing
replacing a module or if MTBF became | a module or if MTBF became lower than
lower than the threshold due to the threshold due to malfunction and
malfunction and disabled the module. disabled the module.
Executable in the following module Executable in the following module state:
state (this can be viewed on manager « The amber LED is on.
screen): e The event indicating that MTBF is lower
 Broken than the threshold is registered in the

MTBEF is lower than the threshold. event log.

PCI Module Same as above Same as above

Ethernet To start the module/component forcibly | To start the module/component forcibly

Adapter after replacing a module or if MTBF after replacing a module or if MTBF
became lower than the threshold due became lower than the threshold due to
to malfunction and disabled the malfunction and disabled the
module/component. module/component.
Executable in the following module Executable in the following module state
state (this can be viewed on manager | (this can be viewed on manager screen):
screen): e The amber LED is on.
Broken e The event indicating that MTBF is lower
MTBEF is lower than the threshold. than the threshold is registered in the

event log.
SCSI Adapter — -

IMPORTANT: You can also clear MTBF information for the PCI module, Ethernet Adapter and SCSI Adapter by
unplugging and plugging the live wire of the PCI module.

Component MTBF clear
Remote Local

SCSI - -
Enclosure

SCsi - -
Electronics

SCSI Slot — —

Remote: Executable from remote management PC by using NEC ESMPRO Manager
Local: Executable on local server by using ft server utility
—: Not support
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Procedure in NEC ESMPRO Manager

Perform the procedure below before replacement of a component.
1. Select the target component in the [ft] tree.
2. Check the current state with the “State” display on the target component screen.
3. Click the [MTBF Clear] button in the [Maintenance] screen for the target component.

The MTBF clearing result can be verified by “State” on the target component screen. The result of the MTBF
clearing operation is reported by the Fault Tolerant Server series as an alert.

4. Start the component.

Sample screen of NEC ESMPRO Manager

o [T-SERVER - DataVicwer =101 =]
e [t Wew Tocls Helo
[ Pervodue = ol o] Bl Sl [ i = mir|
[ W0 Freerven (esmenal
0 [ Marduers :
o [ Svaem 43
i WE 10 Device W
o) [ Endosure i
5 T Software w0
o1 B Wetwosk: Press the [Bring Up] button to being the PCT g 4|
e U5 e e P o e Been
# Local Poling — : LET
+ [ Fie System )
Bl FrsERvER (1] MTOF Information
% [l CPUMode Tvoe: Use Threshold
W o mode Thresheokd; 600 Sec
[ 1 Mocute( 1D 10} Curreni: -
& conesal Faults; ]
(== ) ——
g Press the [Clesr MTEF] button to Clear
seam ST
¥ 2 PCISkok(ID:10/7) :
§) S PCLSke(ID: 10/ Dingrastics information
% [l PO Podule(Im:1 1) Tirte of last . =
w1 & 5C51 Erclosure Rasut:
1= maror ik [ [ Tet Pusmbor
Press the [Dlagnastics] button to _Immg
diagnose the PC Mok, =)
Fo Hisy, pross Y I ormal | eering [ abormal

[Maintenance] screen of SCSI enclosure
[PCI module] — [Maintenance]
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Procedure in the ft server utility

Perform the procedure below before replacement of a component.
1. Select the target component by using the ft server utility.
2. Check the current state of the target component with the LEDs and event log.

3. Click the [Clear] button in [MTBF Clear] of the target component.

The MTBF clearing result can be verified by the LEDs on the target component. The result of the MTBF
clearing operation is registered in the event log.

4. Start the component.
Sample screen of ft server utility

& PLI Module{10:10) - It server ulilily = gl

MTEF Clear ot

W DiskF shure Prechcbon MTEF ixftrmation it cleined Clear
B e
= 8 P modde
= Bierg Upiling Do, |
41 | A1 Module(Ton1 1) o L tnp i o
Sarver harmght up a1 s
M P Mndude{I0:13) Dw
8 SC5LErusure
Digrortics Infiemation

Tt dugrogbics of PCT modale

Statw Cuplex

[PCI Module]
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Diagnostics
The Fault Tolerant Server series provides the self-check diagnosis function for some components. If a fault occurs in a
component, the Fault Tolerant Server series can diagnose the component to detect the fault.

To diagnose a component with the NEC ESMPRO Manager, use the [Maintenance] tree of the component in the
DataViewer. Open the tree of the component to be diagnosed and select the [Maintenance] tree.

To diagnose of a component with the ft server utility, use the utility screen of the component.

The table below shows the potential cases in which a component is to be diagnosed.

Diagnosis
Component Remote Local
CPU Module When a phenomenon causing the When a phenomenon causing the
module to be down occurs or a module to be down occurs or a
phenomenon supposed to be a phenomenon supposed to be a
malfunction occurs. malfunction occurs.
Executable in any of the following Executable in any of the following
module states (this can be viewed on | module states:
manager screen): ¢ When the status LED 1 is red and
e Removed the status LED 2 is off
o Broken Only the status LED 1 illuminates
« Shot amber when the module is in one the
« Firmware Update Complete following states:
To diagnose the module under » Removed
operation, bring down the module ¢ Broken
before the diagnosis. * Shot
o Firmware Update Complete
(no fault found by diagnosis)
To diagnose the module under
operation, bring down the module
before the diagnosis.
PCI Module Same as above Same as above

Remote: Executable from remote management PC by using NEC ESMPRO Manager
Local: Executable on local server by using ft server utility
—: Not support
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Procedure in NEC ESMPRO Manager

Select the target component in the [ft] tree.

2. Check the current state with the “State” display on the target component screen. If the component is operating,
stop the component.

3. Click the [Diagnostics] button in the [Maintenance] screen for the target component.

The diagnosis result can be verified by “Result” of the diagnosis on the target component screen. The result of
the diagnosis is reported by the Fault Tolerant Server series as an alert.

The result of diagnosis executed last is displayed in the [Diagnosis Information] column. In addition, if a fault
is detected by the result of the diagnosis, the state of the [General] tree of the component is changed.

Sample screen of NEC ESMPRO Manager

ol MLCST-GEMINI-R - DataViewer . =
Ble Cde Wew Took Hep
[ 9 PCi Module 2 o e g et ol .
3 [l NECST-GEMINIR [ESMPR0]
B recsT.ceMnLR [R] —
o [ U Module |
B Pl Modie L
H:l Modhde(I0:10) Fring Ly fFring Dnwn
Press the (Ering L] butten to bring the PCE
Miockder gy, freys e [Bring Do) bratton et
1 b s PCT Moxkie chown. Bairg Doy
L | 0]
6 [ PCT SoulIDeL08) MEDF infomation
w [l Pt ModdedIDn 1 1) Type: Use Threshaold
& [ 5251 Encosure Themhed: 600 Sec
B taror 0k Current:
Foabiz
Tiewwn of Loak Pt ==
Press the [Cear MTEF] button to Cear HIEF Clewr |
Dhagrostics Information
Toes of last e —
Rasuki
Hsage [ Tost tember |
T msesnt | | wwots |
= e : -
Fex Hilpy presa Fl B P | iy o

[Maintenance] screen of PCI module
[PCI Module] - [Maintenance]



4-53

Procedure in the ft server utility

Select the target component by using the ft server utility.

Check the current state of the target component with the LEDs. If the component is operating, stop the
component.

3. Click the [Diagnostics] button in the [Diagnosis Information] on the target component.

The diagnosis result can be verified by the LEDs on the target component. The result of the diagnosis is
registered in the event log.

4. Start the component.

Sample screen of ft server utility

[PCI Module]
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Firmware Update
Fault Tolerant Server series can update firmware (including BIOS) if some hardware components operate in the online
state (in which the system continues the operation but the component trying to update firmware or BIOS is stopped).

To update firmware with NEC ESMPRO Manager, use the [Update] tree of the component in the DataViewer. Open the
tree of the component for which firmware is updated and select the [Update] tree.

To update the firmware of a component with the ft server utility, use the utility screen of the component.

To update the firmware of a component, the firmware image file of the firmware for update must previously be stored in
the managed server. On the firmware update screen, specify the path to the firmware image file for update.

The table below shows the potential cases in which the firmware of a component is to be updated.

Firmware update

Component
Remote Local
CPU Module When BIOS must be updated to | When BIOS must be updated to new
new one. one.
Executable in any of the Executable in the following module

following module states (this can | state:
be viewed on manager screen): | « When the status LED 1 is amber and

o Removed the status LED 2 is off

e Broken or forced stop Only the status LED 1 illuminates

« No fault found by diagnosis amber when the module is in one of the
To update the module under following states:

operation, bring down the e Removed

module before the update. o Broken or forced stop

o No fault found by diagnosis
(Firmware Update Complete)

To update the module under operation,

bring down the module before the

update.

Remote: Executable from remote management PC by using NEC ESMPRO Manager
Local: Executable on local server by using ft server utility
—: Not support
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Procedure in NEC ESMPRO Manager

1.

Save the image data of the update firmware in an arbitrary directory of the Fault Tolerant Server series.

Save the image data in any way. Write down the path to the directory in which the image data is saved.

Select the target component in the [ft] tree.

Check the current state with the “State” display on the target component screen. If the component is operating,

stop the component.
4.

Sample screen of NEC ESMPRO Manager

o NLCST-GEMDNI-R - Datoviewer

[Cle [t wew Took e

Click the [Firmware Update] button in the [Update] screen for the target component.

=10] x|

T — = U 3 el
o 10 RECET-GEMINI R [ESHPR0] % Update
B necer.ceming.v (R

IOPROM Infremation
Misgic: Urinowe:
D Version: Lrinowe:
COFROM versen: 1
Serial Nusiber: 17D
Artwork Bevisen: 3
£CO Lavel: s
Partrome O Lovel: 277
Hctel Niston: M3432791
Dascriptions: o
IDPROH ugdatis furction k rick
supprted,
Frmvire
e Frmwie.
durrp Swteh

Prazs the [ Sevitch] burten to
switch the boards.

Fer Hedp, preis F1

dop Sy

[

iwarrarg [l Atrcrmad

[Update] screen of CPU module
[CPU Module] - [Update]

Select [Specify the file path to update], enter the directory in which the updated firmware specified in the

input box in step 1 is saved, and click the [Execute] button.

Perform the firmware update.

The update result can be verified by the state on the target component screen (indication of “Firmware update
completed”). The result of the update processing is reported by the Fault Tolerant Server series as an alert.

Firmware Update
Select a method for updating.

' Copy online BI0S image to Dffline.
o

Type the location of the firmware.

|
Execute I

Cancel |

=l

Help |

6. After the BIOS for a single CPU module is completed, click the [Jump Switch] button. The module
completely updated is started and the active module is stopped.



4-56

7.

Start the other module stopped.

Starting the module causes the firmware to be updated automatically. However, if the [Enable automatic
firmware update] property is invalid, update the module in the procedure as follows:

(1) Check the current state with the “State” display on the target component screen. If the component is
operating, stop the component.

(2) Click the [Firmware Update] button in the [Update] screen for the target component.
(3) Select the update method in the [Firmware Update] dialog box and click the [Execute] button.
(4) Start the module.

Firmware Update EHE

Select a method for updating.

' Copy online BI0S image to Dffline.

Type the location of the firmware.

| j
Execute I Cancel | Help |

Even if you do not have the image data of firmware for update, the firmware can be copied from the other module.

By starting the module, the firmware will be updated automatically. However, when the [Enable automatic firmware
update] property is disabled, follow the steps below to update the firmware:

1.

Start the system using the module of the firmware copy source.

See the current status by the “Status” indication on the target component screen of the copy destination and
verify that it is stopped.

On the [Update] screen of the target component, click [Firmware update].
When a firmware updating dialog appears, check [Copy online BIOS image to Offline] and execute it.
Firmware is updated by copying the firmware on the online side to the offline side.

Start the stopped module.
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Procedure in ft server utility

1. Save the image data of the update firmware in a desired directory of the Fault Tolerant Server series.
Save the image data in some manner. Write down the path to the directory in which the image data is saved.
Select the target component with the ft server utility.

Check the current state of the target component with the LEDs. If the component is operating, stop the
component.

4. Click the [Firmware...] button for the target component.

Sample screen of ft server utility

o CPU Module(lD:0] - ft serves ulility

[CPU Module]

5. Select [Specify new firmware for update], enter the directory in which the updated firmware specified in the
input box in step 1 is saved, and click the [Activate] button. Perform the firmware update.

Firmware Update
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6. Check the update result with the event log.

7. After the BIOS for a single CPU module is completed, click the [Jump Switch] button.
The module completely updated is started and the module under operation is stopped.

8. Start the other inactive module.

Starting the module causes the firmware to be updated automatically. However, if the [Enable automatic
firmware update] property is disabled, update the module in the procedure as follows:

(1) Check the current state with the “State” display on the target component screen. If the component is
operating, stop the component.

(2) Click the [Firmware...] button for the target component.
(3) Select the update method in the [Firmware Update] dialog box and click the [Activate] button.
(4) Start the module.

Firmware Update [ %]

Choose update method.

" Copy fimware from Online module ta Offine ane.

@ Specify new firmware for update

Enter the: file lacation of the new fimware.

Browse... |
Letivate I LCancel |

Even if you do not have the image data of firmware for update, the firmware can be copied from the other module.

By starting the module, the firmware will be updated automatically. However, when the [Enable automatic firmware
update] property is disabled, follow the steps below to update the firmware:

1. Start the system using the module of the firmware copy source.

See the current status by the “Status” indication on the target component screen of the copy destination and
verify that it is stopped.

Click the [Firmware...] button for the target component.

When a firmware updating dialog appears, check [Copy firmware from Online module to Offline one] and
execute it.

Firmware is updated by copying the firmware on the online side to the offline side.

4. Start the stopped module.
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Dump Collection

To collect the dump file with NEC ESMPRO Manager, use [CPU Module] —[Maintenance] tree in the DataViewer.

To collect the dump with the ft server utility, use the utility screen of the component.

IMPORTANT: Acquire the dump only for the examination of a fault.

The dump can be collected in two ways. In each way, the dump file is collected with the same path and file name

“%SystemDrive%\NECDump\MEMORY.DMP” as the dump file of the OS standard.

m Collecting dump of inactive module

The dump is acquired from the inactive CPU module (due to the occurrence of a fault or forced stop).

m Collecting dump under system operation
Either of the CPU modules is entered into the offline state and the dump is collected during system operation.

After the acquisition, the CPU module is returned to the online state again. This can be done only in the
duplex system.

The table below shows the potential cases in which the dump is acquired.

Saving dump of stopped module

Saving dump of component

Component under system operation
Remote Local Remote Local
CPU Module - When a fault or malfunction |When a fault or When a fault or

occurs in the system. malfunction occurs | malfunction occurs in
Save the dump if requested |in the system. the system.
by maintenance personnel. | Save the dump if Save the dump if
Executable in the following | requested by requested by
module state: maintenance maintenance
e The amber LED is on personnel. personnel

However, this function

operates only in a fault

state. An execution error

occurs in any other cases.

The amber LED is on when

the module is in one of the

following states:

¢ Removed

o Broken

e Shot

o Firmware

Completion of update

¢ No fault found by
diagnosis

Executable in the Executable in the
following module following module
state (this can be state:

viewed on manager |« When only the

screen): green LED is on and
e Duplex the module is in
redundant

configuration state
Only the green LED is
on when the module is
in the following state:
o Duplex

Remote: Executable from remote management PC by using NEC ESMPRO Manager
Local: Executable on local server by using ft server utility

—: Not support
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Procedure in NEC ESMPRO Manager

The [Dump] button of NEC ESMPRO Manager performs the function of “saving dump during system operation.”
1. Select [CPU Module] in the [ft] tree.

2. Check the current state with the “State” display on the target component screen.

3. Click the [Dump] button in the [Maintenance] screen for the target component.
A certain time is required for the dump saving.

The dump is stored as %SystemDrive%\NECDump\MEMORY.DMP on the managed server.

The result of the dump saving is reported by the Fault Tolerant Server series as an alert.

Sample screen of NEC ESMPRO Manager

oléi, FT-GERVER. - DataViewer
File Edit Wiew Tools Help

[ @ cPu Madute | 4| »| @3 S|e
- & FT-5ER¥ER [ESMPRO]
i - Hardware

& System

% IjO Device

¥ Enclosure

& Software

B Network Press the [Bring Up] button ta bring the Bring Lip |

2 BIos CPU Module up, press the [Bring Down]

button to bring the CPU Module down, |
‘? Lacal Poling 9 Ering Down

2 File System

i Press the [Dump] button to hold Dump.

=8l FT-SERVER [ft] [Dump] P Dump
=HE cPU Madule

~MTEF Infarmation

=lolx|

I® Maintenance

i~ Bring Up/Bring Dawn

Type: Use Threshold
Threshaold: 1200 Sec
Current:

Faulbs: ]

s DIMM
CPU Module(TD: 1)

Time of last Fault: —

Press the [MTBF Clear] buttan ko dear MTEF Clear |
= PCI Module the MTEF infarmation, =
& 5C31 Enclosure
“-|=3 Mirror Disk.

i~ Diagnostics Infarmation
Time of last run: 2008/04J03 14:17:41 (+09:00)
Result:

Message | Test Number

Press the [Diagnostics] buttan ko Diagriostics |
diagnose the CPU Module. —

Far Help, press F1

l_ Mormal l_ Warning - Abnormal 2

[Maintenance] screen of CPU module
[CPU Module] — [Maintenance]
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Procedure in ft server utility

Select the target CPU module by using the ft server utility.

Check the current state of the target CPU module with the LEDs.

Select the dump acquisition method with [Dump] of the target CPU module and click the [Harvest] button.
A certain time is required for the dump acquisition.

The dump is stored as %SystemDrive%\NECDump\MEMORY.DMP on the server.

The result of the dump acquisition can be verified in the event log.

Sample screen of ft server utility

erver ulility

[CPU Module]
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Setup of System Operation

The following properties can be set as the operation setup of the whole system.

m Quick dump

If this property is enabled (by checking “Enable” on the setup screen), the dump is acquired in parallel with
the system startup if a fault occurs in the system. If this property is disabled, the dump is acquired by the
dump function normally provided by OS.

The initial setup value is “Enable.”

Auto firmware update

If a new CPU module containing BIOS different from that of the existing CPU module in version with this
property being enabled (by checking “Enable” on the setup screen), the BIOS of the new CPU module is
updated to the BIOS of the existing CPU module to match with each other. If this property is disabled, the
BIOS of the new CPU module is not update automatically.

The initial setup value is “Enable.”

Auto module start

If this property is enabled (by checking “Enable” on the setup screen), the CPU or PCI module newly inserted
is automatically started to be operable. If this property is disabled, the module is not started automatically.

The initial setup value is “Enable.”

IMPORTANT:
In the Fault Tolerant Server series with ft control software over 3.0, it is always necessary to set “Enable.”
Do not set “Disable.”

The system operation can be set on [ft] tree—[General] screen of the ft server utility.

The table below shows the potential cases in which the system operation setup is changed. Contact your maintenance
personnel for the change of the system operation setup. Setting change will take effect after system reboot. However,
the utility does not indicate that reboot is required.

Component Quick dump Auto firmware update Auto module start
Remote Local Remote Local Remote Local
Whole - Executable if - Executable if the - Executable if the
system the system is system is system is
operating. operating. operating.
When dump is When firmware is When firmware is
acquired by updated manually updated manually
using the dump at insertion of at insertion of new
function new CPU module CPU/PCI module
normally
installed in OS
at occurrence of
system fault.
Remote: Executable from remote management PC by using NEC ESMPRO Manager

Local:
—: Not supported

Executable on local server by using ft server utility
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Configure the system settings using the ft server utility in the following procedure. The system cannot be configured
using the NEC ESMPRO Manager.

1. Select [General] in the [ft] tree.
2. Check the property of carrying out the modification with [System Settings] (or cancel the check).
3. Click the [Apply] button.

Sample screen of ft server utility

=10l x|
Eile View Window Help
B =
e a System
Change system settings that affect the system operation. | Apply ]
58 PCIModue ¥ Enable quick dump that is harvested at the same t;
& 5C51Enclosure V¥ Enable antomatic fimovare npdate

[¥ Enable antomatic module start

NI

Ready
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Refresh of View based on State Change Alert Setting
A new function is supported so that NEC ESMPRO Manager window will be updated on a system state change basis (in
other words, whenever necessary). This function is OFF by default. See the [Setting] below about how to turn it ON.

NEC ESMPRO Manager window is updated by one minute-interval polling by default. Therefore, there is some
time-lag for NEC ESMPRO Manager to recognize changes in NEC Agent. By using this function, the time-lag can be
reduced. However, it may consume a little bit more network band width since each state change will be notified to NEC
ESMPRO Manager as some kind of alert.

[Setting]

1. Select [Program] - [NEC ESMPRO Manager] from the Start menu and click [Manager Settings].

[} Manager Settings

Palling Interval

My Manager: IBU 3: 360
Neighbor Manager: IBU 3: e

™ Enable the State Change Alert Setting

Agent Setting... |
ok I Eancell Help |

[Manager Settings] dialog box
Check [Enable the State Change Alert Setting].
3. Click the [Agent Setting...] button.

- b State Change Alert Se 2l

Server List:

Server M... | Current Setting | Result |
SOMIC 0N Hormal
Execute | Cloze |

[State Change Alert Setting] dialog box

4. Check the name of servers sending the state change alert to the Manager when the Agent recognizes changes
in the state.

Click the [Execute] button for the setting change to take effect.
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BMC Firmware Update

The firmware of the BMC on the PCI module can be updated.
The BMC firmware can be updated by using the ft server utility.

To update the BMC firmware, the firmware image file must previously be updated on the managed server. On the BMC
firmware update screen, specify the pass of the image file of the firmware to be updated.

IMPORTANT: Contact your maintenance engineer for the update of the BMC firmware.

BMC firmware update
Remote Local

Component

BMC - When update to new firmware is required.

Remote: Executable from remote management PC by using NEC ESMPRO Manager
Local: Executable on local server by using ft server utility
—: Not supported

Procedure of Update from ft server utility

Update the firmware in the following procedure.
1. Click [Firmware] - [Firmware...].

[Firmware Update] dialog box appears.

=i Firmware - ft server utility o =] 3]
File Wiew Window Help
= ~@g FTServer =
£ '~ Fiseamwrare
TAarE: Start firmervare update i
Funwrare Revision: Fantime=56.0.0 Boot=0.4.0

’7'E=M(' Firmmrars [Tpdate Sermine

ave rpidate sevine i charged Eroperty. ‘

The setting of BMC frvr

Sl

Ready
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Enter the location to store the new firmware, and click [Activate].

[\erification] dialog box appears.

Firmware Update ] |

Enter the file location of the near firmearare.

Il Broarse...

Lictivate I Cancel I

Click [OK].

Execute the firmware update.

x

d{) To start o update Firrware succeeded.
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NEC DianaScope

NEC DianaScope is software for remote management of Fault Tolerant Server series.
For features and installation of NEC DianaScope, see “NEC DianaScope Online Document” in “EXPRESSBUILDER.”

EEE

= Tresds
PRed & e
e
s| oo
| rr—————
Itemdpecitic Mip
[
Ysteminte ol e 2004
<Tab>, <Shifi-Tate, or
Legacy A opey A iu«-l:ﬁ\a 8] Enter s selects fid
Legacy A opey 8 O nabl o]
Hurd O sk Fre-Ce 0 sabl
> Primry | (= Wetar !mlm'q T —
>Primey IESme  |tone
> Frocessor Setti rge
Langaage IEnggish [U5]

To use NEC DianaScope with Fault Tolerant Server series, appropriate server license is required.
- UL1198- 001E DianaScope Additional Server License (1)
License for managing one server.

- UL1198- 011E DianaScope Additional Server License (10)
License for managing ten servers.

ft remote management card comes with one license of NEC DianaScope.

Notes

The online document provides general descriptions of overall severs to be remotely managed by NEC DianaScope, but
this section indicates notes that require special attention for remotely managing this server using NEC DianaScope.

® Fault Tolerant Server series can be managed remotely only when ft remote management card is installed.

® When remotely managing this server from NEC DianaScope, only LAN connection is available. Direct connection
and connection via modem are not supported.

® NEC DianaScope cannot power off, power cycle or reset the server. Fault Tolerant Server series does not support
such functions.
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Active Upgrade

This section describes Active Upgrade process.

Introduction

Active Upgrade process allows you to upgrade system and application software while the important applications on a
Fault Tolerant Server series system are online and available to users.

This section describes the overview of Active Upgrade process, the procedure and prerequisites necessary for preparing
the system for the upgrade process, and configuring and performing the upgrade process with Active Upgrade Console.
It also describes the troubleshooting when a problem occurs in Active Upgrade process.

TIPS:

The information described in this section is also included in the [Active Upgrade Help] file. You can find it in the
[ftSys] folder from [Start] menu on the Active Upgrade Console and your system (after installing Active Upgrade
software).

CAUTION:

The ft remote management card (F-RMC), is required to use Active Upgrade.
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Overview

Active Upgrade™ technology allows you to upgrade system and application software on a Fault Tolerant Server series
system with minimal downtime.

Instead of taking your system offline to run upgrade procedures, you can use Active Upgrade technology to split the
system into two independently running systems, one “side” of which you upgrade while the other “side” continues to
run your applications without interruption.

To learn more about Active Upgrade technology, see the following topics:

e  “Features” on this page.
e  “Active Upgrade Process” on page 5-70

Features

Active Upgrade technology enables the following:
e Install software updates with minimal disruption to your critical applications.

The applications required for the server operation continue to run on one side of the system while you install software
on, and even restart, the other side. There is only a brief disruption when you are finished installing updates, as your
critical applications are restarted on the upgraded software.

e  Test the latest software updates in your environment before making the updates permanent.

After your critical applications are restarted on the upgraded software, you can verify the success of your software
updates in a production environment, with real users and system load. If you want to keep the changes, there is no
additional downtime. Otherwise, as quickly as your system can restart, you can abort the upgrade to go back to the
original version of your software.

e  Abort the upgrade process at any point up until you commit the changes.

If, for any reason, you are not satisfied with an upgrade, you can abort the upgrade session to return the system to its
original state. Nothing is permanent until you choose to commit the changes. (Also, there might be no disruption to your
critical applications if you abandon the upgrade early in the upgrade process, before testing the software in your
production environment).

TIPS:

Active Upgrade Process, page 5-70
Software Upgrade Support, page 5-77
Prerequisites, page 5-78
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Active Upgrade Process

The Active Upgrade process involves the following basic steps:
1. You prepare your system to ensure it meets the prerequisites of the Active Upgrade process.

2. You use the Active Upgrade Console to select the disks that will be affected by the software
upgrade and to provide information about any applications or services that require special
handling during the upgrade process.

3. You run a readiness check in the Active Upgrade Console to verify that your system meets
the prerequisites for the Active Upgrade process.

4. You start the upgrade process by initiating split mode, which divides the fault-tolerant,
duplexed system (Figure 1) into two independent, simplexed systems (Figure 2) — a
Production Side, which continues to run your applications, and an Upgrade Side, on which
you can run software installation packages.

Figure 1 Duplexed System
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Figure 2. Splitting the System

Console
Internal Starage

Production Side (Live) : L
I ” - ]
T — n : === | Bystermn Data i
e : 1
— ]
il g F
F-RMC
Duplexed Systern T -
= ,-'—h.f"\.-
T Metwtk E}dernal .
Remaote Sturage ernr
N Disabled
Connection

Remote Connection x Mo Connection

I e

Upgrade Side {lsolated) : -
i ____
e Lu] =_—
lF-RI'l.I'IC_Q_ i i :Esteﬂ
|

= Lo e
Software - \-.! *
Installation .

When you split the system, the Active Upgrade Console disables any Rapid Disk ReSync (RDR) mirroring between the
internal disks in each CPU/IO module enclosure and isolates the Upgrade Side from system resources such as the
network, any user-specified application data disks, and any external PCI resources (such as external storage). It also
disables user-specified applications and services on the Upgrade Side so they cannot restart if you restart the Upgrade
Side.

Meanwhile, the Production Side retains access to system resources and continues to run your applications uninterrupted.

5. After the system successfully enters split mode, you establish a remote connection to the Upgrade Side of the
system through the private network that exists between ft remote management cards and between Ethernet PCI
adapters in each CPU/IO module enclosure. Using this remote connection, you can perform any of the following
upgrade tasks on the Upgrade Side:

¢  Run software installation utilities and updaters (see “Software Upgrade Support” on
page 5-77 for restrictions).
e  Restart the operating system, if necessary.

e  Perform limited testing of the installed updates (the Upgrade Side has no access to the
network, external storage, or application data disks during this stage).

You can also completely abort the upgrade from the Active Upgrade Console, if necessary.

6. When you are finished installing software on the Upgrade Side, you disconnect the remote connection to the
Upgrade Side and initiate the merge process.

When you merge the system, the Active Upgrade Console stops your applications on the Production Side and
unmounts any application data disks to ensure that pending disk updates are flushed to disk. It then merges system
resources so that the network, external storage, and application data disks become available to the whole system
again. With the exception of the internal disks, all critical system resources return to duplex mode.
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Figure 3. Merged System
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Finally, the system restarts your applications, including the Active Upgrade Console, from the Upgrade Side
system disk. Depending on the complexity of your applications and the upgrade you performed, your applications
may be backed up and running in under a minute.

7.  After the system is successfully merged, you can test your applications and verify the success of your upgrade(s)
with full access to the system’s resources. If you discover a problem, you can still abort the upgrade process and
restore the system to its previous state, because the original copy of your system disk (on the Production Side) has
not been overwritten yet.

8.  When you are certain that the upgrade(s) were successful, you can commit the changes to make them permanent.

When you commit the changes, the Active Upgrade Console resynchronizes the RDR disks in your system by
overwriting the original Production Side system disk and stale Upgrade Side data disks with their partner disks,
which are up-to-date.

NOTE:

Because the original version of your system disk is erased during the commit process, you cannot abort an upgrade
session after initiating the commit process.
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Figure 4. Committing the Upgrade
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When the RDR disk resynchronization is finished, all critical system resources are running in duplex
mode, and the Active Upgrade process is complete. You do not need to restart the system, and, because
your application is already running on the upgraded software, there is no additional downtime.

TIPS:

Aborting the Active Upgrade Process, page 5-74
Active Upgrade State Model, page 5-75
Software Upgrade Support, page 5-77
Prerequisites, page 5-78
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Aborting the Active Upgrade Process

Aborting the Active Upgrade process stops the current upgrade session and returns your system to its original state. If
necessary, you can abort the Active Upgrade process at any point up until you commit the upgrade.

If you abort the upgrade session while the system is in split mode, no downtime is incurred. Your applications continue
to run on the Production Side while the Active Upgrade Console restores the system to duplex mode.

If you abort the upgrade session while the system is in merge mode, a short period of downtime is incurred while the
Active Upgrade Console initiates a system restart. The Active Upgrade Console shuts down the Upgrade Side and
restarts the system from the Production Side, which automatically restarts your applications from the Production Side.
The period of downtime is only as long as it takes your system and applications to restart.

In either case, the abort process uses RDR resynchronization to restore the internal disks to their original state by
overwriting the unwanted Upgrade Side system disk and stale Upgrade Side data disks with their original partner disks.

Figure 5. Aborting the Upgrade
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After you abort the Active Upgrade process, you can start another Active Upgrade session as soon as the RDR disk
resynchronization is complete.

TIPS:

Active Upgrade State Model, page 5-75
Active Upgrade Process, page 5-70
Software Upgrade Support, on page 5-77
Prerequisites, page 5-78
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Active Upgrade State Model

The state model in Figure 6 shows all of the possible Active Upgrade states, and the order in which they occur during
the Active Upgrade process.

Figure 6. Active Upgrade State Model
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The state model helps to demonstrate the sequence of events in the Active Upgrade process, as follows:

1.

All upgrade sessions start in the Idle state, where you can run the readiness check as many times as necessary to
verify that your system meets the prerequisites of the Active Upgrade process.

When you start an upgrade session, the Active Upgrade Console switches to the PrepareSplit state, during which it
runs a final readiness check and additional background tasks. If the system is ready, the console immediately
switches to the Split state and proceeds to divide the system into two independently running systems.

IMPORTANT:

After the upgrade session leaves the Idle state, you must complete the full upgrade process in sequence, or, if
necessary, abort the process altogether. You cannot go back to a previous state or skip states, and you cannot
proceed to the next state if the upgrade is in a Broken or Busy operational state.

When you are done installing software on the Upgrade Side and you start the merge process, the Active Upgrade
Console switches to the PrepareMerge state, during which it runs additional readiness tests and background tasks.
If the system is ready, the console immediately switches to the Merge state and restarts your applications on the
Upgrade Side.

When you are satisfied that everything is working correctly and you start the commit process, the Active Upgrade
Console switches to the Commit state, during which it starts the resynchronization of your RDR disks. You can
subsequently start the finish process, during which the Active Upgrade Console switches to the Finish state, cleans
up system resources, and then returns the system to the Idle state. The upgrade session is complete.

If necessary, you can abort the Active Upgrade process from the PrepareSplit, Split, PrepareMerge, and Merge states.
When you abort the upgrade session, the Active Upgrade Console switches to the Abort state, during which it restores

your system to its original configuration and starts the resynchronization of your RDR disks. You can subsequently

initiate the finish process, as you would after committing an upgrade.
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Alternatively, you can retry any of the Active Upgrade states to recover the system from a transient failure and move on
to the next states without aborting the entire Active Upgrade process.

All of these Active Upgrade states are reported in the activity log and status bar of the Active Upgrade Console during
the upgrade process. See “Understanding the Active Upgrade Console Interface” on page 5-88 for more information.

TIPS:

Active Upgrade Process, page 5-70
Software Upgrade Support, page 5-77
Prerequisites, page 5-78
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Preparing for the Active Upgrade Process

Preparing for the Active Upgrade process involves the following tasks:

e Learning about the types of upgrades that the Active Upgrade process supports.
e Learning about the prerequisites for your Fault Tolerant Server series system.

e Learning how the Active Upgrade Console can control your critical applications.

e  Performing pre-upgrade tasks on your ftServer system, such as:

— Configuring the Remote K\VVM console.

— Configuring the Remote Desktop Connection.

— Installing the Active Upgrade Console.

— Configuring Windows Firewall for the Active Upgrade process.

— Gathering information about your system.

— Copying any software installation packages to the system before the upgrade starts.

e  Starting the Active Upgrade Console.

e  Understanding the Active Upgrade Console.

Software Upgrade Support

Active Upgrade technology supports the installation or upgrade of application software that meets the
following criteria:

e The application’s executable files, configuration files, and temporary files (for example, cache files)
reside on internal system disks that are mirrored with RDR.

e The application’s persistent data files reside on separate data disks, either internal or external. (Data
volumes that reside on the same physical disk as a system volume are not supported.)

e The application’s installation or upgrade utility does not involve changes to files or databases on
the data disks while the system is in split mode. (For example, the utility cannot create new
databases or convert existing data records to be compatible with the new version of the
application).

The Upgrade Side has no access to the data disks while the system is split.

Active Upgrade technology does not support the following types of upgrades:

e Any upgrade that requires network connectivity during the upgrade process. For example, you cannot use an
installer program that downloads its installation files from the Internet as the upgrade progresses. If possible, you
must download the complete installer to the system prior to initiating split mode.

e BIOS, BMC firmware updates that can be performed while the system is duplexed and online.

For more information on BIOS and BMC firmware update, see “Firmware Update” on page 5-54.

TIPS:

Overview, page 5-69

Prerequisites, page 5-78

Recommendations, page 5-79

Managing Critical Applications During the Upgrade Process, page 5-80
Pre-Upgrade Tasks, page 5-81
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Prerequisites

Active Upgrade technology is supported only on Fault Tolerant Server series system that:

Are running in duplex mode prior to starting the upgrade process.

The CPU/IO modules must be duplexed, and all critical resources in the enclosures must be duplexed.

A critical resource is a device (like a CPU, hard disk, or host bus adapter) that is necessary to maintain fault
tolerance. Non-fault-tolerant resources (like tape drives) connected to the system will not affect the Active
Upgrade process.

Contain duplexed Ethernet PCI adapters.

All embedded Ethernet PCI adapters must be teamed with the Intel PROSet utility, and each Ethernet team must
contain at least one Ethernet PCI adapter from each CPU/IO module . Furthermore, at least one team of embedded
Ethernet PCI adapters must have an active network link in each CPU/IO module.

All ports on any dual-port adapter must be either teamed or not teamed. You cannot have only one port on an
adapter teamed.

You do not need to team non-embedded Ethernet PCI adapters, but it is recommended. The readiness check in
Active Upgrade Console will display a warning for each unteamed Ethernet PCI adapter, but the warnings will not
prevent you from proceeding with the Active Upgrade process.

IMPORTANT:

If you need to modify Ethernet teams that are actively providing network connectivity, this could impact network
connectivity and should be scheduled to minimize impact to your critical applications.

See “DUAL LAN CONFIGURATION” in Chapter 3, “Windows Setup and Operation” for more information about
configuring Ethernet PCI adapters and Ethernet teams.

Has one new IP address for Active Upgrade ready.
You need to prepare one IP address to communicate between the Production Side/the Upgrade Side using PCI
adapter during the Split. The IP address is allocated to the Upgrade Side system with the Split status.

Do not use the devices connected with USB except the keyboard and mouse.

In Active Upgrade, if you are using the devices connected with USB other than the keyboard and mouse, be sure to
remove them physically before performing Active Upgrade.

Contain the ft remote management card.

The ft remote management card provides the connection between the Production Side and Upgrade Side during the
Active Upgrade process. Both ft remote management cards must be configured properly and connected to the same
subnetwork, preferably on a dedicated maintenance network.

Can tolerate running in simplex mode for a brief period during the upgrade.

Because each side of the system runs in simplex mode during the upgrade, an interruption on the side that is
actively running your critical applications can result in downtime.

IMPORTANT:

You cannot restart the operating system on the Production Side during an upgrade (though you can restart the
Upgrade Side as many times as necessary.) Also, it is unsafe to pull an enclosure from a split-mode, simplexed
system because doing so terminates all processes running on that enclosure.
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Can tolerate a potential decrease in performance during the upgrade.

For example, if your system contains teamed network adapters that are configured for load balancing or link
aggregation, there might be a decrease in network performance when the system is split because the network
adapters on the Upgrade Side lose access to the network.

Have been updated with the latest firmware to support Active Upgrades, including required BMC updates.

Furthermore, the Active Upgrade process has the following storage requirements:

All internal hard disks must be configured with Rapid Disk Resync (RDR) and must be duplexed (synchronized)
before the Active Upgrade process starts.

The operating system boot volume and all active Windows operating system components must be located on
internal RDR disks. This includes any volumes that contain paging (virtual memory) files for the operating system.

Any disk that contains software you want to upgrade cannot contain persistent data files for your business-critical
applications (those applications that will continue to run during the Active Upgrade process). You must store your
data files on separate data disks, either internal or external. (Data volumes that reside on the same physical disk as
a system or paging volume are also not supported.)

External storage devices are always considered data disks. You cannot upgrade software on external storage
devices, as these devices not available to the Upgrade Side of the system while the system is in split mode.

TIPS:

Overview, page 5-69

Software Upgrade Support, page 5-77

Recommendations, page 5-79

Managing Critical Applications During the Upgrade Process, page 5-80
Pre-Upgrade Tasks, page 5-81

Recommendations

When preparing your system for the Active Upgrade process, also consider the following recommendations:

Use static IP addresses for embedded Ethernet teams.

If your system is protected by Windows Firewall, enable the exception for Active Upgrade Console as shown in
“Configuring Windows Firewall for the Active Upgrade Process” on page 5-84.

If Windows Firewall is running, and the exception for Active Upgrade Console is not enabled, communication
between the Production Side and Upgrade Side might fail during the Active Upgrade process.

Use caution when applying hotfixes from any source. Applying updates indiscriminately may introduce serious
problems to your Fault Tolerant Server series system.

TIPS:

Overview, page 5-69

Software Upgrade Support, page 5-77

Prerequisites, page 5-78

Managing Critical Applications During the Upgrade Process, page 5-80
Pre-Upgrade Tasks, page 5-81
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Managing Critical Applications During the Upgrade Process

The Active Upgrade Console enables to specify how business-critical applications are started and stopped during the
Active Upgrade process.

If your Fault Tolerant Server series system runs business-critical applications, such as Microsoft Exchange Server or
SQL Server, these applications can run on only one side of the system—the Production Side—when you split the
system. They must be stopped on the other side—the Upgrade Side—to prevent resource conflicts and to allow you to
proceed with upgrade tasks. Furthermore, when you merge the system, the same applications must be stopped on the
Production Side and restarted on the Upgrade Side, so you can test the applications with the newly-upgraded system
disk, and possibly commit the upgrade.

In general, critical applications are launched and exited automatically by the operating system. For example, your
application might be configured to launch as a service in the Services Control Manager, or as a startup item in the
system registry. But these resources control your applications only when the operating system itself is launched or
exited. In most cases, to minimize downtime, the Active Upgrade Console executes upgrade operations, like split and
merge, without restarting the operating system. Therefore, if you want to launch and exit your applications at the
appropriate times during the upgrade process, you must configure the Active Upgrade Console itself to control the
applications

Active Upgrade Console provides two methods for controlling your critical applications during the upgrade process.
The method you use for each application depends on the type of application you want to control:

e Application services

If your application runs as a standard service that already accounts for interdependencies (with other services) and
requires no special handling, you can specify it on the Application Services page of the Active Upgrade Console
during the configuration process. On the Application Services page, you can select each service you want to
manage from the list of services on your system, and, when you start the upgrade process, the Active Upgrade
Console will automatically start and stop these services at the appropriate times. See “Selecting Application
Services to Control” on page 5-101 for more information.

e  Custom actions

If you have a custom application or integrated applications from several different software vendors, and you have
special executables that start and stop these applications, you can specify the executables on the Custom Actions
page of the Active Upgrade Console during the configuration process. Using the controls on the Custom Actions
page, you can specify when your executables will run during the upgrade process, and, if you have several
executables, you can specify the order in which they will run. See “Configuring Custom Actions” on page 5-103 for
more information.

TIPS:

Software Upgrade Support, page 5-77
Selecting Application Services to Control, page 5-101
Configuring Custom Actions on page 5-103
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Pre-Upgrade Tasks

To prepare for upgrading the system, do the following:

1.

10.

11.

12.

Ensure that your Fault Tolerant Server series system meets the requirements and
recommendations discussed in “Software Upgrade Support” on page 5-77, “Prerequisites” on
page 5-78, and “Recommendations” on page 5-79.

If necessary, plan for the brief downtime associated with restarting your critical applications while
merging the system.

Run backups of the system.

Verify the integrity of all RDR disks, as follows:

a. In RDR Utility, click Logical Disk Information.
b. Right-click an RDR virtual disk.

c. Select Verify RDR Virtual Disk.

d. Repeat for each RDR disk.

Upgrade the BMC firmware, if necessary, to support Active Upgrade technology.

Configure Remote Desktop Connection if necessary as described in “Configuring Remote Desktop Connection” on
page 5-.98.

Verify the prerequisites to use Remote K\VVM Console and configure if required.
Prepare the IP address to allocate to the Upgrade Side’s system.
Install the Active Upgrade Console as described in “Installing the Active Upgrade Software” on page 5-83.

If applicable, enable the exception for Active Upgrade Console in Windows Firewall properties, as shown in
“Configuring Windows Firewall for the Active Upgrade Process” on page 5-84.

Gather information about your system using the worksheet in “Gathering Information” on page 5-85.

If necessary, copy any required software installation packages to the system, as described in “Copying Software
Installation Packages to the System” on page 5-.

When you are finished preparing for the upgrade, start the Active Upgrade Console. Follow the on-screen instructions
(and this document) to configure the process, and, when applicable, run the Readiness Check to verify if your system is
ready to upgrade.

TIPS:

Installing the Active Upgrade Software, page 5-83
Software Upgrade Support, page 5-77
Prerequisites, page 5-78

Recommendations, page 5-79
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Configuring Remote Desktop Connection

In the setup window of Remote Desktop Connection, enable the remote connection. For more information, see the
Windows online Help.

If the remote connection is not enabled, the Production Side with Remote Desktop Connection cannot access the
Upgrade Side in split mode.

Configuring Remote KVM Console

Configure Remote K\VVM Console function.
Refer to [Remote Management Function] in [Chapter 4. System Configuration].

IMPORTANT:

On Active Upgrade, Remote K\VM Console function is used in order to display the console of the Upgrade side on the
Production Side during Split status.

You need to execute [Server Initial Configuration] and [Managing PC Configuration] in [Chapter 4. System
Configuration]-[Remote Management Function] for this server.

Preparing an IP address to assign to the Upgrade Side

Prepare one IP address that meets the conditions below for Active Upgrade. You need this IP address to connect to the
Upgrade side with Ethernet PCI Adapter while split.

— Anetwork address that is the same as the one assigned to the Ethernet team

— An unassigned, unused IP address

For how to configure IP address, see “Setting the IP address for the Upgrade Side System.”
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Installing the Active Upgrade Software

IMPORTANT:

Your login account must be in the Administrator group to install the Active Upgrade Console.

To install the Active Upgrade Console, do the following:

1.

4,

5.

Insert the ftServer Active Upgrade Software CD-ROM into one of the CD/DVD drives. If the installation process
does not start automatically, do the following:

a.  Open My Computer.
b. Right-click on the appropriate CD/DVD icon, and click Explore in the shortcut menu.
c. Inthe CD/DVD file listing, double-click install.exe to start the installation utility.

The Active Upgrade Software Setup Wizard is displayed.

Click Next to view the end-user license agreement.

If you agree to the terms of the license, click the radio button for I accept the terms in License Agreement and
click Next.

Click Install to install the files.

Click Finish to close the wizard.

The setup process installs the Active Upgrade Console and associated files in C:\Program Files\ftsys\ActiveUpgrade. It
also creates Start menu items under ftsys and a shortcut on your desktop for the Active Upgrade Console.

TIPS:

Pre-Upgrade Tasks, page 5-81
Configuring the Active Upgrade Process, page 5-93




4-84

Configuring Windows Firewall for the Active Upgrade Process

The Active Upgrade Console requires network access to:
e  Communicate with system components and underlying services in the ft control Software.

e  Allow communication between the Production Side and the Upgrade Side while the system is split, so you can
perform upgrade tasks.

If you have enabled Windows Firewall to protect your system, it might prevent you from using some of the features of
Active Upgrade Console; therefore, you should enable the exception for the Active Upgrade Console in your Windows
Firewall settings.

Install the Active Upgrade software before configuring Windows Firewall. The installation process adds an entry for
the Active Upgrade Console to the list of Windows Firewall exceptions. This entry is disabled by default.

To configure Windows Firewall

1. Open the Windows Firewall control panel.

2. Click the Exceptions tab to display the list of exceptions (see below figure, “Windows Firewall Exceptions”).
3. Click the check box next to Active Upgrade Software to activate it.

4. Click OK to enable this exception and close the control panel.

Windows Firewall Exceptions
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TIPS:

Pre-Upgrade Tasks on page 5-81
Configuring the Active Upgrade Process on page 5-93

Gathering Information

Before you start configuring the Active Upgrade process on your system, considering the following questions:

Did you decide the IP address for the Active Upgrade?
This IP address should be the same network address that is allocated to Ethernet team and should be a new one.

After you complete this upgrade, will you ever want to run the same type of upgrade again? If so, plan to create a
configuration file with the details of your upgrade, so you can use it again at a later date.

Did your support provider give you a configuration file that you could use as a template for your specific system
and the type of upgrade you are performing? Or, do you have settings from other existing configuration files that
you want to incorporate into your current configuration? (If applicable, you might be able to use more than one
configuration file at a time by nesting them).

Which disks in your system contain the software you want to upgrade? Which disks cannot or should not be
upgraded given the prerequisites of the Active Upgrade process? You will need to select these disks before
splitting the system.

Which software installation utilities are you going to run during the Active Upgrade process? (If you are copying
these to the system from a network resource, you need to do so before initiating split mode.) Do any of these
installer programs require access to the network or data disks during the upgrade? (If so, you cannot use them with
Active Upgrade technology.)

How do you start and stop critical applications on the system you want to upgrade? Are the applications configured
as services in the Services snap-in to Microsoft Management Console? Or do you need to run custom actions
(executables such as .bat, .vbs, .exe) to start your applications, possibly in a particular order? You need to identify
these services and custom actions during configuration to allow the Active Upgrade Console to start and stop your
applications at the appropriate times during the upgrade process. See “Managing Critical Applications During the
Upgrade Process” on page 5-80 for more information.

Do you want to preserve Event Viewer log entries that are generated on the Production Side while the system is
running in split mode? These log entries are typically lost during the commit process, when the system
resynchronizes your RDR disks. If you want to save the files, you can configure the Active Upgrade Console to
copy them to a backup directory before it commits the upgrade. You can save the standard log files as well as any
custom log files you have opened in the Event Viewer.

When you finish answering these questions, you can use the worksheet on the next page to record your configuration
information.
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Active Upgrade Process Worksheet

Item

Value

IP address for Active Upgrade

Configuration files to use

Disks to upgrade

Disks that cannot be upgraded

Software installation utilities to run

Application services to start/stop

Custom actions to run

Log files to back up
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TIPS:

Pre-Upgrade Tasks, page 5-81

Software Upgrade Support, page 5-77

Prerequisites, page 5-78

Recommendations, page 5-79

Managing Critical Applications During the Upgrade Process, page 5-80
Configuring the Active Upgrade Process, page 5-93

Copying Software Installation Packages to the System

When the system runs in split mode, the Upgrade Side has no access to the network, external storage, or application
data disks; therefore, if you need to download or copy any High Priority updates (hotfixes), installation packages, or
disk images (for example, .msi files) to the system, put them on one of the disks you want to upgrade before you split
the system. You might want to do so even before you run the Active Upgrade Console.

Make note of the location of the installation packages so you can find them later.

IMPORTANT:

If your installation packages are on CD-ROM, no action is necessary. You can access the DVD-ROM drive on the
upgrade side while the system is in split mode.

TIPS:

Pre-Upgrade Tasks, page 5-81
Configuring the Active Upgrade Process, page 5-93
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Understanding the Active Upgrade Console Interface

The Active Upgrade Console window (see the figure below) is divided into four major parts: a title bar, a navigation bar,
a main window, and a status bar.

Active Upgrade Console
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Digk Selection

If this is your first time using the Active Uperade console, see the Help for information about Active Uperade concepts
and terminology, the types of software updates that the Active Uperade process supports, and the prerequisites for
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TIPS:

Starting and Exiting the Active Upgrade Console, page 5-
Pre-Upgrade Tasks, page 5-81
Configuring the Active Upgrade Process, page 5-93
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Title Bar

The title bar displays the name of the current page of the Active Upgrade Console.

The title bar also contains a Help button ( &#)), which you can click to display the Help topic associated with the
current page of the Active Upgrade Console.

(You can also access the Help from the Production Side or Upgrade Side by clicking Start, All Programs, ftSys, and
Active Upgrade Help to open the Help viewer.)

TIPS:

Starting and Exiting the Active Upgrade Console, page 5-
Understanding the Active Upgrade Console Interface, page 5-88
Pre-Upgrade Tasks, page 5-81

Configuring the Active Upgrade Process, page 5- 93

Navigation Bar

The navigation bar displays your current location in the Active Upgrade Console.

If you are creating or editing a configuration file, the navigation bar also allows you to skip between configuration
pages by clicking any item under the Configuration heading (see the figure below), or by clicking Active Upgrade to
start a readiness check.

Navigation Bar: Opening a Configuration Page

Configuration
Metwork Settings
Dizk Selection
Other Configurations
Application Services
Log File Backup
Cuztom Actions
Description r'._rl.'l

Uperade Summary

After you initiate an upgrade (by clicking Split on the Active Upgrade page), the navigation bar reverts to a static
mode, in which it only indicates where you are in the upgrade process and does not allow you to skip between pages.
You must follow the upgrade steps (split, merge, commit, and finish) in order to complete the upgrade process, or you
can abort the process altogether.
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The navigation bar contains the following entries:

Configuration — Allows you to create or select a configuration file to modify, or to start the upgrade process
with no configuration file.

Network Settings— Allows you to verify the system network configuration and to configure IP address of
the Upgrade Side. When you execute Active Upgrade for the first time, be sure to configure IP address of the
Upgrade Side.

Disk Selection — Allows you to select the disks that contain the software you want to upgrade.

Other Configurations — Allows you to select other configuration files that will be incorporated into the
current configuration.

Application Services — Allows you to select the application services that need to be stopped and restarted
during the upgrade process.

Log File Backup — Allows you to select the Event Log (.evt) files from the Production Side that the Active
Upgrade Console will preserve upon merging the system. (Otherwise, any event messages generated on the
Production Side while the system is in split mode are lost when you commit the upgrade).

Custom Actions — Allows you to specify executables that the Active Upgrade Console can use to stop and
start your applications (or to perform special tasks) during the upgrade process.

Description — Allows you to specify a title and comments for the current configuration file.

Upgrade Summary — Displays a summary of the current upgrade configuration, and allows you to save the
current configuration file.

Active Upgrade — Allows you to perform a readiness test and, if applicable, to split the system for an
upgrade.

Split System — Indicates that the system is entering split mode, and allows you to merge system resources
(or abort the upgrade) after you finish running installation packages.

Merge System — Indicates that the system is entering merge mode, and allows you to commit (or abort) the
upgrade after you have tested your changes.

Commit Upgrade — Indicates that the system is committing the upgrade, and allows you to finish the
process by cleaning up ft series system resources.

Abort Upgrade — Indicates that the upgrade process has been aborted, and allows you to finish the process
by cleaning up ft series system resources. (You can abort the upgrade process at any point prior to committing
the upgrade.)

Finish — Indicates that the upgrade process is complete and allows you to save a copy of the activity log to a
file, start another upgrade, or exit the Active Upgrade Console.

Link:
— Remote Desktop

Allows you to establish a Remote Desktop Connection session to the Upgrade Side while the system is
split to perform upgrade tasks.
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TIPS:

Starting and Exiting the Active Upgrade Console, page 5-106
Understanding the Active Upgrade Console Interface, page 5-88

Pre-Upgrade Tasks, page 5-81
Configuring the Active Upgrade Process, page 5-93

Main Window

The main window contains controls associated with the configuration and execution of the Active Upgrade process.

During the configuration phase, main window allows you to specify settings for your system (see the figure below),

which you can save to a configuration file.

Main Window: Configuring the Active Upgrade Process
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When you perform a readiness test and begin the upgrade process, the configuration settings in the main window are
replaced with an activity log (see the figure below) that allows you to track the progress and success of the Active

Upgrade process.
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Main Window: Activity Log
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For more information on viewing and interpreting items in the activity log, see “Viewing Active Upgrade Process
Status” on page 5-135.

TIPS:

Starting and Exiting the Active Upgrade Console, page 5-106
Understanding the Active Upgrade Console Interface, page 5-88
Pre-Upgrade Tasks, page 5-81

Configuring the Active Upgrade Process, page 5-93

Status Bar

The status bar (shown below), which is located at the bottom of the Active Upgrade Console window, reports a quick
summary of the status of the upgrade.

Status Bar
HotiConin Predustion Sics T @ Raaty @ Partrer: 05 Up ,,;l
I I | I I
1 2 3 4 5
1 Configuration file name 4 Operational State
2 Hardware State 5 Partner State
3 Upgrade State

For more information about interpreting items in the status bar, see “Viewing Active Upgrade Process Status” on page
5-135.

TIPS:

Starting and Exiting the Active Upgrade Console, page 5-106
Understanding the Active Upgrade Console Interface, page 5-88
Pre-Upgrade Tasks, page 5-81

Configuring the Active Upgrade Process, page 5-93
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Configuring the Active Upgrade Process

Configuring the Active Upgrade process involves the following tasks:
e  Creating and managing configuration files

e  Configuring the IP address for the Upgrade Side

e  Selecting disks to upgrade

e  Selecting other configuration files to include

e  Selecting application services to control

e  Selecting Event Viewer log files to back up

e  Configuring custom actions

e  Providing a description for a configuration file

e Displaying the upgrade summary

Creating and Managing Configuration Files
Configuration files allow you to save upgrade configurations that you can use immediately or in the future.

If you frequently perform upgrades your system, you can create a configuration file to preserve your settings so you can
perform similar upgrades as often as necessary. If applicable, you can create multiple configuration files, each with
different system settings to prepare the system for a particular type of system or application software upgrade.

In addition, you can call one or more existing configuration files from the configuration file you are currently editing,
so that the settings from the called files will also apply to the file you are editing. This is called nesting

The default location for Active Upgrade configuration files is \Program Files\ftsys\ActiveUpgrade\User Configurations,
but you can save a configuration file in any directory. If you specify a different directory when saving or opening files,

the Active Upgrade Console uses the same user-specified directory (on a per-user basis) the next time you open the file
browser.

IMPORTANT:

You can save a configuration file to any disk — system or data, internal or external. The Active Upgrade Console
automatically copies configuration files to a staging area before begininning the upgrade to ensure that they are
available throughtout the upgrade process.
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See TIPS for more information about working with configuration files.

TIPS:

Creating a Configuration File, page 5-94

Loading a Configuration File, page 5-95

Editing an Existing Configuration File, page 5-96

Performing an Upgrade with No Configuration File, page 5-96
Saving a Configuration File, page 5-97

Selecting Other Configurations to Include, page 5-99
Providing a Description for a Configuration File, page 5-109

Creating a Configuration File

Creating a configuration file allows you to generate a configuration file that you can save and use immediately or at a
later time.

To create a configuration file

1. On the Configuration page, click Create Configuration File.

2. In the Create Configuration File dialog box, specify a file name for the new file. (When you
save the file, a .config extension is automatically appended to the file name.)

3. Nextto Save in, select the directory in which to save the configuration file.

You can specify any directory on the system. The default location is \Program
Files\ftsys\ActiveUpgrade\User Configurations; however, if you choose a new configuration
directory, the Active Upgrade Console will use the new directory the next time you create or open
a file.

4. Click Save to start editing the configuration.

After you create a configuration file, the configuration process opens on the Disk Selection page.

TIPS:

Creating and Managing Configuration Files, page 5-93
Saving a Configuration File, page 5-97
Providing a Description for a Configuration File, page 5-109
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Loading a Configuration File

Loading a configuration file allows you to open an existing configuration file for use. After you load a configuration file,
you can view the Upgrade Summary, and, if applicable, proceed with the upgrade as configured, but you cannot
modify the configuration.

IMPORTANT:

To modify a configuration file, use the Edit Configuration File option.

To load a configuration file
1. On the Configuration page, click Load Configuration File.
2. Do one of the following to select the configuration file:

e Inthe Locate Configuration File dialog box, type the full path name and file name for the configuration file
next to Configuration File. (You must include the .Config file extension.)

e  Click Browse to locate the file using a file browser. (The browser displays only files with the .Config
extension.) Click the file in the file browser, then click Open to select the file.

3. Inthe Locate Configuration File dialog box, click Load to open the configuration file.
(You can also drag a configuration file onto the Configuration page of the Active Upgrade Console window to load it.)

When you load a configuration file, the file opens on the Upgrade Summary page.

TIPS:

Creating and Managing Configuration Files, page 5-93
Displaying the Upgrade Summary, page 5-110
Performing the Upgrade, page 5-111
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Editing an Existing Configuration File

Editing a configuration file allows you to open and edit a configuration file that you have previously saved. After you
edit the configuration file, you can view the Upgrade Summary, and, if applicable, proceed with the upgrade as
configured.

To edit a configuration file
1. Onthe Configuration page, click Edit Configuration File.
2. Do one of the following to open the file:

e Inthe Locate Configuration File dialog box, type the full path name and file name for the configuration file
next to Configuration File.

e  Click Browse to locate the file using a file browser. (The browser displays only files with the .Config
extension.) Click the file in the file browser, then click Open to select the file.

3. Inthe Locate Configuration File dialog box, click Load to open the configuration file.

When you edit a configuration file, the file opens on the Disk Selection page.

TIPS:

Creating and Managing Configuration Files, page 5-93
Saving a Configuration File, page 5-97

Selecting the Disk to Upgrade, page 5-118

Displaying the Upgrade Summary, page 5-110

Performing an Upgrade with No Configuration File

If the upgrade you want to perform does not require any special settings, you can proceed without a configuration file.

IMPORTANT:

When you execute the Active Upgrade for the first time, you need to use the configuration file to update. You can
upgrade without the configuration file only when you have executed the Active Upgrade with the configuration file
before.

For example, if you have only one system disk, and you just want to split the system briefly to test how a hotfix would
affect the operating system without committing the changes, you might not need a configuration file.

To proceed without a configuration file, click No Configuration File on the Configuration page. The Active Upgrade
Console immediately displays the Active Upgrade page and runs a readiness check. If your system meets the
prerequisites for the Active Upgrade process, you can split the system at this time.

TIPS:

Creating and Managing Configuration Files, page 5-93
Performing the Upgrade, page 5-111
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Saving a Configuration File

The Active Upgrade Console automatically prompts you to save your configuration file if you leave the Configuration
section of the application, or exit the application. (To save the configuration file, click Yes, otherwise click No or
Cancel.)

You can also optionally click Save or Save As on the Upgrade Summary page, as described in the following
procedure.

To save the current configuration file

1. Click Upgrade Summary in the navigation bar.
2. Onthe Upgrade Summary page, do one of the following:
e Click Save to save the configuration file with the name and path name you previously specified. Your file is
saved.
e Click Save As to save the configuration file with a new file name or path name.
Continue to step 3.
3. Inthe Save Configuration File dialog box, specify a name for the new file. (When you save the file, a .Config
extension is automatically appended to the file name.)
4. Nextto Save in, select the directory in which to save the configuration file.
5. Click Save to save the file. Your file is saved.
TIPS:

Creating and Managing Configuration Files, page 5-93
Displaying the Upgrade Summary, page 5-110
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System IP Configuration on the Upgrade Side

Use [Network Settings] screen to allocate the IP address for the Upgrade Side’s system with Split status. Verify the
configuration by checking the Ethernet team configuration, status and the allocated IP address that appear on [Network
Settings] screen. In [Upgrade-side IP address] field, allocate the IP address to the Upgrade Side.

IMPORTANT:

e  Team adapter name or network adapter name may not be displayed appropriately in [Name] row or [Network
Settings] screen. This has no effect on the Active Upgrade’s operation.

e Available IP address for the Upgrade side system is as follows:

— IP address that belongs to the same network address as the one allocated to the Ethernet team.
— An unused IP address.

Selecting Disks to Upgrade

Use the Disk Selection page to select the disks that contain the software you want to upgrade with the Active Upgrade
process. By marking these disks in your upgrade configuration, you ensure that they will be available to the Upgrade
Side of the system when the system is in split mode.

When you open the Disk Selection page, the Active Upgrade Console scans for and displays the disks in your system.
Only internal disks mirrored with RDR are displayed, as these are the only disks that can be configured.

You can mark each disk as a system disk or a data disk:

System Disk

A disk that contains the system or application software you want to upgrade. Only disks marked as System will be
available to the Upgrade Side while the system is split.

The Active Upgrade Console automatically marks some disks as system disks. These mandatory system disks
contain either boot files or paging files (virtual memory files) that are currently in use by the running operating
system. You cannot change a mandatory system disk to a data disk.

IMPORTANT:

You cannot use a system disk for storing persistent data (for example, database files) related to your critical
applications. Any new data written to the original system disk by the Production Side while the system is in split
mode is overwritten when you commit the upgrade. (See the “Overview” for information about the steps of the
Active Upgrade process.)

Data Disk

A disk that contains persistent data for your critical applications. Any disk marked as Data will be available only
to the Production Side while the system is split. You cannot upgrade software on a data disk.

IMPORTANT:

All external storage devices are automatically considered data disks.

(See the prerequisites for the Active Upgrade process for additional restrictions.)

Volumes on the Disk Selection page are color-coded as described in the below table.
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Hard Disk Color Coding

Color Description

Black Unassigned disk space

Blue Data disk

Light Green System disk

Dark Green Mandatory system disk

Red Disk is currently simplexed because it is being resynchronized with RDR

For more information about any volume, move your cursor over the volume to display ToolTip help.

To select system and data disks

e  For any disk you want to mark as a system disk, click the System radio button.
(This automatically marks any volume that the disk contains as a system volume.)

e  For any disk you want to mark as a data disk, click the Data radio button.

IMPORTANT:

Volumes can span multiple physical disks, and physical disks can contain multiple volumes. If a volume spans two
or more disks, and you mark one of the disks that contains that volume as a system disk, any disk that contains a
part of that volume automatically becomes a system disk.

When you are finished selecting disks, you can click Next to proceed with the next configuration step.

TIPS:

Prerequisites, page 5-78
Displaying the Upgrade Summary, page 5-110

Selecting Other Configurations to Include

Use the Other Configurations page to optionally call one or more existing configuration files into the configuration
file you are currently editing, so that the settings from the called files will also apply to the file you are editing. This is
known as nesting files, or creating nest files.

The configuration files that you call into the current configuration file are child configurations, and the file from which
you call the child configurations is the parent configuration.

Potential uses for the nest files include:

e  Your support provider creates a configuration file that you can call into an existing configuration file for your
system.

e  You create separate configuration files, each for upgrading a different application, which you can enable or disable
as necessary in your parent configuration.

e  You create a configuration file for an application that runs on several of your systems and call that file into a
parent configuration file that is specific to each system.
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The following restrictions apply to the nest files:

Child configuration files must be located in the same directory as the call target files.
When you select configuration files in the Active Upgrade Console, only the files in
the current working directory are displayed.

If a call-target configuration files have more than one child configuration files, they also become a part of your
configuration.

If a setting in a child configuration conflicts with a setting in the parent configuration,
the Active Upgrade Console uses the setting in the parent configuration; the parent configuration always ignores
disk selections from child configurations.

If you call a configuration created on a different system, configuration items (such as application services and
custom actions) must be present and applicable on the current system;
otherwise, the parent configuration will fail the readiness check.

To call a child configuration file into the current file

3.

On the Other Configurations page, select the check box next to the configuration file(s) you want to call into the
current file.

In the file window, verify that you have selected the correct configuration files. Also, if any of the files contain
additional child configurations, ensure that you are including only the configurations that apply to the current
parent file.

When you are finished editing the current configuration, save the configuration file.

To remove a child configuration file from the current configuration, clear the check box next to that configuration file.
(If you need to remove a child configuration from another configuration file, you must edit that configuration file
separately.)

When you have finished specifying child configuration files, you can click Next to proceed with the next configuration

step.

TIPS:

Creating and Managing Configuration Files, page 5-93
Saving a Configuration File, page 5-97
Displaying the Upgrade Summary, page 5-110
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Selecting Application Services to Control

Use the Application Services page to select the critical application services you want the Active Upgrade Console to
automatically stop and restart during the upgrade process.

If you select a service on the Application Services page, the Active Upgrade Console controls the service as follows:

e  When the system is split, the console stops the service on the Upgrade Side, saves its current StartupType, and
changes the Startup Type to Disabled. This helps to prevent application errors associated with the Upgrade
Side losing access to data disks and the network while the system is split.

e When the system is merged, the console stops the service on the Production Side, restores the previous Startup
Type for the service on the Upgrade Side, and starts the service on the Upgrade Side. This ensures continuous
availability of the service, enables comprehensive testing on the Upgrade Side, and prevents any conflicts
associated with two instances of a service running at the same time.

When an upgrade is aborted, and if the system is in merge mode, the console shuts down
the Upgrade Side to stop the service automatically. The console automatically restarts the Production Side based on its
default Startup Type. This restores the system to its previous, fault-tolerant state.

IMPORTANT:

1. Standard operating system services do not require control during the Active Upgrade process.
Select only services that are related to your critical applications (such as Exchange, SQL and 11S).

2. The Active Upgrade Consol never changes the default Startup Type for a service on
the Production Side. Maintaining the default Startup Type on the Production Side ensures that a service will
always be able to restart on the Production Side if the upgrade process is aborted or failed.

Selection of Application Services

Check Box State Description

Cleared Not selected.

Checked Selected in the current configuration file.

Checked Selected in a child configuration file. If applicable, you can click the check
(Gray) box to explicitly select the service in the current configuration file, but you

cannot deselect it without editing the child configuration.

To select a service for the Active Upgrade Console to control

1. Onthe Application Services page, find a service you want to stop and start.

2. Click the check box to the left of the service name.

3. Repeat these steps for each service you want to stop and restart.

To deselect a service, clear the check box to the left of the service name.

(By default, the services on the Application Services page are listed alphabetically. If you prefer to sort them by other
criteria, click on one of the column headings. For example, if you want to group services by those you have selected and

not selected, click the heading above the check boxes.)

When you have finished selecting services to control, or if you have no services to control, you can click Next to
proceed with the next configuration step.
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TIPS:

Configuring Custom Actions, page 5-103
Managing Critical Applications During the Upgrade Process, page 5-80
Displaying the Upgrade Summary, page 5-110

Selecting Event Viewer Log Files to Back Up

Use the Log File Backup page to optionally preserve Windows Event Viewer log files from the Production Side of
your system during the Active Upgrade process.

When you commit an upgrade, the system reestablishes the RDR mirrors of any system disks by overwriting the
Production Side disks (which contain the old version of your software) with the newer Upgrade Side disks (which
contain your newly-upgraded software). Because the event log files on the Production Side are lost during this process,
you might want to preserve them for future reference. These log files will contain the only record of log messages your
live applications generated while the system was split.

The Log File Backup page allows you to select from all event logs available in the Windows Event Viewer, including
user-created logs.

IMPORTANT:

For information about creating a Custom Action that preserves other files from the Production Side system disk, see
“Configuring Custom Actions” on page 5-103.

Saving Event Viewer log files

1. Specify a directory in which to save the files by doing one of the following:

. In the Staging Directory dialog box, type the full path name of the directory.

e  Click Browse to locate a folder using the Browse for Folder dialog box.
Click a folder and click OK to select it.

IMPORTANT:

1. You must save the files to a disk that is available to the Production Side while the system is split — either a
data disk or an external disk. Do not save the files to a system disk or network disk.

2. There is no default directory. You must specify a directory, otherwise, the Active Upgrade Console displays a
warning message.

2. For each log you want to save, click the log name to highlight it, then click the check box to the left of the log
name to preserve the file.

When you have finished selecting Event Viewer log files to preserve, you can click Next to proceed with the next
configuration step.

TIPS:

Configuring Custom Actions, page 5-103
Displaying the Upgrade Summary, page 5-110
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Configuring Custom Actions

Use the Custom Actions page to customize the way that the Active Upgrade process will run in your environment. You
can create custom actions to perform the following types of tasks:

Specify how a critical application is stopped and started during the Active Upgrade process.

For example if you use special executables to start and stop your applications, you can use
the controls on Custom Actions page to specify when these executables will run during
the upgrade process; if you have several executables, you can specify the order to run.

Check if a certain condition exists before starting the upgrade process.

For example, you can write a program to verify that a critical backup has completed on the following; if the
critical backup has completed; if the system load on the system is acceptable, or if it is a certain time of a day
before starting the upgrade process.

Backup files during the upgrade process.

Any files that are modified on the Production Side system disks while the system is in split mode are lost during
the commit process, when the RDR mirrors are resynchronized. If applicable, you can write a program to save
copies of important files before you commit an upgrade. For example, you can save a copy of an
application-specific log file that does not appear in the system Event Viewer. (For information about saving Event
Viewer logs, see “Selecting Event Viewer Log Files to Back Up” on page 5-102.)

By default, the Custom Actions page supports executables that are batch files (.bat) or application files (.exe). If you
want to use a Visual Basic script (.vbs), see “Programming Notes for Custom Actions” on page 5-105 for special
instructions.

IMPORTANT:

1.

Custom actions run consecutively when called. If one action fails to terminate, it might prevent the next action
from executing, and, ultimately, prevent the upgrade process from continuing. When you specify an executable for
a custom action, verify that it runs successfully outside of the Active Upgrade process, and ensure that it completes
in a timely manner.

Executables for custom actions must be located on a system disk. If an executable is located on an external or
network disk, the Upgrade Side will lose access to the executable while the system is in split mode.

For information about writing your own programs for custom actions, see “Programming Notes for Custom
Actions” on page 5-105.
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To configure a custom action

1.  On the Custom Actions page, do one of the following:

e Nextto File, type the full path name and file name of the executable you want to run.
The file must already exist on the system.

Example: C:\bin\mybatchfile.bat

e  Click Browse to locate the executable using a file browser. Click the file name in
the file browser, and click Open to select the file.

2. Next to Arguments, type any arguments that you need to run with your executable.

No arguments are required; however, see “Programming Notes for Custom Actions” on page 5-105 for information
about passing optional Active Upgrade environment variables to your executable.

3. Inthe drop-down list for Control type, select the option that best describes when the Active Upgrade Console will
execute your custom action, as discussed in the below table.

Control Types for Custom Actions

Control Type Purpose

Start Application Executes the custom action whenever the Active Upgrade Console needs
to start applications. For example, the console needs to restart
applications on the Upgrade Side when you merge the system.

Stop Application Executes the custom action whenever the Active Upgrade Console needs
to stop applications. For example, the console needs to stop applications
on the Upgrade Side when you split the system. It also stops applications
on the Production Side when you merge the system.

Readiness Check Executes the custom action once during the readiness check, before you
initiate the Active Upgrade process. This control type allows you to build
your own verifications into the readiness check.

Advanced Executes the custom action during every step of the Active Upgrade
process, including interim steps such as PrepareSplit and PrepareMerge,
which occur prior to the Split and Merge operations.

This control type allows you to have more precise control over a custom
action. Your executable will run each time the Active Upgrade process
switches states, but you can write a program with conditional statements
based on Active Upgrade environment variables to specify exactly when
and where particular tasks should be executed. For example, you can
write a conditional statement that will trigger only on the Upgrade Side if
the system is in merge mode.

If you have more than one custom action, the Advanced control type also
allows you to control the order in which the custom actions are executed
(step 4).

Backup Executes the custom action when the system is merged, allowing you to
back up files that were modified on the Production Side system disk while
the system was in split mode (before these files are lost during the commit
process).




4-105

4. If you selected the Advanced control type, optionally select an item from the Timing drop-down list which best
describes the order in which you want this custom action to run with your other custom actions. The below table,
“Timing for the Advanced Control Type”, describes the timing options. If the timing does not matter, keep the
Default setting.

IMPORTANT:

The Timing will not affect the order in which custom actions run with other Active Upgrade tasks. Use this option only
if you want to ensure that one custom action runs before or after another custom action.

Timing for the Advanced Control Type

Timing Purpose
Default Executes the custom action in the default, consecutive order.
Before Executes the custom action early in the list of custom actions, before items

marked as Default or After.

After Executes the custom action late in the list of custom actions, after items
marked as Before or Default.

Your custom actions will run consecutively according to their timing options. Subsequent custom actions will not start
until the current custom action terminates.

5. Click Add to accept the custom action. (If the Add button is inactive, ensure that you typed the File path name and
executable name correctly. The executable file must exist to be added.)

You can view the custom actions you have created at the bottom of the Custom Actions page. If you want to remove a
custom action from the list, select it and click Remove.

When you have finished specifying custom actions to run, or if you have no custom actions to specify, you can click
Next to proceed with the next configuration step.

TIPS:

Programming Notes for Custom Actions, page 5-105

Selecting Application Services to Control, page 5-101

Managing Critical Applications During the Upgrade Process, page 5-80
Displaying the Upgrade Summary, page 5-110

Programming Notes for Custom Actions

The following topics describe some of the features available for programming and monitoring custom actions:
e  “Starting and stopping applications” on this page

e  “Using Active Upgrade Environment Variables” on page 5-106 “Generating Exit Values” on page 5-107
e  “Viewing Standard Output and Error Stream” on page 5-107

e  “Executing Visual Basic Scripts” on page 5-108
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Starting and stopping applications

If you write a program to control a critical application during the upgrade process, ensure that your program not only
stops and starts the application at the appropriate times, but also disables and enables the default startup mechanism for
the application (for example, the default Startup Type setting in the Services Control Manager or a startup item in the
system registry). If you do not disable the default startup type for an application, it might interfere with or override your
custom action.

See “Selecting Application Services to Control” on page 5-101 for information about how the Active Upgrade Console
changes the Startup Type for application services.

TIPS:

Programming Notes for Custom Actions, page 5-105
Configuring Custom Actions, page 5-103

Using Active Upgrade Environment Variables

You can optionally use the environment variables specified in the below table in any executable that you write for a
custom action. These environment variables are useful if you want to write a conditional statement in your executable
that, for example, runs only on a particular side of the system or only during a particular stage of the Active Upgrade
process.

Environment Variables for Custom Actions

Environment Variable Description

ACTIVE_UPGRADE_SIDE Describes the side of the system on which the program is running.

Values: Production, Upgrade

ACTIVE_UPGRADE_STATE Describes the current upgrade state.

Values: Idle, PrepareSplit, Split, PrepareMerge, Merge, Commit, Abort

ACTIVE_UPGRADE_REQUEST Describes the next upgrade task that the Active Upgrade Console will
execute.

Values: Idle, CheckReadiness, PrepareSplit, ExecuteSplit,
PrepareMerge, ExecuteMerge, Commit, Abort, Start, Stop, Backup

ACTIVE_UPGRADE_HW_SPLIT Describes whether or not the ft series system is running in split mode.

Values: Yes, No

If you want these environment variables to be available to your executables, you must pass the variables to each
executable in which you will use them.

For example, to pass only the ACTIVE_UPGRADE_SIDE variable to an executable, append the following string to the
Arguments for the custom action on the Custom Actions page:

$ACTIVE_UPGRADE_SIDE%

To pass multiple variables, add a space between each variable, as follows:
$ACTIVE_UPGRADE_SIDE% %ACTIVE_UPGRADE_REQUESTS%
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TIPS:

Active Upgrade State Model, page 5-75
Programming Notes for Custom Actions, page 5-105
Configuring Custom Actions, page 5-103

Generating Exit Values

An exit value of 0 indicates that the executable exited normally.

Any other exit value indicates that there was an error, which will prevent the Active Upgrade process from continuing
with the current upgrade request. If this happens, you must correct the problem and click Retry in the Active Upgrade
Console to retry the current upgrade request (which also runs the custom action again). The Active Upgrade process
will not continue until the executable for your custom action runs successfully.

TIPS:

Programming Notes for Custom Actions, page 5-105
Configuring Custom Actions, page 5-103

Viewing Standard Output and Error Stream

After your program executes, you can view standard output and error output from the program in the Active Upgrade
Console, as follows:

1. Inthe activity log, expand an Execute custom actions node.

(There can be more than one Execute custom actions node, depending on the types of custom actions you have
created. Find the node for the upgrade stage in which your custom action was set to run.)

2. Double-click a specific custom action to display more information about it.

3. In the detail window, view the output for your program under Status. If necessary, scroll down in the Status box to
see the full output. Or move your cursor over the Status box to view the output as ToolTip help.

If you save the activity log to a file, you can also view the output in that file. See “Saving the Activity Log to a File” on
page 5-141 for more information.

TIPS:

Programming Notes for Custom Actions, page 5-105
Configuring Custom Actions, page 5-103
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Executing Visual Basic Scripts

By default, the File field on the Custom Actions page accepts only batch files (.bat) and application files (.exe). If you
want to use a Visual Basic script (.vbs) on the Custom Actions page, you need to specify the command-line based
script host (cscript.exe) in which the executable will run.

When performing the procedure in “Configuring Custom Actions” on page 5-103, do the following:

Next to File, type:
%SystemRoot%\system32\cscript.exe

(%SystemRoot% is an environment variable that automatically inserts your system root directory, typically
C:\WINDOWS.)

Next to Arguments, type the full path name and file name of the executable. For instance:
C:\bin\myvbscript.vbs

If applicable, you can type additional arguments that are specific to your script file or options that are specific to the
cscript session.

For example, you might want to specify the //T option for the cscript session to control the maximum amount of time
your executable is allowed to run:

C:\bin\myvbscript.vbs //T:30

The preceding example would terminate the executable and cscript session after 30 seconds. Setting this type of time
limit is a useful way of ensuring that your executable will not delay the upgrade process.

For more information about the cscript command, open a Command Prompt session and enter cscript /?

TIPS:

Programming Notes for Custom Actions, page 5-105
Configuring Custom Actions, page 5-103
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Providing a Description for a Configuration File

Use the Description page to specify a title and comments for your configuration file.

These items appear on the Other Configurations page, the Upgrade Summary page, and in the Locate
Configuration File dialog box when you are selecting a configuration file to load or edit.

Type a brief summary next to Title, and type additional details next to Comments.

For Comments, you might want to include information such as:

Purpose of the configuration file (type of upgrade)

System(s) to which the file applies

Special setting required before using the file for an upgrade

Your name and contact information (or the contact information on your support provider)

Date you created or updated the file

When you have finished providing a description for the configuration file, you can click Next to proceed with the next
configuration step.

TIPS:

Creating and Managing Configuration Files, page 5-93
Saving a Configuration File, page 5-97
Displaying the Upgrade Summary, page 5-110
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Displaying the Upgrade Summary

When you finish creating a new configuration file, or when you load or edit an existing configuration file, you can
display a summary of the upgrade configuration that the file contains.

To display the upgrade summary, click Upgrade Summary in the navigation bar of the Active Upgrade Console. The
summary window displays information including:

e  Configuration file name, title and description

e  The IP address to add to the upgrading system

e  Disks you selected for the upgrade

e  Other configuration files called by the current file

e  Application services to launch and exit

e  Custom actions to run

e  Event Viewer log files to back up

If applicable, you can also save the current configuration file from the Upgrade Summary page.

When you are finished viewing the Upgrade Summary, and, if necessary, saving the configuration file, you can click
Next to proceed with the Active Upgrade process.

If you have changed your configuration file since you last saved it, the Active Upgrade Console displays a message
indicating that you should save the file. To save the file, click Yes, otherwise click No or Cancel.

In the next step, the Active Upgrade Console runs a readiness check to verify that your system meets the prerequisites
for an online upgrade. If necessary, you can abort the process before you split the system (or at any point up until you
commit the upgrade).

TIPS:

Saving a Configuration File, page 5-97
Performing a Readiness Check, page 5-111
Aborting the Upgrade, page 5-133
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Performing the Upgrade

Performing the Active Upgrade process can involve the following tasks:

Performing a readiness check

e  Splitting the system

° Merging the system

e  Committing the upgrade

e  Aborting the upgrade (if necessary)
e  Finishing the upgrade

e  Viewing the Active Upgrade process status

Performing a Readiness Check

Before you can initiate split mode on a system, the system must pass a readiness check. The readiness check verifies
that your system meets the prerequisites for the Active Upgrade process. For example, the readiness check ensures that:

e  The system is currently running in the duplex mode.
e  The disks you selected as the system disks are present and are mirrored with RDR.

e  The embedded Ethernet PCI adapters in your system are configured to Ethernet teams, and each team contains at
least one adapter from each physical enclosure.

e  The IP address configured to the system of the Upgrade Side must be an unused one, and
this IP address is the same network address as the one Ethernet team.

e  The application services you specified for control are currently running, and can be exited when necessary.

e  The executables for any custom action are present on the system and are ready to run.
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To perform a readiness test, choose to do one of the following:
e  Click Next on the Upgrade Summary page (if you are using a configuration file).

e  Click Active Upgrade on the navigation bar (the readiness test starts automatically if you have recently
opened or changed your configuration).

e  Click Retry on the Active Upgrade page.
e  Click No Configuration File on the Configuration page.

The activity log reports the overall results of the readiness check as well as the results for each individual test. The
below list describes the general meaning of the activity log entries.

Activity Log Entries

Icon Text Color | Severity Description
o Green Success Task completed without error
E Black Pending Task is in progress
@ Black Information Task information, no action necessary
_,.i-..' Black Warning A problem that should be addressed, but will not block an upgrade
Q Red Error A problem that must be corrected before continuing with upgrade

The status bar at the bottom of the window will indicate one of the following states for the current operation:

2 Busy
A readiness check is in progress. Allow time for the task to complete.
- O Ready

The system meets the prerequisites for the Active Upgrade process. You can proceed with the upgrade process by
splitting the system.
* '(3 Broken

One or more components in the system does not meet the prerequisites for the Active Upgrade process. You must
resolve the problem before you can continue with the upgrade.
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(For more information about interpreting Active Upgrade status, see “Viewing Active Upgrade Process Status™ on page
5-135.)

If the check is successful, you can click Split to proceed with splitting the system. See “Splitting the System.”

If one of the readiness tests fails, you must resolve the problem, then click Retry to run the readiness test again. When
the problem is resolved, you can click Split to proceed with splitting the system.

TIPS:

Prerequisites, page 5-78

Splitting the System, page 5-136

Viewing Active Upgrade Process Status, page 5-135
Saving the Activity Log to a File, page 5-141
Aborting the Upgrade, page 5-133

Troubleshooting, page 5-141




4-114

Splitting the System

Splitting a Fault Tolerant Server series system divides it into two independently-functioning systems: the Production
Side, which continues to run your applications, and the Upgrade Side, which you can safely upgrade.

Splitting the system:
e  Disables RDR mirroring between the internal disks in each CPU/IO module enclosure

e  Detach the Upgrade Side from system resources such as the network, any user-specific application data disks, and
any external PCI resources (such as an external storage).

e  Disables any user-specified applications and services on the Upgrade Side so they cannot restart if you restart the
operating system on the Upgrade Side.

e Queues any ActiveService Network alerts generated on the Upgrade Side until the system is merged.

You can split a system only if it meets the prerequisites for the Active Upgrade process and has passed the readiness
check.

IMPORTANT:

1. When in split mode, the Upgrade Side has no access to the network; the Upgrade Side can only access to the
Production Side. If you need a network resource to obtain any software installation packages you intend to
run, transfer the software to the system before you initiate split mode. Furthermore, put the software on one
of the system disks, as these are the only disks you can access on the Upgrade Side while the system is in split
mode.

2. Split the system only when you are sitting at the console for your Fault Tolerant Server series system. The
Active Upgrade Console is not supported over remote connections.

CAUTION:

Do not perform any hardware maintenance, including the removal of either CPU/IO module, after you have
initiated the Active Upgrade process (by clicking Split).
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To split the system

1. Ensure that you have addressed any critical errors or warnings that were indicated by the readiness check.
2. Exit any non-essential applications.

3. Click Split on the Active Upgrade page.

When the system successfully enters split mode:

«  Active Upgrade Console continues to run on the Production Side of the system.

. The Active Upgrade Console switches to the Split System page.

. The upgrade state, reported in the status bar, is Production Side\Split\Ready, indicating that the system is
currently split and ready to be merged after your software installation.

IMPORTANT:

Do not select [Abort] to interrupt the Active Upgrade process. The interruption could fail and the duplex may not
complete. If the interruption failed, restart the OS to finish the interruption normally according to the following
procedures; it enables to duplex the system.

(1) Select the Upgrade Side’s PCI module on the ft Server Utility.

(2) Verify if [Status] of the Upgrade Side’s PCI module is [Terminate].

(3) Select [Boot] to start the Upgrade Side’s PCI module.

(4) Select [Retry] on the Active Upgrade console to finish the interruption process.

Splitting the system should take only a few minutes. The process will time out if it takes longer than 5 minutes.

IMPORTANT:

1. Throughout the upgrade process, icons will appear and disappear in the system tray as PCI devices, such as
Ethernet PCI adapters, are reconfigured or disabled for the current upgrade operation. This is normal. Do not
attempt to enable or reconfigure any of these PCI devices while the upgrade session is in progress.

2. If your system is running EMC® PowerPath® software for an external storage system, you might experience
a brief delay (10-15 seconds) when the system splits, as PowerPath reroutes storage operations through the
Production Side.

3. If the Firewall setting is not appropriate, the split process could fail. If this occurs, select [Abort] to terminate
Active Update. After the Active Upgrade is finished, automatic duplex processing is executed. When this
duplex processing is completed, execute the Active Upgrade again.
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If the split process fails the first time, you can click Retry to try again. If the problem persists, you can click Abort to
abort the upgrade process, or see “Troubleshooting” for information about resolving the problem.

When the system is split, you can:

. Manage upgrade tasks on the Upgrade Side.

. Manage your applications on the Production Side.

o  Verify the Upgrade Side before merging the system.

To perform upgrade tasks, you must establish a remote connection to the Upgrade Side, as explained in “Managing
Upgrade Tasks on the Upgrade Side” on page 5-116.

TIPS:

After you establish a connection to the Upgrade Side, you can optionally check the status of your application services
on the Upgrade Side, to verify that they have been stopped by the Active Upgrade Console. Refer to “Verifying the
Status of Application Services” on page 5-141.

TIPS:

Managing Upgrade Tasks on the Upgrade Side, page 5-116
Managing Your Applications on the Productions Side, this page
Verifying the Upgrade Side Before Merging the System, page 5-127
Merging the System, page 5-128

Viewing Active Upgrade Process Status, page 5-135

Aborting the Upgrade, page 5-133

Troubleshooting, page 5-141

Managing Upgrade Tasks on the Upgrade Side

While the system is in split mode, you can perform any of the following upgrade tasks on the Upgrade Side:

e Run software installers and updaters (see “Running Software Installers” on page 5-121, and
“Software Upgrade Support” on page 5-77 for restrictions).

e  Restart the operating system, if necessary (see “Restarting the Upgrade Side” on page 5-124).

e  Perform limited testing of the installed updates (see “Verifying the Upgrade Side Before Merging the System” on
page 5-127

If necessary, you can also completely abort the upgrade process from the Active Upgrade Console on the Production
Side.
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Because the Active Upgrade Console itself runs on the Production Side of the system, you need to establish a remote
connection to the desktop on the Upgrade Side before you can complete any of these upgrade tasks, as explained in
“Connecting to the Desktop on the Upgrade Side” on page 5-117.

TIPS:

Connecting to the Desktop on the Upgrade Side, page 5-117
Running Software Installers, page 5-121

Restarting the Upgrade Side, page 5-124

Viewing Active Upgrade Process Status, page 5-135
Merging the System, page 5-128

Aborting the Upgrade, page 5-133

Troubleshooting, page 5-141

Connecting to the Desktop on the Upgrade Side

While the system is in split mode, the Active Upgrade Console runs on the Production Side of the system. To perform
upgrade tasks, you must establish a remote connection to the Upgrade Side.

You can access the Upgrade Side using one of two methods:

m  Remote KVM
Allows you to transfer the Upgrade Side’s console to the Prodction Side’s browser with BMC remote KVM
console. Allows you the complete access from the Production Side to the Upgrade Side using the video, keyboard
and mouse.

m  Remote Desktop

Allows you to control the keyboard, video and mouse of the Upgrade Side through the Windows Remote Desktop
component. You might prefer this option if you are more familiar with it, or if it runs faster in your environment.

To use either connection method, click on the associated link in TIPS below.

TIPS:

Connecting to the Upgrade Side with Remote K\VM on page 5-118
Connecting to the Upgrade Side with Remote Desktop on page 5-120
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IMPORTANT:

- Before connecting to the Upgrade Side from the Production Side by using Remote Desktop or Remote KVM, you
need to complete the Split operation appropriately and check no error is output on the activity log. If Remote
Desktop or Remote KVVM is used during the Split operation, the connection may fail. If this occurs, retry the
connection after the Split.

- Active Upgrade Console that appears on the Upgrade Side is just for monitoring the status such as [Remote
Activity Log] under [Active Upgrade Operation Check] — [Activity Log] in many cases. However, the Active
Upgrade Console looks like the console of the Production Side in some cases. In such a case, you need to care
following issues.

- Never select any buttons (such as [Abort] or [Merge]) or any links (such as [Remote Desktop]) on the Active
Upgrade Console of the Upgrade Side when in split mode. If you inappropriately select any of them, you may face
an error or will not be able to refer to the data drive after the merge is completed. When this kind of trouble occurs,
you need to take following procedures.

- When operation is unavailable because of the error, execute the same operation again from the Active Upgrade
Console of the Production Side.

- When the data drive cannot be referred to the merge status, select [Retry] button and execute merge operation again.
If you can't refer data drive after retrying the merge, select [Abort] button to exit the Active Upgrade, then again
execute the Active Upgrade.

Connecting to the Upgrade Side with Remote KVM allows you to control the keyboard, video, and mouse of the
Upgrade Side using the BMC remote console feature.

To initiate a Remote KVM session with the Upgrade Side

IMPORTANT:

When you use Remote KVM session, you need to prepare the setting of the Remote KVM before starting the Active
Upgrade. Refer to [Chapter 4 System Configuration] — [Remote Management Function] for the Remote KVVM settings.

1. Access the following URL with the web browser on the Production Side:
http://BMC_HostPort/index.htm

TIPS:

“BMC_Host Port” consists of the IP address allocated to the LAN port of the Upgrade Side module that include “:”
(colon) and the http port number on the back of the IP. When the http number is 80
(default), you can omit the port number.

2. If the browser displays a warning indicating that the Web site is being blocked, click Add to display the Trusted
Sites dialog box. Click Add to add the site to your Trusted Sites zone, then click Close to dismiss the dialog box.

3. If the browser displays additional warning messages about running Web-based content, click Close or OK to
dismiss these messages.

After you initiate the remote session, see TIPS for more information about what you can do on the Upgrade Side and
how you can merge the system after you have finished performing upgrade tasks.


http://bmc_hostport/index.htm
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To terminate a Remote KVM session with the Upgrade Side

1. Verify that the install processing is completed as well as the install program is all finished.
2. Select [X]on the upper right-hand side of the Remote KVVM consol to close the window.
3. Select File menu on the upper left-hand side, choose Finish to log out from the main window.

4. Close the browser window with login page.

TIPS:

Terminating the Remote KVVM is not mandatory. You can merge the system while maintaining the Remote KVM
connection.

TIPS:

Connecting to the Upgrade Side with Remote Desktop, page 5-120
Running Software Installers, page 5-121

Restarting the Upgrade Side, page 5-124

Viewing Active Upgrade Process Status, page 5-135

Merging the System, page 5-128

Aborting the Upgrade, page 5-133

Troubleshooting, page 5-141
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Connecting to the Upgrade Side with Remote Desktop

Remote Desktop allows you to control the keyboard, video and mouse of the Upgrade Side through the Windows
Remote Desktop component.

To establish a Remote Desktop Connection to the Upgrade Side

Links
1. Click Remote Desktop in the navigation bar of the Active Upgrade Console on the Femote Desktop
Production Side. The system opens a Remote Desktop Connection window.
Bazic.Config

2. When the window displays the login screen for the remote system, enter your
administrative username and password and click OK. The Upgrade Side desktop is displayed.

For more information on what you can do, such as on the Upgrade Side after establishing the remote connection, and
how to merge the system after completing the upgrade process, each connection, see TIPS below

TIPS:

If you want to refer to the Active Upgrade Help file while you are using the Upgrade Side desktop, click Start on
the Upgrade Side desktop, then click All Programs, ftSys, and Active Upgrade Help to open the Help viewer.

If you maximize the Remote Desktop connection window, its title bar (which displays the IP address of the Upgrade
Side as well as minimize, maximize and exit buttons), might disappear from view (autohide). Only the Upgrade Side
desktop will be displayed, as if it is your local desktop. If you want to redisplay the title bar to access its controls, push
the mouse pointer to the top of the screen.

TIPS:

The Remote Desktop title bar is a helpful reminder that you are using the Upgrade Side desktop. If you have
maximized the window for Remote Desktop and you want the title bar to be displayed for the duration of your
connection, click the pin button (pushpin) on the left side of the title bar. (The pin button is displayed only when
the window is maximized.)

For more information about managing a Remote Desktop session, see the Windows online Help.
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To terminate a Remote Desktop Connection to the Upgrade Side

1. Verify that any installer processes are complete, and that you have exited any installer programs.
2. Click [Shut Down] in the Start menu of your remote session.

3. Inthe Shut Down Windows dialog box, click [Disconnect].

TIPS:

If you are about to merge the system, you can remain logged on to maintain the current desktop session. After the
merge, you will be using the Upgrade Side desktop.

Running Software Installers

The following topics describe how to run software installers on the Upgrade Side while the system is split:
e  “Windows Automatic Updates” on page 5-146
e  “Other Installation Packages” on page 5-123

(To review the types of upgrades that Active Upgrade technology supports, see “Software Upgrade Support” on page
5-77.)

TIPS:

Software Upgrade Support, page 5-77

Managing Upgrade Tasks on the Upgrade Side, page 5-116
Viewing Active Upgrade Process Status, page 5-135
Merging the System, page 5-128

Aborting the Upgrade, page 5-133

Troubleshooting, page 5-141
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Windows Automatic Updates

If you are using Windows Automatic Updates, and you previously downloaded all of the required software updates, the
Automatic Updates icon should be present in the system tray, and it should report that updates are ready for your
computer (see the figure below). If so, you are ready to apply the updates.

Automatic Updates Icon in System Tray

bws Serwer 2NN2. Fnbternriee Fdilkinn
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IMPORTANT:

Before installing any software, ensure that you are working on the Upgrade Side desktop (through a remote
connection). Do not install software on the Production Side.

To apply the downloaded updates

1. Click on the Automatic Updates icon in the Upgrade Side system tray to display the Automatic Updates dialog
box.

2. Select the radio button for Custom Install and click Next.

The next page displays a list of the updates you downloaded and allows you to select which ones will be installed
at this time.

3. Select only the updates that you previously checked for compatibility with your Fault Tolerant Server series
system, then click Install.

During the installation process, the Automatic Updates dialog box minimizes to the system tray. When the installation is
complete, you can display the dialog box again. It should report that all updates were successfully installed.

Some updates might require you to restart the operating system on the Upgrade Side. You can click Restart Now to
allow Automatic Updates to restart the Upgrade Side automatically, or you can manually restart later. You can restart
the Upgrade Side as many times as necessary to complete the installation.

See “Restarting the Upgrade Side” on page 5-124 for information about reconnecting to
the Upgrade Side after you restart it.

TIPS:

Software Upgrade Support, page 5-77

Managing Upgrade Tasks on the Upgrade Side, page 5-116
Viewing Active Upgrade Process Status, page 5-135
Merging the System, page 5-128

Aborting the Upgrade, page 5-133

Troubleshooting, page 5-141
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Other Installation Packages

If you previously downloaded individual software installers to a system disk, open the Upgrade Side folder that contains
those installer files. Run each installer one at a time.

TIPS:

Before installing any software, ensure that you are working on the Upgrade Side desktop (through a remote
connection). Do not install software on the Production Side.

Some installers might require you to restart the operating system on the Upgrade Side. You can allow these installers to
restart the Upgrade Side automatically, or you can manually restart later. You can restart the Upgrade Side as many
times as necessary to complete the installation; however, you might want to avoid restarting until you have run
additional installers to reduce the total number of times you need to restart.

See “Restarting the Upgrade Side” on page 5-124 for information about reconnecting to the Upgrade Side after you
restart it.

TIPS:

Software Upgrade Support, page 5-77

Managing Upgrade Tasks on the Upgrade Side, page 5-116
Viewing Active Upgrade Process Status, page 5-135
Merging the System, page 5-128

Aborting the Upgrade, page 5-133

Troubleshooting, page 5-141
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Restarting the Upgrade Side

When the system is running in split mode, if necessary, you can restart the operating system on the Upgrade Side at any
time. You can either allow a software installer to restart the system automatically or you can perform the following
procedure to restart the system manually.

IMPORTANT:

Before you restart the system, ensure that you are working on the Upgrade Side desktop (through a remote
connection). Do not restart the Production Side.

To manually restart the Upgrade Side

1.  Onthe Upgrade Side, click Shut Down in the Start menu.
2. Inthe Shut Down Windows dialog box, select Restart from the drop-down menu and click OK.

If you are using Remote KVVM, the AVR session will remain connected while the Upgrade Side is restarting; however,
you must log on again when the Upgrade Side is finished restarting. (To send the Ctrl-Alt-Del key sequence necessary
for login, use a virtual keyboard.)

If you are using Remote Desktop Connection, the connection to the Upgrade Side is terminated, and the Production
Side desktop is displayed. While the Upgrade Side is restarting, you can view its status in the activity log and the status
bar of the Active Upgrade Console. When the console displays the message Partner: OS Up, you can click Remote
Desktop to log on to the Upgrade Side again.

IMPORTANT:

When you restart the Upgrade Side, the following activity log may be displayed on the Active Upgrade Console:

'6 Partner (Upgrade) state is now Hung:
Unexpected state transition in Split state.

There may be an output of these activity logs even when the Upgrade Side’s restart completed normally. If the

following activity logs are displayed after about five minutes, select [Retry] to retry the split process so that you can
continue the Active Upgrade.

@ Partner (Upgrade) state is now Running OS.
@ Reestablished network connection with Upgrade side.

If there is no output of those acvtivity logs, select [Abort] to interrupt the Active Upgrade.

TIPS:

Though the Active Upgrade Console reports that the Upgrade Side operating system is up, it might take another minute
or two for all services to finish loading and for login to be possible.

TIPS:

Running Software Installers, page 5-121

Viewing Active Upgrade Process Status, page 5-135
Merging the System, page 5-128

Aborting the Upgrade, page 5-133

Troubleshooting, page 5-141
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Resetting the Upgrade Side Hardware

If the Upgrade Side system hangs up while the system is operating with the Split mode, you can reset the Upgrade Side
hardware by clicking [Reset] button.

By resetting the Upgrade Side hardware, the system recovers.

IMPORTANT:

1. Do not reset the Upgrade Side hardware on the following cases:

- When the Upgrade Side does not reboot properly.

- When the remote connection from Production Side to the Upgrade Side does not set up
properly.

- When the Upgrade Side hangs up.

2. If you reset the hardware while the Upgrade Side is working properly, the Upgrade side may not launch properly.
If this occurs after resetting the hardware, press [Abort] button to interrupt the Active Upgrade, then retry the
Active Activate from the start.

3. Do not reset the hardware while split. If the hardware is reset while split, the spilt may fail. If this occurs, select
[Abort] button to interrupt the Active Upgrade, then retry the Active Upgrade.
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Managing Your Applications on the Production Side

While the system is split, you can continue to access and use your applications on the Production Side; however, you
must avoid doing any of the following on the Production Side desktop:

« Installing or upgrading software.
«  Creating or modifying any files on the system disk, including the system registry.

« Restarting the operating system.

IMPORTANT:

m  Any changes you make to files on the Production Side system disks will be lost during the commit process,
because the system overwrites these system disks (which contain the old version of your software) with the newer
Upgrade Side disks to complete the upgrade. If you need to preserve files from the original system disks, you can
save them to a data disk.

m  Be careful when switching between the Production Side desktop and the remote connection to the Upgrade Side
desktop. When you resume software installation or restart the system, always ensure that you are on the Upgrade
Side.

TIPS:

Managing Upgrade Tasks on the Upgrade Side, page 5-116
Viewing Active Upgrade Process Status, page 5-135
Merging the System, page 5-128

Aborting the Upgrade, page 5-133

Troubleshooting, page 5-141
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Verifying the Upgrade Side Before Merging the System

After you have upgraded or installed software on the Upgrade Side, you can perform limited testing on the Upgrade
Side system disks, as long as your activities do not require access to the following resources, which are currently
unavailable:

e  Network

« External storage

o Application data disks

For example, you might want to perform the following tasks before you merge the system:

Verify the presence and version number of each software package (see “\erifying the Status of Installed Software” on
page 5-143).

If possible, verify that you can start the applications you installed or upgraded.
If possible, configure the settings for any applications you installed or upgraded.

If you are satisfied that everything is working correctly, you can merge the system to stop your applications on the
Production Side and restart them on the Upgrade Side for final verification.

If there are any problems, you can abort the upgrade to return the system to its original state. Aborting the upgrade
while the system is in split mode will not incur downtime, because your critical applications are still running on the
Production Side.

TIPS:

Managing Upgrade Tasks on the Upgrade Side, page 5-116
Viewing Active Upgrade Process Status, page 5-135
Merging the System, page 5-128

Aborting the Upgrade, page 5-133

Troubleshooting, page 5-141
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Merging the System

After finishing to perform the upgrade tasks on the Upgrade Side of the system, you can merge the system to verify
your changes before you permanently commit them.

Merging the system:
e  Stops your applications and services on the Production Side.

. Merges system resources so that the network, external storage, and application data disks become available to the
Upgrade Side.

e  Restarts your applications (including the Active Upgrade Console) from the Upgrade Side.

IMPORTANT:

If you execute the Active Upgrade under Backup Exec environment, merge after the split process is completed,
and restart the OS on the Upgrade Side.

If you do not restart the OS on the Upgrade Side, merge process may fail. If it failed, press [Abort] to finish the
Active Upgrade. After the Active Upgrade, the duplex process will be done automatically; after the duplex process
is done, retry the Active Upgrade.
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To merge the system

1. Verify that all upgrade processes are complete, and that you have exited any installer programs.

2. Optionally, terminate any Remote KVM or Remote Desktop sessions.

IMPORTANT:

If you terminate the Remote Desktop, “Disconnect” instead of “Logoff.” You can remain logged on to the Upgrade
Side if you want to maintain the current desktop session. After the merge, you will be using the Upgrade Side
desktop.

3. Verify that the upgrade state, as reported in the status bar, is Production Side\Split\Ready.

If the status is Busy, you must wait for the current task to complete. If it is Broken, you might need to abort the
upgrade.

4. Click Merge.

IMPORTANT:

— Your screen might flicker and you might briefly lose control of your keyboard and mouse

as the system is merged.

— Do not select [Abort] button to interrupt the Active Upgrade during the merge. The disk may not be recognized

from the OS. When the disk isn't recognized from the OS, go to [Disc Management] then execute [Disk Rescan].

If the disk status becomes [missing] or [offline], right click the disk and select [Disk Reactivation] to verify the
disk status becomes [online].

— If you exit the remote desktop connection to the Upgrade Side, or if you exit the remote KVVM connection to
the Upgrade Side, the following error message appears on the Active Upgrade Console of the Production Side
while operating the merge.

A user must be logged into the upgrade-side console for this operation to complete

When this error message appears, complete the merge by following the below procedure:

1. Click the Remote Desktop link and login to the Upgrade Side.

N

. Select [Retry] button on the Active Upgrade Console of the Production Side and retry
the merge operation.

Depending on the complexity of your applications and the upgrade you performed, your applications should be backed
up and running in under a minute.

After the merge process completes, the upgrade state is Fault Tolerant\Merge\Ready, indicating that the system is
currently merged and the upgrade is ready to be committed. You can test your applications to verify that the upgrade
was successful.
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If the merge process fails the first time, you can click Retry to try again. If the problem persists, you can click Abort to
abort the upgrade process, or see “Troubleshooting” for information about resolving the problem.

IMPORTANT:
If you selected [Abort] to interrupt the Active Upgrade after the merge process is done, OS will be restarted.

After the OS restart is completed, the interruption will be executed. The interruption may fail, however. If it failed,
retry the merge process by selecting [Retry].

TIPS:

Verifying the Upgrade Side Before Committing the Upgrade, page 5-130
Committing the Upgrade, page 5-132

Viewing Active Upgrade Process Status, page 5-135

Aborting the Upgrade, page 5-133

Troubleshooting, page 5-141

Verifying the Upgrade Side Before Committing the Upgrade

After you have merged the system, your critical applications (including the Active Upgrade Console) are running from
the software on the Upgrade Side system disks. At this point, you can test the software you installed and verify the
general health of the system with full access to the system’s resources, including:

e Network resources

e  External storage

e  Application data disks

For example, you might want to perform the following tasks before you commit the upgrade:

e  Verify that all of your critical applications have restarted on the Production Side (see “Verifying the Status of
Application Services” on page 5-141).

e  Verify that you have access to your network, external storage, and application data disks.
e  Verify that client systems can reach all of the services that you Fault Tolerant Server series system provides.

e  Verify that the presence and the version number of each software package (see “Verifying the Status of Installed
Software” on page 5-143).

e  Verify that you can launch and run any applications that you have installed or upgraded.

e  Verify the configurations for your applications and the operating system, which could have been altered by
software installation.
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If you are satisfied that everything is working correctly, you can commit the upgrade to make the changes permanent.

If there are any problems, you can abort the upgrade to return the system to its original state. However, aborting the
upgrade while the system is in merge mode will incur downtime, because the Active Upgrade Console must stop
your critical applications on the Upgrade Side before it can restart them on the Production Side.

TIPS:

Committing the Upgrade, page 5-132

Viewing Active Upgrade Process Status, page 5-135
Aborting the Upgrade, page 5-133

Troubleshooting, page 5-141




4-132

Committing the Upgrade

When you are finished testing your applications on the merged system, and you are satisfied that everything is working
correctly, you can commit the upgrade to make it permanent.

Committing the upgrade

Rebuild the mirror of any internal RDR system disk by overwrititing the original partner disk with its newer,
upgraded partner disk.

Rebuild the mirror of any internal RDR data disk by overwriting the stale partner disk with its newer, activated
disk. The stale disk refer to the one that your applications have been writing data throughout the upgrade process.

Does not restart your applications, as they are already running on the upgraded system. There is no additional
downtime.

CAUTION:

You cannot abort the upgrade process after you commit an upgrade because the original state of the system
is lost (overwritten) as a result of completing the upgrade process. Ensure that your system is working as
expected before clicking Commit.

How to commit the upgrade

Close all non-essential applications.
Verify that the upgrade state, as reported in the status bar, is Fault Tolerant\Merge\Ready.

Click Commit.

IMPORTANT:

Your screen might flicker and you might briefly lose control of your keyboard and mouse as the system commits
the upgrade.

The commit process should take only a few minutes. After it completes, the upgrade state is Fault

Tolerant\Commit\Ready. You can click Finish to clean up ft series resources, as described in “Finishing the Upgrade

on page 5-134.

If the commit process fails the first time, you can click Retry to try again. If the problem persists, see
“Troubleshooting” for information about resolving the problem.

TIPS:

Finishing the Upgrade, page 5-134

Viewing Active Upgrade Process Status, page 5-135
Verifying If RDR Disks Are Resynchronizing, page 5-144
Troubleshooting, page 5-141
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Aborting the Upgrade

If necessary, you can abort the Active Upgrade process and restore the system to its original state at any point of the
upgrade process prior to committing the upgrade.

CAUTION:

You cannot abort the upgrade process after you commit an upgrade because the original state of the system is lost
(overwritten) as a result of completing the upgrade process.

When you abort an upgrade, the Active Upgrade Console:

e  Cancels the current Active Upgrade operation.

. If applicable (and if your system is in the merge state), initiates a system restart. It shuts down the Upgrade Side
and restarts the system from the Production Side, which automatically restarts your applications from your
original Production side system disks.

. If applicable, reestablishes the mirror of any internal RDR system disk by overwriting the upgraded partner disk
with the original partner disk.

. If applicable, reestablishes the mirror of any internal RDR data disk by overwriting the stale partner disk with its
newer, live partner disk (the disk to which your applications have been writing data throughout the upgrade
process).

. If applicable, bring the Upgrade Side online to enable fault-tolerant, duplex mode.

To abort an upgrade, click the Abort button on the Active Upgrade page, the Split System page, or the Merge System
page.

IMPORTANT:

Your screen might flicker and you might briefly lose control of your keyboard and mouse as the system recovers its
original state.

The abort process should take only a few minutes. When the process completes, the upgrade state is Fault
Tolerant\Abort\Ready. You can click Finish to clean up ftServer resources, as described in “Finishing the Upgrade”
on page 5-134.

If the abort process fails the first time, you can click Retry to try again. If the problem persists, see “Troubleshooting”
for information about resolving the problem.

TIPS:

Finishing the Upgrade, page 5-134

Viewing Active Upgrade Process Status, page 5-135
Verifying If RDR Disks Are Resynchronizing, page 5-144
Troubleshooting, page 5-141
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Finishing the Upgrade

To complete the Active Upgrade process and clean up ftServer system resources after committing or aborting an
upgrade, click Finish on the Commit Upgrade page or Abort Upgrade page.

The finish process should take only a few minutes. When the process completes, the upgrade state is Fault
Tolerant\ldle\Ready.

If the finish process fails the first time, you can click Retry to try again. If the problem persists, see “Troubleshooting”
for information about resolving the problem.

On the Finish page, upon successful completion of the Active Upgrade process, you can:
e  Click Exit to close the Active Upgrade Console.
e  Click Save Log to sage the activity log to a file.

e  Click Active Upgrade in the navigation bar to initiate another readiness test and upgrade with the same
configuration.

e  Click Configuration in the navigation bar to create, edit, or load another configuration file.

IMPORTANT:

Though the Active Upgrade process is complete, your RDR disks continue to resynchronize in the background. If
you intend to initiate another upgrade process, you must wait for the resynchronization to complete before you do
s0. See “Verifying If RDR Disks Are Resynchronizing” on page 5-144 for more information.

TIPS:

Viewing Active Upgrade Process Status, page 5-135
Verifying If RDR Disks Are Resynchronizing, page 5-144
Troubleshooting, page 5-141
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Viewing Active Upgrade Process Status

You can view the status of the Active Upgrade process at any point during the upgrade. The Active Upgrade Console
indicates status in two ways:

e  “Activity Log” on page 5-135

. “Status Bar” on page 5-138

Activity Log

The activity log shown below, which reports details about each upgrade operation, is displayed in the main window of
the Active Upgrade Console after you have initiated a readiness test or upgrade session.

Activity Log (in Active Upgrade Console)
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If you want to check the status of the upgrade process when you are logged on to the Upgrade Side of the system (while
in split mode), you can also double-click the Active Upgrade icon ( @ ) in the system tray to open the remote activity
log shown below.
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Remote Activity Log
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IMPORTANT:

You can only view status in this window. To control the remaining steps of the Active Upgrade process, you must
minimize or close the connection to the Upgrade Side and use the Active Upgrade Console on the Production Side.

Table below describes the general meaning of activity log entries that appear in the local and remote activity logs.

Activity Log Entries

Icon Text Color | Severity Description
a Green Success Task completed without error
E Black Pending Task is in progress
@ Black Information Task information, no action necessary
_& Black Warning A problem that should be addressed, but will not block an upgrade
6 Red Error A problem that must be corrected before continuing with upgrade
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Some upgrade items are collapsed into a single line. To display all of the associated items, click on the expand (+)
button to the left of the item. To collapse them again, click on the collapse (-) button to the left of the item.

Double-click on any item in the activity log to open a detail window with more information about that item.

Activity Log Detail
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In the detail window, you can click the Previous and Next buttons to review other items of the same severity. For
example, if you are viewing an error, you can click Next to see the next error item. To change the severity level of the

items you want to review, select an option from the Show severity pulldown menu. (A severity type will be unavailable
if there are currently no items of that severity in the activity log).

If necessary, you save the items from the activity log in the Active Upgrade Console to a file. See “Saving the Activity
Log to a File” on page 5-141 for more information.

TIPS:

Status Bar, page 5-138
Saving the Activity Log to a File, page 5-141
Troubleshooting, page 5-141
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Status Bar

The status bar (below figure), which is located at the bottom of the Active Upgrade Console window, reports a quick

summary of the status of the upgrade.

Status Bar
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The Hardware State reports whether or not your critical applications are running in lockstep. The below table describes
the possible hardware states.

Status: Hardware State

2 3 4 5

Configuration file name
Hardware State (Table 1)
Upgrade State (Table 2)
Operational State (Table 3)
Partner State (Table 4)

Hardware State

Description

Fault-tolerant

The system is duplexed.

Production Side

The system is currently running in split mode, and your applications are running
from the Production Side (the original copy of your software). The Upgrade Side
is available for installation tasks.

The Upgrade State reports the stage of the upgrade your system is entering or has entered. The below table describes the
possible upgrade states.

Status: Upgrade State

Upgrade State

Description

Idle

The current upgrade session is idle. The Active Upgrade process has just
finished, or it has not been initiated yet.

Prepare Split

The Active Upgrade Console is preparing to split the system by running a final
readiness check and additional background tasks.

Split

If the operational state is Ready, the system is running in split mode.
Otherwise, the Active Upgrade Console is in the process of initiating split
mode.

Prepare Merge

The Active Upgrade Console is preparing to merge the system by running
additional readiness tests and background tasks.

Merge If the operational state is Ready, the system is merged. Otherwise, the Active
Upgrade Console is in the process of merging the system.
Commit The Active Upgrade Console is in the process of committing your changes

(making them permanent).
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Upgrade State

Description

Abort

The upgrade process has been aborted, and the Active Upgrade Console is
in the process of restoring the system to its previous state.

The Operational State reports the status of the last operation that was requested. Table describes the possible

operational states.

Table 3 Status: Operational State

Operational State

Description

Ready The previous operation has been completed successfully. The Active
Upgrade process is ready to enter the next upgrade state.

Busy The current operation is still in progress. Allow time for the operation to
complete.

Broken The Active Upgrade Console could not complete the current operation. Check

the activity log for errors. You must correct the errors and click Retry to
complete the operation, or click Abort to abort the current upgrade session.

The Partner State reports the status of the partner system. For example, while the system is in split mode, the Active
Upgrade Console is running on the Production Side, and this field reports the health of the Upgrade Side of the system.
Table 4 describes the possible partner states.

Table 4 Status: Partner State

Partner State

Description

DC On The partner system operating system is shut down, but the system still
has standby (housekeeping) power.

DC Off The partner system operating system is shut down and standby power
is off.

BIOS POST The partner system is performing a BIOS Power On Self Test

(POST).

Hung: BIOS POST

The partner system hung in the BIOS POST.

OS Booting

The partner operating system is booting.

Hung: OS Booting

The partner system hung in the boot process.

OS Up The partner operating system is up. (However, the system might not be
available for use until other system resources finish loading.)
Hung: OS Up The partner operating system is hung.

OS Rebooting

The partner operating system is rebooting.

Hung: OS Rebooting

The partner system hung while rebooting.

OS Shutting Down

The partner operating system is shutting down.

Hung: OS

The partner system hung while it was shutting down.
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Partner State Description

OS Crashed The partner operating system crashed.

OS Shut Down The partner operating system finished shutting down, but the system is
still powered on.

TIPS:

Activity Log, page 5-135
Saving the Activity Log to a File, page 5-141
Troubleshooting, page 5-141
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Troubleshooting

If necessary, you can collect information about the Active Upgrade process and resolve problems by:

Saving the activity log to a file.

Viewing the status of your application services
Viewing the status of your installed software.
Verifying if RDR disks are resynching.
Learning about general problems and solutions.

Getting help and support.

Saving the Activity Log to a File

If necessary, you can save the contents of the activity log to a file for later viewing.

To save the activity log to afile

1. Right-click on the activity log, and select Save to File in the shortcut menu.

2. Nextto Save in, select a folder in which to save the file.

3. Nextto File name, type a name for the file. (Activity log files are saved in XML format, which you can view in
Internet Explorer. The .xml extension is added automatically.)

4. Click Save.
NOTE:
If you have just completed an upgrade session, you can also save the activity log by clicking Save Log on the
Finish page.

TIPS:

Viewing Active Upgrade Process Status, page 5-135
Troubleshooting, page 5-141

Verifying the Status of Application Services

At various stages of the Active Upgrade process, you can optionally verify the status of services you specified for
control on the Application Services page of the Active Upgrade Console.
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To verify the status of a service

1. Right-click My Computer on your desktop (or in the Start menu).

2. Select Manage from the shortcut menu. Computer Management is displayed.

3. If necessary, click Services and Applications to expand it.

4. Click Services to display the below-shown Service Control Manager in the right pane of the window.

5. Search for a service in the list and view its current Status and Startup Type in the fields next to the service name.

For example, while the system is in split mode, any service you selected for control by the Active Upgrade Console
should be stopped (blank Status field) and its Startup Type should be Disabled on the Upgrade Side of the system, as

shown with the MSSQLSERVER service in.

Service Control Manager

O Computer Management
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: :;:E' ke a'::’ o w:'i_ = Lagical Digk Manzgs... Configurss., S ELTE] Locsl Syctem
- i Vﬁxg‘:ﬂ iter Machine Debug Mzn... Supportelo... Started  Automstc Local systam
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TIPS:

Managing Critical Applications During the Upgrade Process, page 5-80
Selecting Application Services to Control, page 5-101

Viewing Active Upgrade Process Status, page 5-135

Troubleshooting, page 5-141

Verifying the Status of Installed Software

While you are running in split or merge mode, or after you have finished the Active Upgrade process, you might want
to verify the status of the software packages that you installed.

If necessary, you can view a list of most of the programs present on your system in the Add or Remove Programs
control panel shown below.

Add or Remove Programs Control Panel

=10l
Currently irstallzd programs snd updates: F  show uodates Sort bry: Imame- -'I
i 1nt=l[R) PROS=E For Wired Cammections See S.ZEME 4l
iy JESE Runtims Ersironment 5.0 Updace 5 SiEe 11E.00FE
= Maic S {ELE4ME
Al Hoer : ;
Aragroms IE:I IicAfee WinusScan Erberpris= Jie  10.09B
= 5 Microsoit SQL Sarver 2000 Siee ARAFER
"i-. =r Paconder Sie=  LATVE
Aod(Remave
Wit [#0 Sraglk S dize RATE
CaMparErs
[ stretus actice Upgrade SEe 136
ﬂl Strabus Gigaoic Mewark Adzpters and Crivers Siee 271
5 strams-Antme Sge 3EME
e Winoows Server 2003 - Sofwars Updatss
¥ botfi for Windows Server 2003 [FEER7040) Insoaled On 1208006
KF botfix for Windows Server 2003 [FER0Z0E]) Instaled On 126006
M S=curity Updete For Wirdows Server 2003 [EREAES22) Inszaled On 120902005
i Sacurity Updahe Foe Windowes Server 2003 [EBESEISR) Ingtaled on 1Ef9(2005
7 Sacurity Updabe For Windows Server 2003 (KEEA0046) Instsled On 12p8f2005
¥ sacurity Update for Windows Server 2003 [FEER3TS8) Insoaled On 120902005
= Security Updste For Wirdows Server 2003 [FBESEEER) Insaled On 1209(Z005 = |

If you installed any Windows updates, select the Show updates check box in the control panel to display the updates in
the list of programs.

NOTE:

If your system is in split or merge mode, remember to view the Add or Remove Programs control panel on the
Upgrade Side. The same control panel on the Production Side will not list the new software you installed on the
Upgrade Side.

TIPS:

Running Software Installers, page 5-121
Viewing Active Upgrade Process Status, page 5-135
Troubleshooting, page 5-141
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Verifying If RDR Disks Are Resynchronizing

When you complete or abort the Active Upgrade process, the system reestablishes the mirrors between the RDR partner
disks in each CPU- 1/0 enclosure. If you intend to initiate another upgrade process, you must wait for the
resynchronization to complete before you do so.

You can tell if a disk is resynching by viewing the LEDs on the front panel of the disk. For information about
interpreting the LEDs, see “Disk Operations Using the RDR (Rapid Disk Resync) Function” in Chapter 3, “Windows
Setup and Operation.”

You can also view the status of your disks using one of the following methods:

e Runareadiness check. On the Active Upgrade page, click Retry. If the disks are still resynching, the upgrade state
will be reported as Fault Tolerant\Idle\Broken and the activity log will display errors indicating that the disks
are not ready.

e \Verify the disks on the Disk Selection page. Any volume that is in red is simplexed (and thus, probably still

resynching). When a disk volume is only green, it is duplxed and you can start another upgrade.
For more about the disk status on the Disk Selection page, see “Selecting Disks to Upgrade” on 5-98.

To view the status of an RDR virtual disk in RDR Utility

1. On RDR Utility, click Logical Disk Information.
2. Click one of the RDR Virtual Disk items (RDR Virtual Disk x).

3. Check the value of the Status property, which displays Resync nn% (where nn is the percentage completed) while
the disk is resynchronizing. When the resync process is finished, the value is None.

Ensure that the value of the Status property for all RDR Virtual Disks is None before you retry the Active Upgrade
process.

TIPS:

Selecting Disks to Upgrade, page 5-98

Performing a Readiness Check, page 5-111
Viewing Active Upgrade Process Status, page 5-135
Troubleshooting, page 5-141
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General Problems and Solutions

The table below describes some common problems that could prevent your system from passing the readiness check.

IMPORTANT:

Never perform hardware maintenance, such as removing and replacing system components, while the Active Upgrade

process is running. If you experience a problem that prevents the Active Upgrade process from completing
successfully, you should always be able to abort the upgrade session to restore your system to its original state.

Troubleshooting: Readiness Check

Error

Action

10 board nn is unsafe to
pull

Verify that all critical system resources (including disks, Ethernet PCI
adapters, and VTMs) are configured correctly and duplexed. See
“Prerequisites” on page 5-78 for more information.

RDR disk is not duplexed

If you recently ran an upgrade session, wait for the RDR
resynchronization process to complete before running another
upgrade session. See “Verifying If RDR Disks Are Resynchronizing”
on page 5-144 for more information.

Embedded NIC not
teamed

Use the PROset utility to configure your Ethernet PCI adapters into
teams. All embedded Ethernet PCI adapters must be teamed. See
“Prerequisites” on page 5-78 and “Recommendations” on page 5-79
for more information about configuring Ethernet PCI adapters.

No IP address on
Upgrade ready team

Use the Network Connections control panel to assign an IP address
(preferably a static IP address) to the Ethernet team. See
“Prerequisites” on page 5-78 and “Recommendations” on page 5-79
for more information about configuring Ethernet PCI adapters.

Team does not have link
on both sides

Ensure that an embedded Ethernet team has at least one adapter in
each CPU- | OO enclosure with an active network link. Verify that the
network cables are plugged in on both sides, and that the Ethernet
team has a valid IP address. See “Prerequisites” on page 5-78 and
“Recommendations” on page 5-79 for more information about
configuring Ethernet PCI adapters

Active Upgrade may fail.
Check DHCP server.

The Active Upgrade Console cannot obtain IP addresses from your
DHCP server. If possible, assign static IP addresses to your Ethernet
teams and VTMs to avoid problems during the Active Upgrade
process.
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The following tables describes some common problems with custom actions.

Troubleshooting: Custom Actions

Error

Action

The executable filename does not exist.

Ensure that the executable file associated with your custom
action is located in the directory you specified during the
configuration process. Also, ensure that the custom action is
located on a system disk, otherwise the Upgrade Side will lose
access to the executable while the system is in split mode.

Custom action failed with exit value n

Check the output for the custom action for errors. See “Viewing
Standard Output and Error Stream” on page 5-107 for more
information.

You must correct the problem and click Retry in the Active
Upgrade Console to retry the current upgrade request (which
also runs the custom action again). The Active Upgrade
process will not continue until the executable for your custom
action runs successfully.

If possible, test and debug the executable outside of the Active
Upgrade process. Ensure that it terminates with exit value 0
and that it completes in a timely manner.
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Troubleshooting: Miscellaneous Problems

Problem

Action

Active Upgrade Console fails
to start

Wait a minute, and try to start Active Upgrade Console again.

If the problem persists, it might mean that the Active Upgrade Console
cannot communicate with related services on your local system. If your
system is running a network firewall solution, check the firewall logs for
blocked communications and explicitly add these items to your trusted
zone. For information about configuring Windows Firewall, see
“Configuring Windows Firewall for the Active Upgrade Process” on page
5-84.

Remote KVM browser window
appears, but does not open
connection

Ensure that Java™ 2 Runtime Environment (JRE) is installed and running.
Also ensure that you have added the VTM console Web address to your
Trusted Sites list, and that you have allowed blocked Web-based content.
See “Connecting to the Upgrade Side with Remote KVM” on page 5-118
for more information.

Failed to disable PCI device:
QLogic Fibre Channel
Adapter

If you have installed QLogic SANsurfer Fibre Channel HBA Software to
upgrade the BIOS in your host bus adapter, you should uninstall this utility
when you are done upgrading the BIOS. If the utility remains on your
system, it may retain access to storage system resources and prevent
certain storage operations. In this case, the Active Upgrade Console
cannot split system resources because it cannot disable the HBA on the
Upgrade Side. To resolve the problem, you must abort the upgrade,
uninstall SANsurfer, restart the system (or stop the SANsurfer service),
and restart the upgrade process.

The underlying connection
was closed: Unable to
connect to the remote server

A connection attempt failed
because the connected party
did not properly respond...

If your system is running a network firewall solution, check the firewall logs
for blocked communications and explicitly add these items to your trusted
zone. For information about configuring Windows Firewall, see
“Configuring Windows Firewall for the Active Upgrade Process” on page
5-84.

Unable to see the disc that
should exist in [Disk
Managing] in [Computer
Management].

Go to [Disk Management] and execute [Disk Rescan]. When the disk
status appears [Missing] or [Offline], right click the disk and select [Disk
Reactivation] to verify the disk status becomes [Online].

TIPS:

Viewing Active Upgrade Process Status, page 5-135

Troubleshooting, page 5-141
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Chapter 6

Maintenance

This chapter describes the daily maintenance of Fault Tolerant Server series and precautions when relocating or storing
the server.



DAILY MAINTENANCE

To use your Fault Tolerant Server series in best condition, check and maintain regularly as described below. If an error
is found on your Fault Tolerant Server series, consult your sales agent.

Checking Alert

Monitor the failure occurrence by NEC ESMPRO during the system operation.

Always check whether any alert is reported to NEC ESMPRO Manager on the management PC. Check whether any
alert is reported on the Operation Window, Data Viewer, or Alert Viewer of NEC ESMPRO Manager.

Viewers of NEC ESMPRO
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Alert Viewer
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Data Viewer

Checking STATUS LEDs

Check the LED indication on the front of the Fault Tolerant Server series, on hard disks installed in 3.5-inch hard disk
drive bay, or on LCD display when the server is powered on or powered off by the shut down operation. The functions
and indications of LEDs are described in Chapter 2. If any indication that shows an error, contact your sales agent.
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Making Backup Copies

We recommend you make backup copies of your valuable data stored in hard disks of the server on a regular basis. For
backup storage devices suitable for the server and backup tools, consult with your sales agent.

When you have changed the hardware configuration or BIOS configuration, select "System Information Management"
and then "Save" of the Off-line Maintenance Utility to make a backup copy of the system information.

Cleaning

Clean the server on a regular basis to keep the server in a good shape.

A\ WARNING

& % death or serious personal injury. See “PRECAUTIONS FOR SAFETY” in

Observe the following instructions to use the server safely. There are risks of
Chapter 1.
¢ Do not disassemble, repair, or alter the server.

e Do not look into the DVD-ROM drive.
e Disconnect the power plug before cleaning the server.

Cleaning the Fault Tolerant Server series

For daily cleaning, wipe the external surfaces of the server with a dry soft cloth. Follow the procedure below if stains
remain on the surfaces:

IMPORTANT:

To avoid altering the material and color of the server, do not use volatile solvents such as thinner or benzene
to clean the server.

The power receptacle, the cables, the connectors on the rear panel of server, and the inside of the server must
be kept dry. Do not moisten them with water.

© N o g s~ w DN PR

Make sure that the server is powered off.

Unplug the power cord of the server from a power outlet.

Wipe off dust from the power cord plug with a dry cloth.

Soak a soft cloth in neutral detergent that is diluted with cold or warm water, and squeeze it firmly.
Rub off stains on the server with the cloth prepared in Step 4.

Soak a soft cloth in water, squeeze it firmly and wipe the server with it once again.

Wipe the server with a dry cloth.

Wipe off dust from the fan exhaust opening on the rear of the server with a dry cloth.
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Cleaning the Keyboard and Mouse

IMPORTANT:

A keyboard and a mouse use USB interface. Therefore it is not necessary to power off the server when connecting
or disconnecting them.

Disconnect the keyboard from the server while the devices in the system (the server and the peripheral devices) remain
turned on. Wipe the keyboard surface with a dry cloth. Then connect the keyboard to the server.

The mouse operation depends on the degree of smoothness of the internal ball rotation. To keep the mouse ball clean,
use the mouse in a place with little dust. Follow the steps below to clean the mouse regularly:

1.
2.

Disconnect the mouse from the USB port of the keyboard while the server remains powered on.

Turn the mouse upside down, and rotate the mouse ball cover
counterclockwise to remove it. Take out the ball from the mouse.

Wipe the mouse ball with a dry soft cloth.

If stains remain, use a soft cloth to wipe them off. Soak the soft cloth in
neutral detergent that is diluted with water or warm water, and squeeze
it firmly.

Mouse ball

Wipe three small rollers inside the mouse with cotton swab.

Use the cotton swab soaked with alcohol if stains remain.

Put the mouse ball back into the mouse. Mouse cover

If the mouse or rollers are wet in steps 3 and 4, put it back after fully
dried.

Place the mouse ball cover, and rotate it clockwise until it is locked.

Connect the mouse to the server .

Rollers
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Cleaning the Floppy Disk Drive

A read/write error may occur due to stains on the read/write head of the floppy disk drive.

Use the cleaner dedicated for floppy disk drive to clean the read/write head. It is recommended to clean the head on
regular basis.

Cleaning DVD/CD-ROM

A dusty DVD/CD-ROM or dust-accumulated tray causes the device to fail to read data correctly.

Follow the procedure below to clean the tray and DVD/CD-ROM regularly:

1.
2.

Make sure that the server is powered on.

Press the Eject button on the front of the DVD-ROM drive.
The tray comes out.

Hold the DVD/CD-ROM lightly and take it out from the tray.

IMPORTANT: Do not touch the signal side of the DVD/CD-ROM with your hand.

Wipe the tray with a dry soft cloth.

IMPORTANT: Do not wipe the lens of the DVD-ROM drive. Doing so may damage the lens and may
cause a malfunction of the drive.

Gently push on the tray front to close the tray.
Wipe the signal side of the CD/DVD-ROM with a dry soft cloth.

IMPORTANT: Wipe DVD/CD-ROMs from the center to the outside. Use only CD-ROM cleaner if
necessary. Cleaning a DVD/CD-ROM with record spray/cleaner, benzene, or thinner causes damage to the
DVD/CD-ROM contents. At worst, inserting the DVD/CD-ROM into the server may cause failure.

Cleaning Tape Drive

Dirt on the tape head may be a cause of unsuccessful backup and damage to tape cartridge. Clean the tape head
regularly using a cleaning tape. For procedure and interval of cleaning as well as lifetime of a tape cartridge to use, see
instructions included with the tape drive.
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SYSTEM DIAGNOSTICS

The System Diagnostics runs several tests on the server.
Select [Tool menu] - [Test and Diagnostics] in the EXPRESSBUILDER to diagnose the system.

Test Items

The following items are tested in system diagnostics.

Memory
CPU cache memory

Hard disk drive used as a system

IMPORTANT: When executing the system diagnostics, make sure to remove the LAN cable. Executing the
system diagnostics with the LAN cable connected, the network may be influenced.

TIPS: On checking the hard disk drive, no data is written into the disk.

Startup and Exit of System Diagnostics

Follow the steps below to start the system diagnostics. (If the server is running, shut it down, and execute Step 1
through Step 12.)

1.

o~ DN

Shutdown the OS, and power off the server. Then, unplug the power cord.
Disconnect all the LAN cables from the server.

Plug the power cord and power on the server.

Use the EXPRESSBUILDER DVD to start the system.

Select [Tool menu].
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6. Select [Test and diagnostics].

Select [End-User Mode] and the system diagnostics starts. The diagnostics will be completed in
approximately three minutes.
When the diagnostics is completed, the screen of the display changes as shown below:

Diagnostics tool title

™
T'eDoLi (TEst & Diagnosis On Linux) Ver(1.00 (Build020901.1.1m) Test window title
Test End
Start 10:06:58  End 10:09:58 Pass 000:03:00 TestTime 000:03:00 N
Test End:  NormalEnd 03 AbnormalEnd 00 ForceEnd 00 \\
<System> Test result
MEM Memory 16 count  NormalEnd
CACHE Cache 49 count  NormalEnd
<SCSI>
HDD_02:000 DK32DJ-36W 89 count  NormalEnd \
\'\
N Test summary
window
| Enter| Detail Information [ESC] Return to Enduser Mum{
Guideline

Diagnostics tool title

Shows the name and version of the diagnostic tool.

Test window title

Shows the progress of the diagnostics. “Test End” is displayed when the diagnostics completes.
Test result

Shows the start, end, and elapsed time and completion status of the diagnostics.

Guideline

Shows the details of the keys to operate window.

Test summary window

Shows the results of each test that executed the diagnostics. Move the cursor and press the Enter key on the
cursor line to display the details of the test.

When an error is detected by the system diagnostics, the relevant test result in the test summary window is
highlighted in red, and “Abnormal End” is displayed in the result on the right side.

Move the cursor to the test that detected the error, and press the Enter key. Record the error message that has
been output to the Detail Information screen and contact your sales agent.
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7. Follow the guideline shown at the bottom of the screen, and press the Esc key.

The [Enduser Menu] below is displayed.

TeDoLi (TEst & Diagnosis On Linux) Ver001.00 (Build020901.1.1m)

Enduser Menu

<Device List>

<Log Info>
<Option>
<Reboot>

Please choose a function by the arrow key and push Enter key.

<Test Result>
Shows the diagnostics completion screen of the above diagnostics.

<Device List>
Shows a list of connected devices.

<Log Info>
Shows the log information of the diagnostics. It can be saved on a floppy disk. To save it on a floppy disk,
insert a formatted floppy disk to the floppy disk drive, and select <Save(F)>.

<Option>
Optional features can be used from this menu.

<Reboot>
Reboots the system.

8. Select <Reboot> in the [Enduser Menu] above.
The server restarts and the system is started from the EXPRESSBUILDER.
9. Exitthe EXPRESSBUILDER, and remove the DVD from the DVD-ROM drive.
10. Power off the server and unplug the power cord from the receptacle.
11. Reconnect all the LAN cables that have been disconnected in Step 2 to the server.

12. Plug the power cord.

This completes the system diagnostics.



6-9

OFF-LINE MAINTENANCE UTILITY

The Maintenance Tools is a tool of this product for preventive maintenance, as well as for trouble analysis and its
settings.  Follow the below procedure to start the Maintenance Tool.

Starting the Off-line Maintenance Utility

The Off-line Maintenance Utility may be started in the following ways.

Fault Tolerant Server series does not support the feature to start the Off-line Maintenance Utility from the maintenance
partition.]

Boot peripheral devices at first, then power on the Express server.
Load the [EXPRESSBUILDER] DVD into the optical disc drive of the Express server.

After loading the DVD, reset (by pressing <Ctl> + <Alt> + <Delete> keys) or power off and on to reboot the
Express server.
Following menu appears on the DVD.

Boot selection

Eoot =zelection

Tool Menu: | 0s installation =xx defanlt =w=

- . Tool menu
Select this to launch the Off-line
Maintenance Utility.

Automatic select at 18 seconds

IMPORTANT:

Default selection is [OS installation] on the menu. When there is no operation for ten seconds after the Boot
Selection menu appears, [OS installation] starts automatically.
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4. Select [Tool Menu].
Following Language selection menu appears.

Japanese:
Menu is displayed in Japanese Language selection
from now — Language =election
Japanese **x default *x=
| English
English: | Return to previous nenu

Menu is displayed in English
from now

Return to previous menu:
Boot Selection menu is
displayed

Automatic select at 5 seconds

Belect language which yom want to use by the cursor key.

IMPORTANT:

Default menu selection is [Japanese]. When there is no key operation for five second after Language menu
appears, [Japanese] starts automatically.

5. Select [English]
When [English] is selected, following tool menu appears.

TOOL. MENLY

BIOS-FH Updating: . -
ROM-DOS' Startup FO

Test and diagnostics

System Management

These utilities are for maintenance and configuration.

K. 1 g
—System information is displayed, managed, and set ﬁ Maintenance Urtility™ .

N
— BIOS and various firmwares are renewed in the TBIOS/FW Updating”
— ROM-DOS system can boot fram a floppy dis! de at "ROM-DOS Startup FD”_
— This computer and connected devices can be] mined at “Test and diagnostics™.

— BMCG information is displayed and set in “System Management”
(Only when BMC is supported.)

6. Select one of the tool and start.
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Function of Maintenance Tools

The following functions are available in the Maintenance Tools.

Maintenance Utility

The Off-line Maintenance Ultility is started in “Maintenance Utility.” The Off-line Maintenance Utility is an
OS-independent maintenance program. When you are unable to start the OS-dependent NEC ESMPRO to troubleshoot
a problem, the Off-line Maintenance Utility can be used.

IMPORTANT:

— The Off-line Maintenance Utility is intended for use of your service representative.
The EXPRESSBUILDER DVD contains a file that describes
the operation of the utility, but do not attempt to use the utility by yourself. Contact your
service representative and follow their instructions.

— See the on-line help for details for the Off-line Maintenance Utility.
For further information, ask your service representative.

The Off-line Maintenance Utility provides the following features.
— IPMI Information Viewer

Provides the functions to view the system event log (SEL), sensor data record (SDR), and field replaceable unit
(FRU) and to make a backup copy of them.

Using this feature, you can find system errors and events to determine a maintenance part.
— BIOS Setup Viewer

Provides the functions to export the current configuration data defined with the SETUP utility to a text file.
— System Information Viewer

Provides the functions to view and information on the processor (CPU) and on the BIOS. You can export the
information to a text file.

— System Information Management

Provides the function to make a back-up copy of your data.
Without the backup data, the system-specific information and/or configuration may not be restored.

Only the authorized service maintenance staff is allowed to restore the backup data.
— System Management

The parameters of BMC (Baseboard management Controller) are set for remote control and alert.
m BIOS/FW Updating

This menu allows you to update the software module such as BIOS and firmware of the server by using the update
disk (3.5-inch floppy disk) that is distributed from your customer service representative.

After rebooting the system, an update program is started automatically from floppy disk, and the various BIOS
and firmware programs are updated.

IMPORTANT:

Do not turn off the server while the update program is running. If the update processing is discontinued, the
system becomes unable to start.
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m ROM-DOS startup FD
Create a support disk for starting the ROM-DQOS system.

m Test and diagnostics
Execute various tests on the server system to check if the server functions are normal and if the connection
between the server and additional board is normal.

After the Test and diagnostics is executed, a system check program assigned to each model starts.

m System Management
The parameters of BMC (Baseboard Management Controller) are set for remote control and alert.

This menu’s function is the same as the “System Management” of the “Maintenance Utility.”
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RELOCATING/STORING THE FAULT TOLERANT SERVER SERIES

Follow the procedure below to relocate or store the server.

A CAUTION

® ﬁ Observe the following instructions to use the server safely. There are risks of

fire, personal injury, or property damage. See “PRECAUTIONS FOR SAFETY”

Q in Chapter 1 for details.

¢ Never attempt to lift the server only by yourself.

¢ Do not install the server in any place other than specified.

¢ Do not connect/disconnect any interface cable with the power cord of the
server plugged to a power source.

IMPORTANT:
m If the server needs to be relocated/stored due to a change in the floor layout to a great extent, contact the

sales agent.

m Make sure to make a backup copy of your valuable data in the hard disk, if any.
m When moving the server with hard disks, make sure not to give a shock to the hard disks.
m When storing the server, keep it under storing environment conditions (temperature: -10 to 55°C, humidity:

20 to 80%, non-condensing).

© N o g k> w DN PRE

Take a floppy disk and a DVD out of the server, if any.
Power off the server.

Unplug the power cord of the server from a power outlet.
Remove all the cables from the server.

Remove all the mounted CPU/IO modules.

Remove the 4U chassis and the rails from the rack cabinet.
Carry 4U chassis and CPU/IO modules separately.

Protect the server with the shock-absorbing materials, and pack it securely.

IMPORTANT:
Check and adjust the system clock before operating the server again after relocating or storing it.

If the server and the built-in optional devices are moved from a cold place to a warm place in a short time,
condensation will occur and cause malfunctions and breakdown when these are used in such state. When you start
operating these equipments again after the transportation or the storage, make sure to wait for a sufficient period of
time to use them in the operating environment.

If the system clock goes out of alignment remarkably as time goes by, though the system clock adjustment is
performed, contact your sales agent.
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TO THE ACCIDENT OF PCI MODULE

You may encounter the following error during the mirroring procedure in a case such as after module is added; however,
hard error does not occur.

Check whether the following error log is added.
If the error log is added, perform the following procedure.

If it is not hard error, you can recover. If this procedure is failed, contact your Administrator or a member of the
Administrators group.

Procedure to Confirm
Check the following message from the event log.
Note: Sample of PCI module 1 (ID: 10).

Source : srabid
EventID : 16395

Ewent I

Date: 46/2008  Source:  srabid + |
Timne: 2650 PM  Category: Maone

Type: Errar Ewvent [0 16395 + |
User MAA
Computer: CHES-LIERA1|

Description;
104z nowe STATE_BROKEN / REASOM_BELOW MTEF

Data; & Butes € wWords

QK I Cancel | Apply |
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Procedure to Recover

If access of system is high, cancel the procedure or reduce the access.

(1) Clear MTBF by PCI module and stop/start of PCI module by ft server utility.

Procedure

1. Cancel the procedure or wait for finish of the procedure.
2. Clear of MTBF by PCI module 1 (ID:10).

3. Stop the PCI module 1.
4, Start the PCI module 1.

(2) Clear MTBF by the PCI module 1.

B! PCI Module(ID:10) - ft server utility

File Wiew ‘Window Help

=10 x|

|

-3 FT3erver

-8 General

CPU Module

CPU Module{ID:0)
CPU ModulefID:1)
-8 | PCI Module

PCI Module(I0: 100
PCT Module{ID: 11}
-[& sCslEnclosure

Ready

—MTEF

| v

—MTEF Clear

MTEF infarmation is deared,

Clear

;|!

—MTEF Type

& Use Threshold
1~ Mewver Restart
" always Restart

Apply |

r—Bring Up/Bring Down

PCI maodule is brought up or down,

= |
Dawen |

r—Diagnostics Information

Start diagnostics of PCI module,

Diagnostics. .. |

1

Status Broken

o

4

(3) Stop of PCI module 1.

&) PCI Module(ID:10) - ft server utility

Flle Wiew Window Help

2|

=-gd Fserver o]
B General MTEF

CPU Module(I0:0)
CPU Madule(ID: 1)

=B CPU Moduls MTEF Clear
: MTEF information is cleared,

Clear ‘

MTEF Typ
; ' Use Threshold apply
5CsI Enclosure " Mever Restart
-1 BMC " Always Restart

—~Bring Up{Bring Down

PCI maduls is brought up or dawn.

p——
l Down

"D\agnust\cs Infarmation

Start disgnostics of PCT module.

Diagnostics... ‘

Status

4]

Broken

Ready

| »
4
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(4) Start of PCI module 1.

& PCI Module{ID:10) - ft server utility

Flle Wiew Window Help

=10l

2|

=gl FTServer
i@ General
CPU Module

-8 | PCI Madule

& sCslEnclosure
BMC

Ready

CPU Module{ID:0)
CPU Module{ID:1)

H8 PCI Mduls(ID: 10)
B8 PCIModule(ID:11)

[ MTEF
MTEF Clear
’7MTBF information is cleared, Clear ‘

MTEBF Typ
& Use Threshald
€ Never Restart
€ Always Restart

Apphy

~Bring Up/Bring Down

PCI moduls is brought up or dawn,

Do

Diagnostics Information
’V Start diagnostics of PCT module.

Diagnostics... ‘

Skatus Removed

L6
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Procedure to Check

Check whether the following error is added on system event log.
If following events are added, the procedure is performed correctly.

Event Properties

Evwert |

Date: 41642008 Source:  srabid
Time: 34215 PM  Categony: Mone

Type: Information  Ewent |D: 4108

Uszer: M4

Computer: CHES-LIBRA|

Description:

11 ig now STATE_DUPLEX / REASON_PRIMARY

Data: (%) Bytes € wWiords

=
I
ak. I Cancel | Apply I
Ewert |

Date: 4M16/2008 Source:  srabid
Time: 34205 P Category: Mone
Type: Information  Ewent |D: 4106
Uszer: M4

Computer: CNES-LIBRA1|

Description:

okl

Data: &) Bytes € Words

10is now STATE_DUFLEX ¢/ REASOM_SECONDARY
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Chapter 7

Troubleshooting

This section covers some of the issues that can occur with this server, and provides the trouble shooting steps you can
refer to.



7-2

TO LOCATE THE ERRORS

Use NEC ESMPRO to monitor the occurrence of fault during the system operation.

Especially take note on whether any alert is reported to NEC ESMPRO Manager on the management PC. Check
whether any alert is reported on the Operation Window, Data Viewer, or Alert Viewer of NEC ESMPRO Manager.

[Example]

T e T
L1 A of i 72| ol o

B e
S ) 4 ol w0 =

C |
U BN 5 TR R e —
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ERROR MESSAGES

If the Fault Tolerant Server series enters the abnormal state, the error is posted by various means. This section explains
the types of error messages.

Error Messages by LED Indication

The LEDs on the front and rear panels of the Fault Tolerant Server series and near the handles of hard disks inform the
user of the various server statuses by the colors and the patterns of going on, going off, and flashing. If trouble seems to
have occurred, check the LED indication. For the LED indication and meanings, see page 2-17 “LEDs.”

This User’s Guide describes actions to be taken for watch error message. However, if replacement of modules is
necessary, contact your sales agent.
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POST Error Messages

Powering on the server automatically starts the self-diagnostic program, POST (Power On Self-Test). When POST
detects any error, it displays an error message and its measure on the display unit. Follow the table below to

troubleshoot such errors.

/Phoenix BIOS 4.0 Release 6.0.XXXX

CPU=Pentium III XXX MHz
0640K System RAM Passed
0127M Extended RAM Passed

~

'WARNING:

|'|02BO: Diskette drive A error.

press <F1> to resume, <F2> to SETUP

Message indicating a floppy disk drive error

TIPS:

For error messages on optional PCI boards, refer to the manual provided with those options.

On-screen error message

Cause

Action

0200 Failure Fixed Disk

o HDD is faulty
e CPU/IO module is faulty.

e Replace the HDD.
¢ Replace the CPU/IO module.

0210 Stuck Key

Keyboard connection error

o Disconnect the keyboard and
connect it back again.
o Replace the keyboard.

0211 Keyboard error

Keyboard is faulty.

e Disconnect the keyboard and
connect it back again.

o Replace the keyboard.

o If restarting does not help,
replace the CPU/IO module.

0212 Keyboard Controller
Failed

Keyboard controller is faulty.

If restarting the server does not
help, replace the CPU/IO module.

0213 Keyboard locked -
Unlock key switch

Keyboard is locked.

Unlock the key switch.

0230 System RAM Failed at DIMM is faulty. o Replace DIMM.
offset o Replace the CPU/IO module.
0231 Shadow RAM Failed at Shadow RAM is faulty. e Replace DIMM.
offset o Replace the CPU/IO module.
0232 Extended RAM Failed at | Extended RAM is faulty. » Replace DIMM.
address line » Replace CPU/IO module.
0233 Memory type mixing Memory of the different types | Memory of the different types is
detected is installed. installed. Replace DIMM with

appropriate one.

0250 System battery is dead
-Replace and run
SETUP

System battery is dead.

¢ Replace system battery.
o Replace CPU/IO module.

0251 System CMOS
checksum bad-Default
configuration used

System CMOS configuration
is changed.

o Reconfigure the system CMOS
by using BIOS setup.

e Clear system CMOS using
hardware jumper.

0252 Password checksum
bad -Password cleared

Password is cleared.

e Reconfigure by using BIOS
setup.

e Clear system CMOS using
hardware jumper.

0260 System Timer error

System Timer is faulty.

0270 Real time clock error

RTC is faulty.

0271 Check date and time
setting

Date and time are incorrectly
set.

Reconfigure by using BIOS setup.
If the error cannot be solved after
this, replace the CPU/IO module.
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On-screen error message

Cause

Action

02D0 System cache error -
Cache disabled

CPU cache is faulty.

02D1 System Memory
exceeds the CPU's

CPU cache is faulty.

If replacing the CPU does not
help, replace the CPU/IO module.

caching limit
0613 COM A configuration COM A configuration is If restarting does not help after
change faulty. resetting the setting to default by

0614 COM A config, error -
device disable

Device constructing COM A
is faulty.

0615 COM B configuration
change

COM B configuration is
faulty.

0616 COM B config, error -
device disable

Device constructing COM A
is faulty.

using BIOS setup, replace the
CPU/IO module.

0B28 Unsupported Processor

Unsupported CPU is

detected on Processor 1 | mounted.
0B29 Unsupported Processor | Unsupported CPU is
detected on Processor 2 | mounted.

Check the supported CPU and
replace it. If this does not help,
replace the CPU/IO module.

0B80 BMC Memory Test
Failed

0B81 BMC Firmware Code
Area CRC check failed

0B82 BMC core Hardware

RMC device is faulty.

Replace the CPU/IO module.

failure

0B83 BMC IBF or OBF check | RMC device is faulty. Replace the CPU/IO module.
failed

0B8B BMC progress check BMC check is suspended. Replace the CPU/IO module.
timeout

0B8C BMC command access | BMC command access Replace the CPU/IO module.
failed failed.

0B90 BMC Platform
Information Area
corrupted

0B91 BMC update firmware
corrupted

BMC device is faulty.

Replace the CPU/IO module.

0B92 Internal Use Area of
BMC FRU corrupted

Data within SROM is faulty.

Replace the system backboard.

0B93 BMC SDR Repository

SDR data is faulty.

If updating SDR does not help,

empty replace the CPU/IO module.
0B94 IPMB signal lines do not | SMC is faulty. Replace the CPU/IO module or a
respond system backboard after

determining where IPMB error
has occurred based on OS
information.

0B95 BMC FRU device failure

NVRAM within BMC is faulty.

0B96 BMC SDR Repository
failure

SDR repository within BMC
is faulty.

0B97 BMC SEL device failure

SEL repository within BMC is
faulty.

0B98 BMC RAM test error

BMC RAM is faulty.

Replace ft Remote Management
Card. In the case ft Remote
Management Card is not
mounted, or in the case the
failure still remains after replacing
the card, replace CPU/IO module.

0B99 BMC Fatal hardware
error

BMC FPGA is faulty.

If updating FPGA does not solve
the problem, replace the ft
Remote Management Card. In
the case the ft Remote
Management Card is not
mounted, or in the case the
failure still remains after replacing
the card, replace CPU/IO module.

0B9A BMC not responding

BMC device is faulty.

Replace ft Remote Management
Card. In the case ft Remote
Management Card is not
mounted, or in the case the
failure still remains after replacing
the card, replace CPU/IO module.
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On-screen error message

Cause

Action

0B9B Private 12C bus not
responding

12C bus is faulty.

If turning AC power off and on
does not help, replace the
CPU/IO module or the system
backboard.

0B9C BMC internal exception

0B9D BMC A/D timeout error

BMC device is faulty.

Replace ft Remote Management
Card. In the case ft Remote
Management Card is not
mounted, or in the case the
failure still remains after replacing
the card, replace CPU/IO module

OB9E SDR repository corrupt

SDR data is faulty.

If updating SDR does not solve
the problem, replace ft Remote
Management Card. In the case ft
Remote Management Card is not
mounted, or in the case the
failure still remains after replacing
the card, replace CPU/IO module.

OB9F SEL corrupt

SEL repository within BMC is
faulty.

Replace ft Remote Management
Card. In the case ft Remote
Management Card is not
mounted, or in the case the
failure still remains after replacing
the card, replace CPU/IO module.

OBAO SDR/PIA mismatched.
SDR, PIA must be
updated.

SDR and PIA data do not
match.

If updating SDR/PIA does not
solve the issue, replace ft Remote
Management Card. In the case
ft Remote Management Card is
not mounted, or in the case the
failure still remains after replacing
the card, replace CPU/IO module.

0BBO SMBIOS - SROM data
read error

e 12C bus is faulty.
e SROM is faulty.
e« BMC is faulty.

0BB1 SMBIOS - SROM data
checksum bad

Data within SROM is faulty.

If turning AC power off and on
does not help, replace the system
backboard.

0BCO POST detected startup | CPU is faulty. Replace the CPU.
failure of 1st Processor

OBC1 POST detected startup
failure of 2nd Processor

8100 Memory Error detected | DIMM is faulty. Replace the DIMM Slot0 (2
in DIMM group #1 DIMMs).

8101 Memory Error detected DIMM is faulty. Replace the DIMM Slot1 (2
in DIMM group #2 DIMMs).

8102 Memory Error detected | DIMM is faulty. Replace the DIMM Slot3 (2

in DIMM group #3

DIMMs).

8120 Unsupported DIMM
detected in DIMM group
#1

8121 Unsupported DIMM
detected in DIMM group
#2

8122 Unsupported DIMM
detected in DIMM group
#3

Unsupported DIMM is
mounted.

8130 Mismatch DIMM
detected in DIMM
group#1

8131 Mismatch DIMM
detected in DIMM
group#2

8132 Mismatch DIMM
detected in DIMM
group#3

DIMM group do not match.

Check supported DIMMs and
replace them. If replacing the
DIMMs does not help, replace the
CPU/I0 module.
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On-screen error message

Cause

Action

8150 NVRAM Cleared By

CMOS clear jumper is

Jumper mounted.
8151 Password Cleared By Password clear jumper is
Jumper mounted.

Turn off the DC power and
change back the jumper setting.

8160 Mismatch Processor
Speed detected on
Processor 1

8161 Mismatch Processor
Speed detected on
Processor 2

CPU frequency does not
match.

Check supported CPUs and
replace them. If replacing the
CPU does not help, replace
CPU/I0 module.

9064 Mixed CPU Steppings
detected

Different CPU steppings are
found.

Check supported CPUs and
replace them. If replacing the
CPU does not help, replace
CPU/IO module.

9002 Memory not installed.

DIMM is not implemented.
DIMM is faulty.

Mount or replace the DIMM.

9003 Memory

implementation error
detected

Error is detected on memory
implementation.

Check supported DIMMs and
replace the DIMM. If replacing the
DIMM does not help, replace the
CPU/IO module.

9006 HW Memory Test failed.

Memory is faulty.

Replace the DIMM. If replacing it
does not help, replace the
CPU/IO module.

9000 A serious error occurred There are some error messages
during a POST. in addition to this error code.

Check the other error message.
9090-9097 A memory error has (a) Verify that the memory is

occurred, or memory is
faulty.

mounted properly.

(b) Replace the memory. If this
does not help, replace the
module.




Windows Server 2003, Enterprise Edition Error Messages

If a fatal error (e.g., a STOP or system error) occurs after Windows Server 2003, Enterprise Edition starts, the screen of
the display unit turns blue and displays detailed error messages.

STOP: CO00021A (FATAL SYSTEM ERROR)

The Windows logon process.. System process terminated.

Unexpectedly with a status of 0x00000001
(0x00000000 0x00000000).

The system has been shutdown.
The screen crashdump : initializing miniport driver

background is "blue".
crashdump : dumping physical memory to disk

Take notes of the messages displayed on the screen, and call your sales agent.

If a fatal error occurs, the server automatically executes memory dump processing and saves the memory dump data in
an arbitrary directory (see the end of this chapter). The maintenance personnel of your sales agent may ask you to
provide this data. Thus, copy the file into a medium (e.g., DAT) to be ready to pass it to the maintenance personnel.

IMPORTANT:

A message may appear indicating that virtual memory is insufficient when you restart the system after a STOP or
system error has occurred. Ignore the message and start the system.

If an error such as a stop error of the OS occurs, the normal dump function may run instead of the quick dump
function depending on the system status. However, the memory dump file can be used for failure analysis
equivalent to that of the quick dump function.

TIPS:
Before copying the file into a medium, start the Event Viewer to confirm that the Save Dump event log is included
in the system event logs and the memory dump has been saved.

The following message may be displayed during usage.

"Your system is low on virtual memory. To ensure that Windows runs properly, increase the size of your virtual
memory paging file. For more information, see Help."

When this message is displayed, extend a physical memory following the procedure below.
1. Add aphysical memory
2. Change the configuration of the paging file (Change more than < physical memory capacity x 1.5 >)

The system also displays a warning message if an internal device or peripheral equipment (e.g., disk, network, or
printer) encounters an error. Take notes of the message, and call your sales agent.
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Server Management Application Error Message

If the server management tool such as NEC ESMPRO Agent or NEC
ESMPRO Manager has been installed in the Fault Tolerant Server
series or management PC, you can obtain the error information from
the display unit of the server or management PC.

See Chapter 5 or online documentation for details of such application
programs.
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TROUBLESHOOTING

When the server fails to operate as expected, see the following to find out your problem and follow the given instruction
before asking for repair.

If the server still fails to operate successfully after solving your problem, take a note on the on-screen message and
contact your sales agent.

Problems with Fault Tolerant Server series

Fail to power on the server:
O s the server properly supplied with power?

— Check if the power cord is connected to a power outlet (or UPS) that meets the power specifications
for the server.

— Check if the two pieces of the provided power cord are connected to the main unit properly.

— Make sure to use the power cord provided with the server. Check the power cord for broken shield or
bent plugs.

— Make sure the power breaker for the connected power outlet is on.

— If the power cord is plugged to a UPS, make sure the UPS is powered and it supplies power. See the
manual that comes with the UPS for details.

Power supply to the server may be linked with the connected UPS using the BIOS setup utility of the
server.

<Menu to check: [Server] - [AC-LINK] - [Power On]>
— Make sure the POWER switch on the power unit is on.
O Did you press the POWER switch?

— Press the POWER switch on the front of the Fault Tolerant Server series to turn on the power (the
POWER LED lights).

O Did you install the CPU/IO module properly?

— Check if the CPU/IO module is properly installed in the server. Secure the CPU/IO module with screw
located on the module removable handle.

The screen turns blue during OS boot:

— Wait for the period of time you set at BIOS [Boot Monitoring]; after the boot module is automatically
swapped, the server will be rebooted and the OS will start up.
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POST fails to complete:
O Isthe DIMM installed?
— At least one DIMM is required for operation.
O Isthe memory size large?
— The memory check may take a time if the memory size is large. Wait for a while.
O Did you perform any keyboard or mouse operation immediately after you started the server?

— If you perform any keyboard or mouse operation immediately after start-up, POST may accidentally
detect a keyboard controller error and stops proceeding. In such a case, restart the server once again.
Do not perform any keyboard or mouse operation until the BIOS start-up message appears when you
restart the server.

O Does the server have appropriate memory boards or PCI card?

— Operation of the server with unauthorized devices is not guaranteed.

Server reboots while running the Adaptec SAS/SATA Configuration utility:
O Have you modified the Setup settings?

— From [Server] - [Monitoring Configuration] - [Option ROM Scan Monitoring] of Setup, select
“Disabled.” If [Option ROM Scan Monitoring] is enabled, the system may reboot while using the
SCSiISelect utility. Change back the setting after you finish using the utility.

Fail to access to external devices:
O Are cables properly connected?

— Make sure that the interface cables and power cord are properly connected. Also make sure that the
cables are connected in the correct order.

O s that device compliant with Fault Tolerant Server series?
— Operation of the server with unauthorized devices is not guaranteed.
O Isthe power-on order correct?

— When the server has any external devices connected, power on the external devices first, then the
server.

O Did you install drivers for connected optional devices?

— Some optional devices require specific device drivers. Refer to the manual that comes with the device
to install its driver.

O Is SCSI controller (including options) configuration correct?

— If the sever has an optional SCSI controller board and SCSI devices are hooked up to the server, make
correct settings by the SCSI controller board’s SCSI BIOS utility. For details, see manuals included
with the SCSI controller board.

CPUs not in Duplex mode:
— Check if the memory configuration is correct.

— Check if third-party CPUs or memory (DIMM) are used.

Disks not in Duplex mode:

— Unless you perform mirroring (including reconfiguration after failed disks are replaced) in correct
order, the mirror may not be (re)configured. Check if the steps were correct.



7-12

The keyboard or mouse fails to operate:
O s the cable properly connected?
— Make sure that the cable is connected to the correct connector on the rear of the server.
O Are the keyboard and mouse are compliant with Fault Tolerant Server series?
— Operation of the server with unauthorized devices is not guaranteed.
O Does the server have drivers installed?

— Refer to the manual that comes with your OS to check that the keyboard and mouse drivers are
installed. (These drivers are installed along with the OS.) Some OS allow you to change the keyboard
and mouse settings. Refer to manual that comes with your OS to check that the keyboard and mouse
settings are correct.

Screen freezes, keyboard and mouse don’t work:

— If the amount of memory is large, it takes time to copy the memory in dual mode and the system stops
working temporarily during the copying, but it is not system trouble.

Message “New Hardware Found” appears:

— Such a message may appear at the system startup or when a CPU/IO module is replaced and
incorporated into the system. This is due to the server’s operating specifications and does not pose any
problem.

Fail to access (read or write) to the floppy disk:
O Does the floppy disk drive contain a floppy disk?
— Insert a floppy disk into the floppy disk drive until it clicks.
O s the floppy disk write-protected?
— Place the write-protect switch on the floppy disk to the "Write-enabled" position.
O s the floppy disk formatted?

— Use a formatted floppy disk or format the floppy disk in the floppy disk drive. Refer to the manual
that comes with the OS for formatting a floppy disk.

Fail to access to the CD/DVD-ROM:
O Isthe CD/DVD-ROM properly set in the CD/DVD-ROM drive tray?

— The tray is provided with a holder to secure the CD/DVD-ROM. Make sure that the CD/DVD-ROM
is placed properly in the holder.

O Isthe CD/DVD-ROM applicable to the server?
— The CD/DVD-ROM for Macintosh is not available for use.

Fail to access the hard disk:
O Is the hard disk applicable to the server?
— Operation of any device that is not authorized by the manufacturer is not guaranteed.
O Is the hard disk properly installed?

— Make sure to lock the hard disk with the lever on its handle. The hard disk is not connected to the
internal connector when it is not completely installed (see Chapter 8). When the hard disk is properly
installed, the drive power LED for the hard disk is lit while the server is powered.
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Fail to start the OS:
O Isafloppy disk in the floppy disk drive?

— Take out the floppy disk and restart the server.

O Isthe EXPRESSBUILDER DVD (or the other bootable DVD/CD-ROM) in the DVD-ROM drive?
— Take out the CD-ROM and restart the server.

O Isthe OS damaged?

— Use the recovery process of the OS to attempt to recover the damaged OS.

OS behavior is unstable:
O Have you updated your system?

— For update procedure, see the separate volume “User’s Guide (Setup).”

The system does not operate according to the configured settings of "Automatic Restart" at the
occurrence of error.
— The system may or may not restart automatically even if the "Automatic Restart" settings are made at
occurrence of an error is set. If the system does not restart automatically, restart it in manual mode.

The power cannot be turned off while the blue screen of Windows Server 2003, Enterprise Edition is
displayed.
— The forced power-off (forced shutdown) procedure is necessary to turn off the power with the blue
screen displayed. Keep pressing the POWER switch for about 4 seconds. Pressing the POWER switch
quickly does not turn off the power in this case.

The server is not found on the network:
O Isthe LAN cable connected?

— Make sure to connect the LAN cable to the network port on the rear of the server. Also make sure to use
the LAN cable that conforms to the network interface standard.

O Have the protocol and service already configured?

— Install the distinctive network driver for the server. Make sure that the protocol, such as TCP/IP, and
services are properly specified.

O s the transfer speed correct?

— The built-in LAN controller mounted as standard on this server can be used in network with the transfer
speed of 1000Mbps, 100Mbps or 10Mbps. You can change the transfer speed or configure the setting
from OS. However, do not use the “Auto Detect” function. Fix the setting of the transfer rate to the same
with that of the connected hub. Also, check if the duplex mode is the same with that of the connected
hub.

Fix the transfer speed by using Device Manager. Select and right-click the network adapter to change the
transfer speed from the tree on Device Manager, and select [Properties] from the displayed menu. When
the properties window appears, select the [Link] tab, and select the item that matches to the connected
HUB from the list box of [Speed and Duplex]. If you click [OK], configuration selected in [Speed and
Duplex] will be effective.

Icon of drive A is changed to that of removal disk:

— Does not cause any problem.
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Machine repeats rebooting at startup:

O Is CHKDSK executed at machine startup?
— Open the utility of the BIOS setup at rebooting and change the following settings:
(Change BIOS settings)

Change [Server] - [Monitoring Configuration] - [OS Boot Monitoring] to [Disable].
(For details, see page 4-24 “Monitoring Configuration.”)

* After completion of CHKDSK, restart the machine and change the above setting back to [Enable]
and continue the operation.

CHKDSK is executed in the following conditions:
(1) CHKDSK is scheduled to be executed at next system startup
(2) Corruption of file system is detected since the previous startup until shutdown
(3) Inconsistency (corruption) of file system is detected while mouting at system startup

O s the value of [OS Boot Monitoring] in the BIOS setting appropriate?

— Change the value of [OS Boot Monitoring] to suit your environment.
(For details, see page 4-24 “Monitoring Configuration.”)

Disk access LEDs on the disks are off:

— The LEDs may seem to be off when an excessive amount of access causes the frequent blinking. Check
if the LEDs are blinking green when the access is reduced.

Unavailable disks are displayed on Disk Management:
Follow the instruction below:

Disk Status Description Action

A message [Foreign] is [To use data of the disk]
displayed when the dynamic Import the disk referring to Chapter 3
disk used on another system is “Windows Setup and Operation.”
mounted.

EiDisk 3 [To make the disk usable]

Drynianic Initialization is required to use this

) disk. Initialize this disk to convert it to
Foreign a usable disk.
<Note>

The data on disks are lost when
initialized. Make sure to back up the
data before initializing disks.

&¥Missin A message [Missing] is Delete the mirror on the disk when
D >sing displayed when the dynamic mirror volume is on missing disk.

Y MAMic S . . . .
6.0l GE disk is broken or removed. After deleting the mirror, right-click
CfFline [Missing] disk and execute [Remove

disk].
EDisk A message Right-click on the disk and execute
¥ kﬁls 2 [Not Initialized] is displayed [Initialize Disk] to convert it to a usable

IErEtn when there is no signature on disk.

33.87 GB .
B the disk.
Mok Initialized
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CPU load ratio of SNMP Service (snmp.exe) increases:

—  While monitoring the server from NEC ESMPRO Manager, the CPU load ratio of SNMP Service on the
NEC ESMPRO Agent side may increase at every monitoring interval (default: 1 minute).

— NEC ESMPRO Manager and NEC ESMPRO Agent exchange information through SNMP Service. If
the server status monitoring by NEC ESMPRO Manager is on (default: ON), NEC ESMPRO Manager
regularly issues a request to NEC ESMPRO Agent to get the current status of the server. In response,
NEC ESMPRO Agent checks the status of the server. As a result, the CPU load ratio of SNMP Service
increases temporarily.

— If you have trouble of terminating a movie player application, turn off the server status monitoring by
NEC ESMPRO Manager or extend the monitoring interval.

SNMP Service caused hang:

— SNMP Service has a module called “SNMP Extended Agent.” This module may be registered when you
install some software that uses SNMP Service. If you start SNMP Service, SNMP Extended Agent is
also loaded at the initialization. However, if the initialization is not completed within a specified period,
SNMP Service will hang. It may take time to complete the initialization due to temporary high load on
the system. In this case, wait for the system load become low enough before restarting SNMP Service.

Pop-up message of esmcmn.exe is displayed when starting the system:

— The following pop-up message may be displayed when you restart the system which NEC ESMPRO
Agent is installed to and removal drives such as MO and DVD-RAM are mounted on, without closing
Windows Explorer, after displaying the contents of media and removing the media by the software eject
(by right-clicking the DVD drive on Windows Explorer and selecting [Eject]) The message (the drive
name) displayed varies depeneding on the systems.

If the pop-up messages below are displayed, click [Cancel] or [Continue] to close the dialog box. If you
do not close the dialog box, you cannot start the Workstation service and related services, causing
unstable operation of the system. Also, if you restart the system, execute it after terminating the program
such as Windows Explorer which displays a media.

<Example>

x|

@ There is no disk in the drive, Please insert a disk into drive A:.

== Try Again I Conkinue |

Memory dump (debug information) cannot be collected when a failure occurs:

O Isthere any available storage space on a storage location?

—> Specify the drive in which there is an available storage space of more than a memory size on the
server plus 12 MB (more than 2048 plus 12MB if a memory size is more than 2GB).
For details, see “Set Memory Dump (Debug Information)” of “Step 14: Make Settings for Failure
Management” in Chapter 4 “Windows Setup” in the separate User’s Guide for setup.

O Is[Initial size] of the paging file of the OS partition smaller than [Recommended]?

— If a value smaller than the [Recommended] value is set for [Initial Size] of the paging file, accurate
memory dump (debug information) may not be collected. Be sure to create the file in the above size in
the OS partition.

For details, see “Set Memory Dump (Debug Information)” of “Step 14: Make Settings for Failure
Management” in Chapter 4 “Windows Setup” in the separate User’s Guide for setup.
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Command prompt cannot be displayed in full screen:

In Fault Tolerant Server series, you cannot switch command prompt to full screen mode. Also, you
cannot execute applications that use command prompt full screen mode. When you attempt to switch to
full screen mode, the message below may appear. Click [OK] and close the window.

<Example message>

Il Command Prompt x|

The video device Failed to initialize For Fullscreen mode,

Exclamation mark “!” appears to “VGA Display Controller” under the “non-Plug and Play device”
when changed the setting to show hidden devices in menu in the Device Manager:

This has to do with the server specification and there is no effect to the operation. Exclamation mark “!”
appears to “VGA Display Controller” since OS Standard VGA driver is not activated in the server.

Warning message appears in POST after implementing ft Remote Management Card:

O

Did you set “Initialize Remote Management Card”?

H/W Configuration of BMC is corrupted.
11 Update BMC H/W Configuration by configuration tool!!
11 Refer to BMC Configuration manual !!

If the message above appears, press F1 key or wait for a while. Then POST proceeds. Insert
EXPRESSBUILDER DVD attached to the server to the DVD-ROM drive to start EXPRESSBUILDER.
Select [Tools] - [Initialize Remote Management Card] from its main menu to write the sensor
information specific to the server to the card.

A CPU/IO module cannot be integrated:

When a componet fails and is reintegrated, the following message may be recorded to the system event
log and the process is stopped. Such event indicates that the component’s MTBF is below the threshold
and it is judged that repair is necessary. Thus the reintegration process cannot be completed. Generally
replacement of the component will be required, so contact your sales representative. If reintegraating the
component without repair is required for some reason, consult your sales agent. It is possible to perform
reintegration forcefully.

Source: srabid
ID: 16395
Description:  x is now STATE BROKEN / REASON_BELLOW_MTBF (“x” is a device number.)

When you integrate a PCI module when exchanging, starting and diagnosing the PCI
module, follwing events may be recorded on [System] in [Event Viewer], and the duplex process may
fail:

Source: srabid

ID: 16474

Description:  Diagnostics failure of XX: ‘1O GbEnet OUI Verification 1, D821’ (Ftn=xxxx
INfO=XXXX,XXXX).

Source: srabid

ID: 16395

Description: XX is now STATE BROKEN/REASON_DIAGNOSTICS_FAILED

“XX” refers to the PCI module ID. If it is PCI module 1, it is shown as “10”; if it is
PCI module 2, it is shown as “11.” As to “xxxx,” the value differs depending on
circumstances when errors occur.
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If the above events are recorded, follow the below prcedure to integrade the PCI module.

(1) Select the PCI module that failed to integrate on the ft Server Utility.
(2) Select [Clear] under [MTBF clear].
(3) Select [Start] to start the PCI module.

Screen under changing (distorted display) can be seen when screen resolution is changed:

If screen resolution is changed while the entire system is under high load, screen under changing
(distorted display) may be seen.

This is because screen update is taking time to complete due to high load in the system. This is not
because an error is occuring.

The screen will return to normal if you wait awhile.

Duplexed status is not displayed properly:

When one CPU/IO module is reintegrated after the other CPU/IO module is removed due to the failure
or replacement, the status in ESMPRO or RDR Utility and status LED 2 on the CPU/IO module may not
be displayed properly.

Restore normal display with the following procedure.

<Restoration procedure>

From [Start], click [Administrative Tools] and [Services] to start Services. Right-click [ftSys
Maintenance and Diagnostics (MAD)] and click [Restart].

Unable to recognize the server from a managing PC:

O Did you configure [Initialize Remote Management Card]?

—Start the server-accessory EXPRESSBUILDER, then go to [Tools] - [Initialize Remote
Management Card] to write each server information in order to initialize the card.

O Does your management PC contain Java2 RuntimeEnvironment, Standard Edition 1.4.2_04 or later?

—Java2 RuntimeEnvironment, Standard Edition 1.4.2_04 or later is required. Use the following
procedure to install.

Start Windows on a management PC that you want to install the Java, then insert the
EXPRESSBUILDER DVD into the DVD-ROM drive. Master control menu appears by the
Autorun function.

Click [Software Setup] - [DianaScope]. Run the JRE installer in the DianaScope installation menu.
# If you would like to install the latest Java Runtime, go to the following website to download:
http://java.sun.com/j2se/

O Do you connect LAN cable appropriately?

—Check if LAN cable is connected appropriately. The server sensors work properly only when the
cable is connected properly. Make sure the cable isn't mistakenly connected to the server's LAN
connector or to the serial port connector.

O Check if IP address is duplicated?

—IP address for the management LAN port is configured as 192.168.1.1 at the factory default
setting. Change the IP address if this one is already used on the network, as this one isn't
recognized appropriately.
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O Did you set ESMPRO/ServerAgent to monitor the server?

—Change the ESMPRO setting. Start ESMPRO/ServerAgent in the Windows control panel, then go
to [Express5800 Server] - [Monitor] from [System] tab, then click the check box. (JUnmonitored]
is selected by default) After changing the setting, the server monitoring starts automatically. You
do not have to reboot the server, but you need to restructure the tree if you still cannot monitor the
server.

O Is network connection restricted by the firewall or thegateway?

— Network connection may be restricted by a firewall setting. See if you can solve the problem by
connecting the server and a client PC directly with a cross cable. Refer to Chapter 4 [Remote
Management Function] - [BMC Configuration] - [Network Configuration], then check the port of
the Remote Management Card and set the firewall or the gateway.

Server console screen does not appear on the web Remote KVM console screen:

O Did you set the server's screen resolution properly?

—When you display the server screen by using the remote KVM in the Remote Management
function, set the screen resolution 1024 x 768 and the refresh rate should be less than 75Hz.

Forgot login name/password for the Remote Management Function on the web browser:

— Refer to Chapter 4 on BMC configuration jumper. By changing the jumper position, the BMC
configuration including the password returns to the factory default setting.

IMPORTANT:

After the operation, the BMC configuration for connecting to the DianaScope and to the server will be lost. If you
are already using the DianaScope, save the configuration on FloppyDisk before this operation, then configure
again. You can change/save the BMC configuration on the system management function of DianaScope or
EXPRESSBUILDER.

On the Network Connections screen, the numbering of the Local Area Connection doesn’t begin from
“qr-

M=
File Edit Mjew Favorites Tools Adwvanced Help | j'}'
) Back = 3 - 5 | ' search Folders | & G X ) | -

Address Ie_ Network Connections Rai=

Marme | Type | Status | Device Mame

LAN or High-Speed Internet

<. Local Area Connection &
<L.Local Area Connection 7
<L Local Area Connection 5
<L Local Area Connection &

Wizard

'.'__-IENew CD:nI:ﬁE:CtIDn le:arfd wyizard

|

LaM or High-Speed Inker, .,
LAM or High-Speed Inter...
LaM or High-Speed Inker.. .
LAMN or High-Speed Inter...

Metwork cable unplugge. ..
Mebwork cable unplugge. ..
Metwork cable unplugge. ..
Mebwork cable unplugge. ..

Stratus emb-EB 2-Port 1
Stratus emb-EE 2-Port
Stratus emb-EE 2-Port 1
Stratus emb-EE 2-Port

Ll

— This is because of the product feature and there this affects nothing on the operation. If you need
to change the Local Area Connection name, right click the icon on the Network Connections screen
and select [Change name].
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Wake On LAN does not function:

O Does this happen to be right after the Alternate Current (AC) power supply started?

—When you disconnect either or both of the AC cables on the server and the AC supply is stopped,
the Wake On LAN becomes unavailable on the next system launch after the electricity supply starts.
Connect the cables to both equipments to supply the electriciy, and press the power switch to start
the system.

O Isthe AC power supplied to both AC cables?

—If the AC power supplied to only one of the AC cabled, Wake On LAN may become unavailable.
Supply the AC power supply to both of the AC cables, and press the power switch to start the
system.

O Is the network adapter configured on OS?

—On the OS, go to [Start] - [Management Tool] - [Computer management] and select the
Device Manager. Double click [Stratus emb-EB 2-Port Gigabit Adapter #n] under the
network adapter, then select the following option from [Power Management] tab:

Wake on Magic Packet from power off state

TIPS:

Wake On Magic packet is unavailable even it it is checked.

O Is Hub/Client fixed as 1000M?

—Check the following configurations:

— Set the Hub as “Auto-Negotioation.”
— Set the Client as “Auto-negotiate best speed.”

IMPORTANT:

For both Hub/Client, you cannot function Wake On LAN from standby with
the 1000M fixed configuration.

O Do you happen to be sending Magic Packet to only one of the duplexed LAN?

—If you use Wake On LAN under duplexed LAN, you need to send Magic Packet to all of the
duplexed LAN pair(s).
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Event Log

"The NMS Service terminated unexpectedly.” is recorded in the system event log:

— Although the following log may be recorded in the system event log when starting the system, or after
exchanging PCI modules, there is no real problem on operation. Change of a setup with PROSet Il
will become invalid if NMS service stops, but you can change a setup normally because NMS service
will be automatically started when PROSet Il is started.

“Source: Service Control Manager

EventID: 7031

Description: The NMS service terminated unexpectedly. This has occurred 1 time(s). The following
corrective action will be taken in 0 milliseconds: No action.”

iIANSMiniport-related logs are recorded in the system event log:

— The logs of the source “iANSMiniport” are the logs about the duplex of the network. The following
logs may be recorded in the system event log after starting the system or after setting duplex, but there
is no problem on operation.

Source: iANSMiniport
Type: Warning
EventID: 35

Description: Initializing “Virtual Team Adaptor” that lack adapter “Number of missed adaptors.”
Check if all adapters exist and function properly.

Source: iANSMiniport

Type: Warning

EventID: 13

Description: “Physical Adaptor” is invalid in the team.
Source: iANSMiniport

Type: Warning

EventID: 11

Description: The following adapter link is not connected: “Physical Adaptor.”
Source: iANSMiniport

Type: Error

EventID: 16

Description: “Virtual Team Adaptor”: the last adapter lost the link.

The team network lost the connection.

Source: iANSMiniport
Type: Warning
EventID: 22

Description: The primary adapter did not detect the following probe: “Physical Adaptor.” Reason:
The team may be divided.

The log above gets output in the process of system start up or dual mode setting. When the log is
recorded, there is no problem to the system by the above warning if the status of the adapter in the
team is “Active” or “Standby.” For the status of the adapter, check in properties of the team adapter
from the device manager.
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ESMCommonService related log is recorded in the system event log:

— Following event log is recorded while the system operation in some cases. The log indicates detection
of an event that is not critical event for the server operation, and the event is amendable. This doesn’t
affect the system as long as the event never occurs repeatedly.

Source: ESMCommonService

Type: Warning

Event ID: 1309

Description: ECC 1 bit error occurred on the system bus.

EvntAgnt log is recorded in the application event log:

— This event does not have any influence to the system not to SNMP services. Thus ho measurement is
required.

Source: EvntAgnt
Event ID: 1003
Description:  TraceFileName parameter not located in registry; Default trace file used is .

Source: EvntAgnt
ID: 1015
Description:  TracelLevel parameter not located in registry; Default trace level used is 32.

SCSI control error appears in the system event log:

— This symptom occurs, for example, when a SCSI chip receives a reset request from a different SCSI
chip. The process will be continued properly by the retry function.
Itis likely to occur when the server shifts from the simplex mode to the duplex mode at OS startup or
during maintenance operations. If the number of the following errors recorded in the system event log
is few, ignore the errors.
This error is logged about 5 to 50 times in two or three minutes when the server shifts from the
simplex mode to the duplex mode during maintenance operations. Ignore these errors as well.

Source: adpu320
Type: Error
Event ID: 11

Description: The driver detected a controller error on \Device\Scsi\adpu320xx.

If this error is recorded many times, the hard disk drive may be faulty. Contact your service
representative.

SCSl device timeout appears in the system event log:

— This symptom occurs when the processing speed of HDDs is slower than the request from the
operating system. The process will be continued properly by the retry function.
It is likely to occur when the server shifts from the simplex mode to the duplex mode at OS startup or
during maintenance operations. If the number of the following errors recorded in the system event log
is few, ignore the errors.
This error is logged about 5 times when the server shifts from the simplex mode to the duplex mode
during maintenance operations. Ignore these errors as well.

Source: adpu320

Type: Error

EventID: 9

Description:  The device, \Device\Scsi\adpu320xx, did not respond within the timeout period.
Source: adpu320

Type: Error

EventlID: 117
Description:  The driver for device \Device\Scsi\adpu320xx detected a port timeout due to prolonged
inactivity. All associated busses were reset in an effort to clear the condition.

If this error is recorded many times, the hard disk drive may be faulty. Contact your service
representative.
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Event log which warn CPU load monitoring is registered:

%

If NEC ESMPRO Agent cannot get performance information from the OS due to a temporary
resource shortage or high load ratio on the system, it will record the following event log. However,
there is no real problem on operation. (In the description, Y and X represent alphanumeric characters.)

Source: ESMCpuPerf

Type: Information

Event ID: 9005

Description:  Cannot get system performance information now (YYYY Code=xxxx).

If NEC ESMPRO Agent cannot get information, it will treat the load ratio as 0%. So, if NEC
ESMPRO Agent cannot get information continuously, the CPU load ratio may appear lower than the
actual value.

Error log is registered on the OS start:

— The following event may be registered when the OS starts. This log may also be registered when the

ftSys SSN service functions normally.

Source: Service Control Manager

Type: Error

Event ID: 7022

Description:  Description: ft Sys SSN service hung on starting.

Verify the status of the ftSys SSN service by going to [Control Panel] - [Management Tool] - [Service]
and start the Service Manager. If the status is
[Start], there is no problem.

[Detected past event] is recorded

— Following event is recorded when MSCS is used, then the warning is sent to ESMPRO/Server

Manager

Source: AlertManagerMainService
Event ID: 802
Description:  Cannot get system performance information now (YYYY Code=xxxx).

- System time is modified.
- System was not shut down properly.
- Event log file is broken.

MSCS has a function which enables to see every event on the computer’s cluster configuration. In
some cases, however, events are not stored by date, when such as shutting down only one side, or
launching only one side.

As ESMPRO/ServerAgent checks whether the events are stored by date, any events out of the date
order is shown as “Past Event Detected.”

Note that even when this event is recorded, the event log function continues to function properly for
the events stored by date.
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Fibre Channel related log is recorded in the System Event log

— The below events may be recorded when module switching, including module failure, occurs. This
log indicates that the system has detected a non-fatal, correctable event for the server operation. This
does not affect the system as long as this event is recorded consecutively.

Source: elxstor

Type: Error

Event ID: 11

Description:  Driver detected control error on \Device\Raid\Port?.
Data: Word

0000: 0018000f 0068001 00000000 c00400b

0010: 0000002a 00000000 00000000 00000000
0020: 00000000 00000000 00000000 00000000
0030: 00000000 c004000b 00000000 00000000

Note 1: “?” indicates the board number.
Note 2: When value is 0x0000002a that is indicated in 0x0010 word.

Error logs are recorded while maintenance operation

— While maintenance operation, such as detaching a I/0 module, the following events may be recorded.
These logs show that the 1/0 module was detached.
This does not affect the system operation.

Source: sraele51

Type: Error

Event ID: 805

Description:  Stratus emb-EB 2-Port Gigabit Adapter #n : PROBLEM :
Unexpected adapter removal detected during check for hang.
Was an I/0O CRU short or removed?

Source: PlugPlayManager
Type: Error
Event ID: 12

Description:  The device ‘XXX’ disappeared from the system without first being prepared for
removal.
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Problems with EXPRESSBUILDER

When the server is not booted from the EXPRESSBUILDER DVD, check the following:
O Did you set the EXPRESSBUILDER DVD during POST and restart the server?

— If you do not set the EXPRESSBUILDER DVD during POST and restart the server, an error message
will appear or the OS will boot.
O Is BIOS configuration correct?

— The boot device order may be specified with the BIOS setup utility of the server. Use the BIOS setup
utility to change the boot device order to boot the system from the DVD-ROM drive first.
<Menu to check: [Boot]>

O If[OS installation ***default***] is selected at BOOT Selection screen, following message is
displayed.

After this message appears, check the error and take the appropriate corrective action according to the error codes listed
in the table below.

Message Cause and Remedy
This EXPRESSBUILDER version | This EXPRESSBUILDER version was not
was not designed for this | designed for this server.
computer. Insert the correct | Execute the EXPRESSBUILDER on the
version and click [OK]. compliant server.
(When you click [OK], the
computer reboots)
EXPRESSBUILDER could not get | This message is shown when such as
the hardware parameters written | EXPRESSBUILDER could not find
in this motherboard. system-specific information because of
This version is not designed for | motherboard exchanged.
this computer or the motherboard
may be broken. (When you click
[OK], the computer reboots)
The hardware parameters written
in this motherboard are incorrect.
This version is not designed for
this computer or the motherboard
may be broken.
(When this error occurs just after
changing the motherboard,
configure the hardware
information  properly on the
[Maintenance Utility)
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Problems with Master Control Menu

Failed to read online documentation:

O Is Adobe Acrobat Reader installed properly?

— Anpart of online documentation is supplied in PDF file format. Install the Adobe Acrobat Reader
(\Version 4.05 or later) in your operating system. You can also install the Adobe Acrobat Reader using
the EXPRESSBUILDER DVD. Launch the Master Control Menu and select [Setup] - [Adobe

Acrobat Reader]. (After installation, launch Adobe Acrobat Reader and agree on license agreement
before you use it).

Image of online documentation is not clear:
O Isyour display unit set to display 256 colors or more?

— Set the display unit to display 256 colors or more.

The master control menu fails to appear:
O Isyour system Windows NT 4.0 or later, or Windows 95 or later?

— The DVD Autorun feature is supported by Windows NT 4.0 and Windows 95. The older versions do
not automatically start from the DVD.

O Is Shift pressed?

— Setting the DVD with Shift pressed down cancels the Autorun feature.

O s the system in the proper state?

— The menu may not appear depending on the system registry setting or the timing to set the DVD. In
such a case, start the Internet Explorer and run \MC\1ST.EXE in the DVD.
Menu items are grayed out:
O Isyour computer environment proper?

— Some software requires the administrative authority for operation or needs to operate on the server.
Use that software in the appropriate computer environment.
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Problems with Parameter File Creator

Failed to start Parameter File Creator:

— Parameter File Creator must be executed with “Microsoft® HTML Application host.” If this does not
launch, follow the below procedure to associate Parameter File Creator with “Microsoft® HTML
Application host.”

1. Go to Windows Start menu and select “Run”.
2. Type %windir%\system32\mshta.exe \register and click OK.
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Problems with NEC ESMPRO
NEC ESMPRO Manager

— See Chapter 5. See also online document in EXPRESSBUILDER DVD for troubleshooting and other
supplementary information.

NEC ESMPRO Agent

Change in monitoring interval of file system and threshold value of free space monitoring do not reflect:

— Change in monitoring interval by the file system monitoring function of NEC ESMPRO Agent,
threshold value of free space monitoring do not reflect immediately. The configuration change
becomes effective in the next monitoring interval of monitoring service after changing the setting.

NEC ESMPRO Manager does not receive traps from NEC ESMPRO Agent properly:

—  When the trap community which receives traps in the setting of NEC ESMPRO Manager is changed
from the default setting “public”, SNMP service setting needs to be changed. See the separate user’s
guide (Setup), and set the same community name configured in NEC ESMPRO Manager. For NEC
ESMPRO Manager to receive traps from NEC ESMPRO Agent properly, both community names must be
matched.

Alert is redundantly reported to NEC ESMPRO Manager:

— When NEC ESMPRO Manager’s IP address (or host name) assigned to SNMP service to send traps is
assigned in the message manager (TCP/IP), a warning message for redundancy is displayed. Alert is
redundantly reported when the same NEC ESMPRO Manager is assigned.

Cannot monitor from NEC ESMPRO Manager:

— When a community name besides “public” is entered in SNMP service trap properties sheet, see the
separate user’s guide (Setup) and add the value to “Accepted community names” in security
properties sheet. When the choice of “Accepted community names” is set other than “READ
CREATE” or “READ WRITE”, monitoring from NEC ESMPRO Manager cannot be done.

NEC ESMPRO Agent cannot receive SNMP packet from NEC ESMPRO Manager:

— When you changed the community name which receive SNMP packet of SNMP service from the
default name “public” to the desired name, you must register new community name of NEC ESMPRO
Agent from the [Control Panel]. Follow the steps below:

1. Double-click the [NEC ESMPRO Agent] icon in [Control Panel].

2. Select a desired community name from the [SNMP Community] list box
in [SNMP Setting] of the [General] sheet.

The community names to receive SNMP packets are listed in the [SNMP Community] list box.
3. Click the [OK] to terminate the operation.

The community name to send SNMP packet from NEC ESMPRO Manager and the community name to
receive SNMP service in NEC ESMPRO Agent must be the same to receive SNMP packet properly.

NEC ESMPRO Agent does not operate properly:

— When SNMP service is added after applying service pack when OS is installed, apply service pack
again. Otherwise, SNMP service does not run properly and NEC ESMPRO Agent may not run.

— SNMP service is necessary for NEC ESMPRO Agent to run. If you deleted SNMP service after installing
NEC ESMPRO Agent, reinstall NEC ESMPRO Agent after installing SNMP service.

— SNMP service may be used among other software. If you install SNMP service and NEC ESMPRO
Agent while such software is installed, NEC ESMPRO Agent service may not be able to start. In such case,
delete SNMP service once and install it again. Then, reinstall NEC ESMPRO Agent and other software
described above.
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[Unknown] or illegal information is displayed in CPU information:

— If you select [CPU Module]-[CPU] in the [ft] tree of the data viewer, unknown or incorrect
information appear in some information items.

— The CPU information can be viewed by selecting [System]-[CPU] in the [ESMPRO] tree.
Status of logical PCI slot:

— There is no effect to PCI module (10 module) since 1/0O hub and a display controller on PCI module
(10 module) are logical PCI slot information. Hence, for [PCI slot (1D:0/10/102)] and [PCI slot
(1D:0/10/103)] under [PCI module (ID:0/10)] of FT tree of the date viewer, “Status” becomes
“Online” and the status color becomes green.

Message prompting to reconfigure atree in the date viewer is displayed:

— If you dynamically change the configuration of the CPU or PCI module (10 module) in the relevant
system during review of the server information by using the data viewer, the message prompting you
to reconstruct the tree of the data viewer will appear. If you click the [Yes] button, the tree is
reconstructed in the data viewer to reflect the change of the system configuration on the data viewer.
If you click [No] button, the tree will not be reconstructed in the data viewer. If such case, the
information in the data viewer may be different from the current system information because the
change of the system configuration is not reflected on the data viewer.

Module status is shown “Fault”:

— PCI modules (10 modules), SCSI adapters, SCSI buses, and modules under the SCSI enclosure have
impact on each other. For example, when the “Status” item of a module changes to “fault,” it may be
caused by other module error. Check the status of the other modules referring to alert message.

Status color changes to different colors after mounting a hard disk drive:

— The status of hard disk drive and its upper component, SCSI enclosures change while generation of
the mirror is completed after mounting a hard disk drive. In addition, it may take several minutes for
OS to recognize the change of disk status and/or disk may need to be scanned again. A status color
may turn to abnormal during the process, but it will return to normal color once a mirror is
successfully generated.

Line fault and high line load are reported:

— The LAN monitoring function defines the line status depending on the number of transmission
packets and the number of packet errors within a certain period of time. Thus, the LAN monitoring
function may report a line fault or high line load only in a temporary high line impedance state. If a
normal state recovery is immediately reported, temporal high line impedance may have occurred.
Hence, there is no problem.

Threshold value of LAN monitoring does not reflect:

— Because the Fault Tolerant Server series detects hardware faults on the network in the driver level,
NEC ESMPRO Agent does not monitor line faults. Thus, the value set for "Line fault occurrence rate
of a [LAN] tab of [NEC ESMPRO Agent properties] in the control panel is not used.

Remote shutdown function or change of threshold value function from NEC ESMPRO Manager cannot be
used:

— Depending on your OS type or its version, settings for community, SNMP service’s security function,
are not made, or default settings of authority are different. To enable the remote shutdown and
threshold change functions via NEC ESMPRO Manager, make settings of community and set its
authority to "READ CREATE" or "READ WRITE."

Machine in a sleep state cannot be monitored:

— NEC ESMPRO Manager cannot monitor the NEC ESMPRO Agent machine in the sleep state (system
standby or system halt state).

—  While NEC ESMPRO Manager monitors server shutdown, the relevant NEC ESMPRO Agent
machine may be entered into the sleep state. If so, the report "server access disabled" is issued and the
status color of the server icon becomes gray. This cannot indicate whether the NEC ESMPRO Agent
machine is shut down or entered into the sleep state. Keep these in mind when operating the system
where systems to be monitored may enter the sleep state.
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Some items cannot be monitored in NEC ESMPRO Manager:

— NEC ESMPRO Manager Ver4.23 or later is necessary to monitor Fault Tolerant Server series. If you
are using older version, install NEC ESMPRO Manager DVD that comes with the device.

Various logs cannot be referred in ESRAS Utility:

— ESRAS Utility is software that refers various logs, print out, output to a file, and initialization in Fault
Tolerant Server series in which NEC ESMPRO Agent is installed. When ESRAS Utility of NEC
ESMPRO Manager is used, there are some devices that cannot refer various logs.

— Use ESRAS Utility of NEC ESMPRO Agent. It is registered in DVD that comes with the device.
Install it from related utility of ESMPRO setup.

Managing dual mode system:

— When managing dual mode system, install Operation/Standby separately to local disk. Installation of
NEC ESMPRO Agent is same as normal installation except installing to two servers.

The monitoring event is not alerted:

— The alert function is based on the event information registered in the event log of the system. Thus, set
the event log process on the event viewer to [Overwrite events as needed]. The monitoring event is
not alerted in the setting other than that.

— The event registered in the monitoring event tree on the setting tool of alert function (Alert Manager)
is not alerted to the manager if Alert Manager Main Service does not operate. Even when the service
is operating, if the enabled/disabled flag of each alerting ways is disabled, the event is not alerted. The
alert enabled/disabled flag is set by selecting [Base Setting] — [Report] Properties from [Setting] of
Alert Manager. Also the event occurred before Eventlog Service started at the time of system startup
cannot be alerted.

— You can set the time to the shutdown by selecting [Base Setting] — [Other] on the setting tool of the
alert function (Alert Manager). The initial value is 20 seconds. When you set smaller value than this,
the alert may not be performed at the time of shutdown.

— When an alert failure occurs at the time of alerting of monitoring target event, an error message is
logged in the event log. If you newly log the error message which occurs at the time of alerting as a
monitoring target event, the error at the time of alerting will be alerted again. As the result, large
number of alerts will be sent when recovering the failure. This leads to the increase of system load
and the degradation of the performance. Do not register the events especially which are produced by
the following alert function services as the monitoring target.

Alert Manager ALIVE(S) Service
Alert Manager Main Service
Alert Manager Socket(S) Service

Printer Information’s Available Time:

When you add a new printer, install its driver and make its settings, if you do not make settings for the available time
from the properties window of the printer, the printer’s available time (From and To) in [Printers and Faxes] are [00:00],
on the other hand, NEC ESMPRO Manager’s time are [9:00]. To display them properly, make the settings of printer
from its properties window. The procedures are as follows:

1. From [Control Panel], click [Printers and Faxes], and open the properties window of a printer for making
settings.

2. Select the [Advanced] tab.
3. Enter values in the available time (“Available from” and “To”), and click [OK] on the properties window to exit.

Now, you can see the correct information from NEC ESMPRO Manager, too.
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The disk related works are desired while NEC ESMPRO Agent is running:
— The following works to disks (hard disk drive or magneto optical) are not allowed while NEC
ESMPRO Agent is running.

® To format or delete a partition by Disk Administrator or by other means.

® To request programmatically to remove media from removable disks such as MO, Zip and PD.
Please conduct these works by following the procedure written below.

1.  Open [Control panel] — [Service].

2. Select a service named “ESM Common Service” and click [Stop].

3. Confirm that “ESM Common Service” is stopped, and close the [Service] in [Control Panel].
4. Do the disk-related works.
5

Open the [Service] in [Control Panel] again. Select “ESM Common Service” and click the
[Start].

6.  Confirm that “ESM Common Service” is started and close the [Service] and [Control Panel].

Changing the threshold of temperature/voltage/fan monitoring is desired:

— Displaying/changing the threshold of the temperature/voltage /fan from NEC ESMPRO Agent is not
allowed. However, you can display the threshold on the data viewer of NEC ESMPRO Manager on
some models. NEC ESMPRO Agent monitors using the appropriate threshold that is set for each
model.

The detail information of alert is displayed as “Unknown”:
— Detail information of some alert displayed on the alert viewer may be displayed as “Unknown.”

Monitoring the failures of the tape device is desired:
— NEC ESMPRO Agent does not monitor the failures of the tape device. If you want to conduct
monitoring, use backup software or tape monitoring application. Using the event monitoring function
of NEC ESMPRO Agent allows you to monitor the event log of backup software or applications.

File system monitoring cannot be inherited on the system using NEC EXPRESSCLUSTER:
— When using NEC ESMPRO Agent in the cluster environment configured by NEC
EXPRESSCLUSTER, there is the following limitation:
If a failover occurs, the settings of the threshold for the empty space monitoring function and the
enable/disable of monitoring of the operating sever are not inherited to the standby server. Make sure
to reset the threshold and the enable/disable of monitoring on the standby server.

Temperature/voltage/fan sensors appear in an incorrect manner:

— Some modes are equipped with temperature/voltage/fan sensors that do not have information on status,
current values, rpm, threshold etc. Therefore, if you view such a sensor on NEC ESMPRO Manager, it
may be displayed as follows:

The status becomes “Unknown” (grayed out) on the data viewer.
The current value or rpm is displayed as “Unknown” on the data viewer.

The status is grayed out on the Web component data viewer.

The current value or rpm becomes blank on the Web component data viewer.

Even if the sensor is stated like stated above, it is monitoring the server.
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Temperature/voltage error occurs on the CPU/PCI modules:

— At the time when a temperature or voltage error occurs on CPU/PCI module (CPU/IO module),
necessary actions will differ depending on their status as shown below. You can check the status of
each module from the data viewer of NEC ESMPRO Manager or ftServer Utility.

Status Operation

Duplex Stop the failed CPU/PCI module (CPU/IO module).

Simplex Shut down the system.

If the status is “Empty”, the module is not mounted. Sensor monitoring is not conducted.

If disks are mounted on PCI modules (10 modules), the status of both modules is “Simplex” while the
disks are mirrored. Temperature or voltage error occurring during disk mirroring will result in the
system to shut down.

Network drive is not displayed in the data viewer:
— On WindowsXP or the OS released after it, the drive connected to network is not displayed under the
file system tree in the data viewer of NEC ESMPRO Manager.

Shutdown monitoring:
—  When performing shutdown monitoring, all shutdown processes are to be monitored. If there is an
application that performs shutdown without rebooting OS or turning off the power, set the timeout
value longer or disable the monitoring function.

The external clock of CPU is listed as “Unknown”:

— In [CPU information] of Data Viewer’s system tree, the external clock is listed as “Unknown.”

[ft] tree appears on data viewer in an incorrect manner:

— After the system starts up, the tree or the state of a Data Viewer may not be displayed correctly due to
high load of the system. In about 20 minutes after the system startup, when a pop-up message which
prompts you to reconstruct a Data Viewer appears, click [OK]. The Data Viewer will be reconstructed
and the tree and the status will be displayed correctly.

The information on the floppy disk appears in an incorrect manner:

— After switching on and off the power of the CPU/IO module, the floppy disk drive name of [I/O
Device] on Data Viewer may be different from the name that is recognized by the OS.

(Example: drive name on Data Viewer: “A”
drive name recognized by the OS “B”)
Check the floppy disk drive name on Explorer.

— If you add or delete floppy disk drive connected with USB while the system is running, the drive
information under the [I/O Device] in the data viewer will be updated at the next system startup.

When the Displayed BIOS Information is Incorrect

Additional information of BIOS which is displayed by clicking [ft] - [CPU Module] - a CPU module - [General] -
[BIOS Information] on a Data Viewer or by clicking a CPU module and clicking [BIOS Information] on ftServer Utility
may not be displayed correctly. In such a case, display the BIOS information on a Data Viewer by clicking [ESMMIB] -
[BIOS].
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The status of Ethernet board is displayed as an error:

— If an Ethernet adapter is not used (not connected to cable), set it to “Disable” in [Network
Connections] from Control Panel. If an Ethernet adapter are about to disable has dual LAN settings
(AFT function), remove the dual LAN settings before disable it.

NEC ESMPRO Agent does not work properly in the environment where Oracle products and NEC
ESMPRO Agent coexist:

— The installation of the Oracle products may change Startup type of SNMP Service into “Manual.” If
so, change the setting back to “Automatic” and set up correctly according to the description of the
Oracle product.

SCSI Status on a Data Viewer:
— “Unknown” is always displayed for the following items:

- “Bus Mode” and “Backplane Config” in “General” of “SCSI Enclosure”

- “Type,” “Threshold,” “Current,” “Faults,” “Time of last fault,” “Time of last run,” and “Result” in
“Maintenance” of “SCSI Enclosure”

- “Type,” “Reassign Block Count,” “Reassign Block threshold,” and “Path Information” in “General”
of “SCSI Slot”

- “Type,” “Threshold,” “Current,” “Faults,” and “Time of last fault” in “Maintenance” of “SCSI Slot”

SCSI Status while IO Module is Starting or being Stopped:

— While a PCI module is starting or being stopped, the status of SCSI adapters, SCSI bus, SCSI enclosure,
SCSi slots, and mirror disks temporarily indicates an undefined status. Once the module is started or
stopped, the status will return to normal.

Status of SCSI Slots and Mirrored Disks at High Load:

— When the system load is high, the status of SCSI slots and mirror disks may not be obtained, and
incorrect status may be displayed temporarily.

“Warning” is displayed for a “Normal” mirror volume on Disk Management:

— If the combination of the disks that configure a mirror is different from the one described in “Disk
Operations” in Chapter 3, “Warning” is displayed for a normal mirror volume.

Data viewer is not displayed normally when the PCI module (IO module) is running in the simplex
mode.

— When only the PCI modules (10 modules) is running in the simplex mode (non-duplexed mode), the
data viewer cannot display the status of the SCSI enclosure and mirror disk. To check if the duplex
mode is changed to the simplex mode, check the event log or alert viewer log, or the status color of the
PCI module by the data viewer.
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COLLECTING TROUBLE LOGS

In the event of trouble, you can get information in the procedures described below:

IMPORTANT:

m You can perform the procedures described below only when you are asked by your maintenance personnel to get

trouble logs.

m When the system restarts after the trouble, it may show a message that there is a shortage of virtual memory.
However, continue the system startup. If you reset and restart the system, you cannot get correct information.

Collection of Event Logs

Collect the logs of various events that have occurred in the Fault Tolerant Server series. It is recommended that you
collect all the logs of [Application Log], [Security Log] and [System log] by the following procedure.

IMPORTANT: If a STOP error or system error has occurred or the system has stalled, restart the system, and then

start collecting event logs.

1. Click [Start] - [Settings] - [Control Panel] - [Administrative Tools] - [Event Viewer].

2. Select the type of the log to be collected.

[Application Log] contains events related to the applications that were active at occurrence of the events.
[Security Log] contains security-related events. [System Log] contains events that occurred in system

components of Windows Server 2003, Enterprise Edition.

3. Click [Save Log File As...] in the [Action] menu.
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4. Enter the name of the target archive log file in the [File name] box.

5. Select the format of the target log file from the [Save as type] list box, and click [OK].
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Collection of Configuration Information

Collect information such as the hardware configuration and internal setting information of the Fault Tolerant Server
series.

IMPORTANT: If a STOP error or system error occurs or the system stalls, restart the system, and then start the
work.

1. Click [Start] - [All Programs] - [Accessories] - [System Tools] - [System Information].

2. Select the [Save...] from the File menu.
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3. Enter the name of the target file in the [File name] box.
4. Click [Save].

Collection of Diagnostic Information by Dr. Watson

Collect diagnostic information related to application errors by using Dr. Watson.
You can designate any destination to save diagnostic information.

For details, see help information. Click [Start] - [Run...], execute "drwtsn32.exe," and click [Help] in the [Dr. Watson
for Windows] dialog box.
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COLLECTING THE MEMORY DUMP

If a failure occurs, the memory data should be dumped to acquire the required information. If you stored the dump data
in a DAT, label it so as to indicate the software (e.g. NTBackup) you used for storing it. You may save the diagnosis
data to a desired destination.

IMPORTANT:

m Consult with your sales agent before dumping the memory. Executing memory dumping while the server is in
the normal operation may affect the system operation.

m Restarting the system due to an error may display a message indicating insufficient virtual memory. Ignore this
message and proceed. Restarting the system again may result in dumping improper data.

m Press the DUMP switch on the primary CPU/IO module, whose POWER LED has been blinking, for four to
eight seconds. Use something sharp, such as curved clips to press the DUMP switch on CPU/IO module 1.

Preparing to collect Memory Dump

Memory dumping with the DUMP switch may disable the server to restart. In such a case, it is required to force the
server to shut down.

Saving Dump Files

Press the DUMP (NMI) switch on the primary CPU/IO module to
save the dump file when an error occurs. Insert something
sharp-pointed like a pen into the switch hole to press the DUMP
switch.

Pressing the DUMP switch saves the dump file in the specified
directory. (Memory dumping may not be available when the CPU
stalls.)

DUMP (NMI) switch

IMPORTANT: Do not use a toothpick or plastic stick that is easy to
break.




Chapter 8

System Upgrade

This chapter describes procedures to add options and replace failed components.

IMPORTANT:

m  Optional devices described in this chapter may be installed or removed by the user. However, The
manufacturer does not assume any liability for damage to optional devices or the server or malfunctions of the
server resulted from installation by the user. We recommendsyou ask your sales agent to install or remove any
optional devices.

m  Be sure to use only optional devices and cables designated by the manufacturer. Repair of the server due to
malfunctions, failures, or damage resulted from installing undesignated devices or cables will be charged.

SAFETY PRECAUTIONS

Observe the following notes to install or remove optional devices safely and properly.

A\ WARNING

®® Observe the following instructions to use the server safely. There are
risks of death or serious personal injury. See “PRECAUTIONS FOR

A CE SAFETY” in Chapter 1 for details.
&% Do not disassemble, repair, or alter the server.

Do not look into the DVD-ROM drive.
Do not remove the lithium battery.
Disconnect the power plug before working with the server.

A CAUTION

ﬁ ® Observe the following instructions to use the server safely. There are
risks of fire, personal injury, or property damage. See “PRECAUTIONS

%2 é FOR SAFETY” in Chapter 1 for details.

¢ Do not install or remove components by a single person.
¢ Do not install the server leaving the cover removed.

e Make sure to complete component installation.
L]
L]

Do not pinch your finger(s).
High temperature
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ANTI-STATIC MEASURES

The server contains electronic components sensitive to static electricity. Avoid failures caused by static electricity when
installing or removing any optional devices.

Wear wrist straps (arm belts or anti-static gloves).

Wear wrist straps on your wrists. If no wrist strap is available, touch an unpainted metal part of the cabinet
before touching a component to discharge static electricity from your body.

Touch the metal part regularly when working with components to discharge static electricity.
Select a suitable workspace.
— Work with the server on the anti-static or concrete floor.

— When you work with the server on a carpet where static electricity is likely to be generated, make sure take
anti-static measures beforehand.

Use a worktable.
Place the server on an anti-static mat to work with it.
Clothes
— Do not wear a wool or synthetic cloth to work with the server.
— Wear anti-static shoes to work with the server.
— Take off any metal accessories you wear (ring, bracelet, or wristwatch) before working with the server.
Handling of components
— Keep any component in an anti-static bag until you actually install it to the server.
— Hold a component by its edge to avoid touching any terminals or parts.

— To store or carry any component, place it in an anti-static bag.

PRE-UPGRADE VERIFICATION

If you add on optional devices onto this equipment, some devices require specific ft server software version (s).

If the optional asks for specific version number (s), refer to the following procedure before adding on the devices.

Confirm the required ft server control software’s version, Refer to the sever-accessory User’s Guide, check the
manufacturer’s website, or contact your sales representative.

Verify the version of the ft control software on your system.

After confirming it as the available version, add the device onto the server.

For more information on how to verify the working ft server utility‘s, refer to the separate User’s Guide (setup)
“Confirming the ft Server Control Software Version” (page 5-13).
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PREPARING YOUR SYSTEM FOR UPGRADE

Note the following, when installing or replacing devices, to improve the performance of Fault Tolerant Server series.

m With the Fault Tolerant Server series, devices can be replaced during the continuous operation. Take extreme care
for electric shock and damage to the component due to short-circuit.

m Optional devices cannot be installed or removed during continuous operation. When you shutdown Windows
Server 2003, check that the server is powered off, disconnect all power cords and interface cables from the server
before installing or removing the optional devices.

m To remove the CPU/IO module during the continuous operation, disable the intended module (place the module
off-line) by using the ftServer Utility of the NEC ESMPRO Agent or the NEC ESMPRO Manager from the
management PC on the network. After a new module is installed to the server, enable the module using the
ftServer Utility or the NEC ESMPRO Manager.

TIPS:

The system is defaulted to automatically boot the module, once installed. For more information, see Chapter
5.

m Make sure to provide the same hardware configuration on both CPU/IO modules (except SCSI board).
m Use the same slots and sockets on both groups.
m Do not install those devices having different specifications, performance, or features.

m Before removing the set screws from the CPU/IO modules, place the desired module off-line using the ftServer
Utility or the NEC ESMPRO Manager.



8-4

3.5-INCH HARD DISK DRIVE

The 3.5-inch hard disk drive bay in front of the server contains six slots in which hard disks with the SAS interface are
installed.

IMPORTANT:

Do not use any hard disks that are not authorized by the manufacturer. Installing a third-party hard disk may cause a
failure of the server as well as the hard disk. Purchase hard disks of the same model in pair. Contact your sales
agent for hard disk drives optimum for your server.

You can install 25.4mm (1-inch) high hard disk drives to six 3.5-inch hard disk drive bays on the server.

The hard disk drives installed on the slot 1, 2, and 3 of the CPU/IO module 0 and 1 are mirrored respectively. (The OS
is installed on the mirror volumes that consist of the hard disks in the slot 1.)
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Empty slots in the 3.5-inch hard disk drive bay contain dummy trays. The dummy trays are inserted to improve the
cooling effect within the device. Always insert the dummy trays in the slots in which hard disks are not installed.
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Installing 3.5-inch Hard Disk Drive

Follow the procedure below to install the hard disk. A hard disk may be installed in another slot in the same procedure.

IMPORTANT:

m  Refer to “ANTI-STATIC MEASURES” and “PREPARING YOUR SYSTEM FOR UPGRADE” before starting
installing or removing options.

® You must mount two HDDs that form dual disk configuration before starting Windows Server 2003.

1. Shut down Windows Server 2003. The system turns off automatically.

2. Remove the front bezel.
3. Identify the slot to which you want to install the hard disk drive.

Install a hard disk in an empty slot in the group, starting from the lower slot. (In the order of slot 1, slot 2, and slot
3 in CPU/IO module 0 and 1)

4. Pull the lever toward you while pushing the green lock of the dummy tray
to the left.

5. Hold the handle of the dummy tray to remove the tray.

IMPORTANT:

Keep and store the dummy tray with care.

TIPS:

The lever on the slot 3 may be hard to pull toward you. This
does not become a problem for proper operation.

6. Unlock the hard disk to be added.

7. Firmly hold the handle of the hard disk to install and insert the hard disk into the slot.

TIPS:

m Insert the disk until the lever hook touches the
server frame.

m  Check the orientation of lever. Insert the hard disk
with the lever unlocked.
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8.

10.
11.

Slowly close the lever.

When the lever is locked, you will hear a click sound.

IMPORTANT:

Be careful not to pinch your finger(s) between the lever
and handle.

TIPS:

Check the hook of the lever is engaged with the frame.
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Press the POWER switch to power on.

Install the front bezel.

1
I

Set the dual disk configuration (see “Step 8: Set Dual Disk Configuration” in Chapter 4 in the User’s Guide

(Setup).).
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Removing 3.5-inch Hard Disk Drive

Follow the procedure below to remove the hard disk.

IMPORTANT:

Make sure to read “ANTI-STATIC MEASURES” and “PREPARING YOUR SYSTEM FOR UPGRADE” hefore
you take the following procedures.

1. Shut down Windows Server 2003.
The system turns off automatically.
2. Remove the front bezel.

3. Push the lever of the hard disk to unlock the handle.
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4. Hold the handle and hard disk to pull them off.

5. Install the dummy tray in an empty tray according to
procedures described in "Installation".

Make sure to install the dummy slot in the empty slot to
improve the cooling effect within the device.

TIPS:

It may not be easy to pull the lever of slot 3 toward you, but it will not cause a problem for operation.
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Replacing 3.5-inch Hard Disk Drive

Follow the procedure below to remove the failed hard disk. If the hard disk fails, it should be replaced with new device
with the server powered-on.

IMPORTANT:

Make sure to read “ANTI-STATIC MEASURES” and “PREPARING YOUR SYSTEM FOR UPGRDE.” You can
replace disks during continuous operation.

Replacing the Hard Disk Drive
1. Locate the failed hard disk.
When a hard disk fails, the DISK ACCESS LED on the hard disk drive’s handle illuminates amber.

2. Remove the failed hard disk referring to “Replacing Failed Hard Disk Drives” on page 3-21 and “Removing
3.5-inch Hard Disk Drive” on page 8-7.

No need to shut down Windows Server 2003.

3. Refer to the steps in “Installing 3.5-inch Hard Disk Drive” to install a new hard disk.

CHECK:
m The hard disk to be installed for replacement must have the same specifications as its mirroring hard disk.

m After disk physical format, refer to “Disk Operation” in Chapter 3 and restore the dual configuration. For
physical format, see “SAS BIOS Adaptec SAS/SATA Configuration Utility” in Chapter 4, “System
Configuration,” and format disks with Disk Utilities. To format disks, select “Server,” “Monitoring
Configuration” and set “Option ROM Scan Monitoring” to Disabled.” For how to configure the setting, see
“System BIOS SETUP ” in Chapter 4, “System Configuration.”

4. Restore the redundant configuration (see Chapter 3).
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CPU/IO MODULE
To replace a CPU (processor, DIMM (memory), PCI card, you need to remove the CPU/IO module.

IMPORTANT:

Ask your sales agent to replace the CPU/IO module and components of the CPU/IO module.
Make sure to read “ANTI-STATIC MEASURES” and “PREPARING YOUR SYSTEM FOR UPGRADE.”
To install or remove CPU or DIMM, first power off the server before removing the CPU/IO module.

Removing the module being operating may cause unexpected trouble. Use the management software (e.g.,
ftServer Utility or NEC ESMPRO Manager) to identify the module to be removed so that the module is removed
when it is stopped, without fail.

Then remove the relevant module after verifying the Status LED on the CPU/IO module. See Chapter 2 “LEDs”
for details of the Status LED.

Precautions

When replacing both CPU/IO modules, replace one module and wait until dual configuration is established to replace
the other module. If you replace the both modules simultaneously, establishing dual CPU/IO module configuration
can result in interruption of the whole system.



Removing CPU/IO Module

Follow the procedure below to remove the CPU/IO module.

1. Stop the CPU/IO module you want to remove.

To this end, use the ftServer Utility of the NEC ESMPRO Agent installed to your server or the Data Viewer of
the NEC ESMPRO Manager.

For the detailed procedure, see “NEC ESMPRO Agent and Manager” — “Maintenance of Fault Tolerant
Server series” in Chapter 5.
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NEC ESMPRO Manager ftServer Utility

Select [ft] - [CPU Module] - [CPU Module (to be Select [FTServer] - [CPU Module] - [CPU Module (to
removed)] - [Maintenance] - [Bring Up/Bring Down]  be removed)] - [Bring Up/Bring Down] - [Down].
- [Bring Down].

Repeat the operation mentioned above for the 10 module (PCI module) and confirm that the status of the CPU/IO
module and the 10 module (PCI module) are “Removed.”

TIPS:
When removing CPU/IO modules 0, select [Bring Down] for CPU module (ID:0) and PCI module (ID:10)

2. Remove the front bezel



3. Hold the stopper, and disconnect the power cable of the module to be removed.
The stopper will return to the vertical position when you release it.

CHECK:
Leave your hands and make sure that the stopper returned to the vertical position. If you disconnect the cable and
the stopper does not go back to this position, you cannot pull out the CPU/IO module in the next step.

4. Loosen the screws securing the CPU/IO module handle to press down the handle.

IMPORTANT:

Before you pull out a CPU/IO module, check the rear of the server to make sure cables for connection with
peripheral equipment or network are disconnected. If any cables are connected, keep a record of where the
cables are connected and disconnect all cables connected to the module you are to pull out.

TIPS:
If you cannot disconnect the LAN cable easily, disconnect while pressing the latch with a slotted screwdriver.
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5. Hold the black levers of the CPU/IO module and pull it off.
Pull it off until it is locked and stopped.

IMPORTANT:
B Do not hold part other than the handle to pull the module.

B Handle the CPU/IO module carefully. Do not drop the module or bump it against parts in the device
when you remove it.

6. The CPU/IO module is locked on the way and cannot be pulled out. Lower the lock on the side of CPU/IO module
and unlock it, and then pull it out.

>

7. Pull out the CPU/IO module gently and carefully place it on a flat and sturdy table.
Avoid the dusty or humid place.

This allows you to access the devices in the CPU/IO module. For more information on how to handle these
devices, see the associated sections.
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Installing CPU/IO Module

Follow the procedure below to install the CPU/IO module:

IMPORTANT:

Make sure to read “ANTI-STATIC MEASURES” and “PREPARING YOUR SYSTEM FOR UPGRADE.”

Insert the black lever slowly and fasten the screws tightly. Be careful not to cause a shock to the device at this
time.

1. Firmly hold the CPU/IO module with both hands and insert it into the rack.

Hold the CPU/IO module in such a way that its back panel connector faces the back of the rack and engage the
guides of the module and chassis, and insert it slowly.

T =

2. Push up the black levers placed on the left and right sides of the
front of the CPU/IO module, and fasten them with screws.

IMPORTANT:

m  Secure the handle with the screws. If it is not secured by the screws, the operation of the CPU/IO
module will be unstable.

m  In some system statuses or settings, auto start up or integration does not take place when the module is

connected. In such a case, check the status by using the ftServer Utility or NEC ESMPRO Manager data
viewer, and then start up the CPU/IO modules.

3. Connect the cables for connecting the peripheral devices and network.

4. Hold the stopper with your hand and insert the cable of the installed module.

5. Theinstalled CPU/IO module will be automatically started.



8-14

DIMM

The DIMM (dual inline memory module) is installed to the DIMM socket in the CPU/IO module on the Fault Tolerant
Server series.

The CPU/IO module board is equipped with six sockets. A DIMM is installed on the CHO slot 0 and CH1 slot 0 as
standard equipment. (The standard DIMMs can be replaced with other DIMMs.)

Fault Tolerant Server: 1GB DIMMx2

DIMMs should be installed in a set of 2 DIMMs, starting from the lowest socket number.

TIPS:

m  You can add memory up to 24 GB (4GB x 6).
In the error messages and logs in POST NEC ESMPRO, or Off-line Maintenance Utility, the DIMM connector
may be described as “group.” The number next to “group” corresponds to the slot number shown in the figure
on the next page.

IMPORTANT:

m  The DIMM is extremely sensitive to static electricity. Make sure to touch the metal frame of the server to
discharge static electricity from your body before handling the DIMM. Do not touch the DIMM terminals or
onboard parts with a bare hand or place the DIMM directly on the desk. For more information on static
electricity, see “ANTI-STATIC MEASURES.”

m  Make sure to use the DIMM authorized by the manufacturer. Installing a third-party DIMM may cause a
failure of the DIMM as well as the server. Repair of the server due to failures or damage resulted from
installing such a board will be charged.

m  Before adding or removing DIMMs, power off the server and detach the CPU/IO module.

m  Make sure to read “ANTI-STATIC MEASURES” and “PREPARING YOUR SYSTEM FOR UPGRADE”
before installing/removing DIMM.

] @ [ T (3] @ N
. —
710 7770 o =
P — DIMM CH1 slot 2
S [ DIMM CH1 slot 1
T T— ! DIMM CH1 slot 0

I
e e— . DIMM CHO slot 2
[ DIMM CHO slot 1
J-oi?} e @
S ] b

DIMM CHO slot 0

=

Motherboard of the CPU/IO module

Precautions

Note the following to install or replace DIMM.

m The DIMMs with the same slot number are linked between the CH1 and CHO.. When a DIMM is added to one
CH, another identical DIMM should be installed to the slot with the same number in another CH. This rule is
applied to the case of removal.

m The linked DIMMs between CHs should be of the same product with the same performance.
m DIMMs should be installed in sockets from the lowest slot number to the highest slot number.

m To install DIMM, install the product with the same serial number to the same CHs and slots of the CPU/IO
modules 0 and 1.



Installing DIMM

Follow the procedure below to install the DIMM.
1. Shutdown OS.
The sever turns off automatically.
Disconnect the power cords from the outlets.
Remove the CPU/IO module referring to page 8-10.

Remove the screw, and remove the top cover of the CPU/IO module.

5. Remove the memory duct.

Memory duct

6. Check to be sure in which socket you are mounting the DIMM
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7. Remove the DIMM connector cover from the socket in
which the DIMM is installed.

A DIMM connector cover is installed to the open socket.
When the levers on both ends of the connector are opened,
the DIMM connector cover is unlocked and you can
remove the cover.

IMPORTANT:

Keep the removed DIMM connector cover.

8. Insert a DIMM into the DIMM socket vertically.

TIPS:

Pay attention to the orientation of the DIMM. The
terminal of the DIMM has a cutout to prevent
misinsertion.

After the DIMM is completely inserted into the socket, the
levers are automatically closed.

9. Attach the memory duct

10. Place the top cover of the CPU/IO module and secure it with
the screws.

11. Refer to page 8-13 and install the CPU/IO module.
12. Connect the power cords.
13. Press the POWER switch to power on the server.
14. \Verify that POST displays no error message.
If POST displays an error message, write it down and see the POST error message list on page 7-4.

15. After starting the OS, set the paging file size to at least the recommended value (1.5 times the installed memory
size). (See “Size of the Partition to be Created” in Chapter 4 of the User’s Guide (Setup).)



8-17

Removing DIMM

Follow the procedure below to remove the DIMM.

IMPORTANT:

This server works only when there are at least two DIMMs installed.

1. Shutdown OS.
The system turns off automatically.

2. Disconnect the power cords from the outlets.
3. Remove the CPU/IO module referring to page 8-10.
4. Remove the screws and the top cover of the CPU/IO module.

5.  Remove the memory duct.

Memorv duct




8-18

6. Open the levers attached on both sides of the socket of the

DIMM to be removed. It will be unlocked and the DIMM can
be removed. L

Attach the memory duct.

Attach the top cover of the CPU/IO module and secure it with screws.

9. Refer to page 8-13 and install the CPU/IO module.
10. Connect the power cords.
11. Press the POWER switch to power on the server.

12. \erify that POST displays no error message.
If POST displays an error message, write it down and see the POST error message list on page 7-4.



Replacing DIMM

Follow the procedure below to replace a failed DIMM.
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Identify the failed DIMM using the Data Viewer of NEC ESMPRO Manager.
Remove the CPU/IO module referring to page 8-10.

Replace the DIMM.

Install the CPU/IO module referring to page 8-13.

a r w N PE

Start up the CPU/IO module using NEC ESMPRO Manager or ftServer Utility.
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PROCESSOR (CPU)

In addition to the standard CPU (Quad-Core Intel® Xeon™ Processor), you can operate the system by adding one CPU.
IMPORTANT:

m  The CPU is extremely sensitive to static electricity. Make sure to touch the metal frame of the server to
discharge static electricity from your body before handling the CPU. Do not touch the CPU terminals or
onboard parts with a bare hand or place the CPU directly on the desk. For more information on static electricity,
see “ANTI-STATIC MEASURES.”

m Do not use the system before checking to see it works correctly.

m  Make sure to use the CPU specified by the manufacturer. Installing a third-party CPU may cause a failure of
the CPU as well as the server. Repairing the server due to failures or damage resulting from these products will
be charged even if it is under guarantee.

m  Before adding or removing a CPU, power off the server and then remove the CPU/IO module.

CPUO
(Standard CPU)

—  cpu1
(Additional CPU)
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Installing CPU

Follow the steps below to install a CPU (model with air-cooling kit).

1. Shut down the OS.
The server is automatically powered off.

2. Unplug the power cords.
3. Remove the CPU/IO module referring to page 8-10.
4. Remove the cable connected to the CPU duct cover.

IMPORTANT:

Remove the cable without adding pressure to
the bases of the fan cable.

5. Remove the CPU duct cover.

Check to be sure of the location of the CPUsocket.
Detach the socket cover on the CPU socket.

IMPORTANT: Keep the socket cover.

No

8. Lift the socket lever.

IMPORTANT: Open the lever fully. It can be opened 120° or more.

9. Lift the CPU socket holder.
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10. Place the CPU on the socket carefully.
TIPS:

Pay attention to the orientation of the CPU. The CPU and socket have pin
marks to prevent misinsertion. Check the pin marks of the CPU and the
socket and insert the CPU correctly.

11. After pressing the CPU softly against the socket, place the CPI socket holder
back to its original place.

12. Return the socket lever back to its original place.

13. Place the heat sink on the CPU and secure it with 4 screws. Loosely fasten the
screws in the cross-coupling way, and then fasten them tightly.

IMPORTANT:

Place the heat sink so that its corners will not bump
against the parts on the motherboard.
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14. Check that the heat sink is attached to the mother board horizontally.

IMPORTANT:

m [f the heat sink is tilted, remove the heat sink and then attach it again.
If the heat sink is not attached horizontally, it may be caused by the following.

- The CPU is not attached correctly.
- Screws are not secured tightly enough.

m Do not move around the heat sink fastened.

15. Connect the duct cover.

16. Fasten the cable to the duct cover.

17. Refer to page 8-13 and attach install the CPU/IO module.

18. Connect the power cord.

19. Turn on the power by pressing the POWER switch.

20. Verify that POST displays no error message. If an error message is displayed, write it down and check it in the error
message list on page 7-4.

Removing CPU

Removal of a heat sink and CPU is the reverse procedure of installation.
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PCI BOARD

Up to three PCI boards can be installed to the CPU/IO module.

IMPORTANT:

m  The PCI board is extremely sensitive to static electricity. Make sure to touch the metal frame of the server to
discharge static electricity from your body before handling the PCI board. Do not touch the PCI board terminals

or onboard parts by a bare hand or place the PCI board directly on the desk. For more information on static
electricity, see "ANTI-STATIC MEASURES" on page 8-2.

m  Make sure to read “ANTI-STATIC MEASURES” and “PREPARING YOUR SYSTEM FOR UPGRADE.”

Note the following to install or replace PCI board.

m To make a dual PCI board configuration, install the same type of board (i.e., having the same specifications and
performance) to the same slot for each group.

When a PCI board is installed to one group, another identical PCI board should be installed to the same slot in
another group. This rule is applied to the case of removal.

PCI2
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List of option PCI boards and installable slots:

Product name PCI-1 PCI-2 PCI-3 Remarks

PCI slot performance PCI-X PCI PCI-X

133MHz/64bit | Express | 133MHz/
X4 lane 64bit

Slot size Low Profile Full Height

PCI board type 3.3V x8 socket 3.3V

Mountable board size MD2 Full Size
1000BASE-T 1ch board set o Mount exactly the same board into the

same slot on each CPU/IO module 0, 1.
Up to 1 board when 1000BASE-T 2ch
1000BASE-SX 1ch board set o board set or Fibre Channel board set is
already mounted.

Up to 1 board.

Mount exactly the same board into the
same slot on each CPU/IO module 0, 1.
Up to 2 boards can be mounted when
combined with other boards. But this
board must not be mixed with
1000BASE-T 2ch board set or Fibre
Channel board.

1000BASE-T 2ch board set )

Up to 1 board.
SCSI board o) o) Mount exactly the same board into the
same slot on each CPU/IO module 0, 1.

Mount exactly the same board into the
same slot on each CPU/IO module 0, 1.
Up to 2 boards can be mounted when
Fibre Channel board set 0) combined with other boards. But this
board must not be mixed with
1000BASE-T 2ch board set or Fibre
Channel board.
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Installing PCI Board

Follow the procedure below to install the board to be connected to the PCI board slot.

TIPS:

To install the PCI board, make sure the shape of the board connector matches with the shape of the PCI board slot
connector.

1. Remove the CPU/IO module referring to the page 8-10.

The following steps explain how to install a PCI board on the PCI board slot (PCI-X slot 2, PCI-X slot 3) of the
riser card.

Go to step 10 to install a PCI board on the PCI board slot (PCI-X slot 1).

2. Disconnect the cable from the connector of the riser card. e
S
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3. Loose a fixed screws on the PCI stopper on the rear side of the device, and remove the PCI stopper.

4. Loose the 3 fixed screws on the PCI bracket on the rear side of the
device, and remove the PCI bracket.

5. Remove the riser card from the motherboard. ‘
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6. Insert optional PCI boards into the two PCl slots of the riser card.

7. Remove the bracket cover (for two slots) from the PCI bracket. Bracket Bracket Cover

IMPORTANT:
Carefully keep the removed PCI bracket.

8. Install the riser card on which the PCI board is installed on the
motherboard.

9. Fix screws on the PCI stopper on the rear side of the device,
and slide to attach the PCI stopper.
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10. Secure the PCI brackets with 3 screws.

11. Connect the disconnected cable to the connector of the riser card.

IMPORTANT:

Connect the cable to the connector on the lower part.

12. Loosen the fixed screw on the bracket cover that corresponds to another PCI slot
that is hidden behind the riser card, and remove the bracket cover.

13. Install the optional PCI board to another PCI slot hidden behind
the riser card.

14. Secure the PCI board with a fixed screw.




8-29

Removing PCI Board

To remove PCI board card, follow the reverse procedure of the installation and install the expansion slot cover.

Replacing PCI Board

Follow the procedure below to replace the failed PCI board.

1. Check the failed board from the event log.
Remove the CPU/IO module referring to the page 8-10.
Remove the PCI bracket, then remove the PCI board.
Replace the board and fasten it.
Install the CPU/IO module referring to the page 8-13.
Connect the network cable and cables for PCI boards.

The installed CPU/IO module will start automatically.

© N o g s~ W DN

Confirm that the PCI board is correctly recognized by POST and OS.

Setup of Optional PCI Board

IMPORTANT:

B To enable the fault-tolerant feature of the optional device, the identical PCI boards must be installed to the slots
with the same number in CPU/IO module 0 and CPU/IO module 1.

B The BIOS settings need to be modified when mounting some optional PCI boards. To change the BIOS settings,
start the BIOS setup utility to change the [OS Boot Monitoring] configuration in [Server] — [Monitoring
Configuration]. See page 4-24 for more details.

B For the supported connecting devices, contact your sales agent.

1000BASE-T 1ch board set

1000BASE-SX 1ch board set

1000BASE-T 2ch board set

IMPORTANT:

For LAN cable’s connector, use a RJ-45 connector which is compliant with IEC8877 standard. If any other
connector is used, it may not be removed easily.

m List of slots to install optional PCI boards
Refer to “List of option PCI boards and installable slots” on page 8-25.
m  Driver installation procedure
TIPS:

To perform this procedure, you have to log on the system as an Administrator or a member of the Administrators
group.

For Fault Tolerant Server series, use two option PCI boards in a pair to make dual configuration.

After installing OS, install drivers in the following procedure and make dual configuration of the PCI boards.
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Follow the steps below to install the driver and establish a dual configuration:

1.

4.

Mount the PCI boards to the slots with the same number in CPU/IO modules 0 and 1, and then start
Windows Server 2003.

Insert the “EXPRESSBUILDER” DVD into the DVD-ROM drive and run the following command after
starting Command Prompt.

Run either of the below command depending on the OS:
<32bit> Optical disc drive: \001\win\has\w2k3\HASSETUP\LAN\INSTALL.VBS
<64bit> Optical disc drive: \001\win\has\w2k3amd64\HASSETUP\LAN\INSTALL.VBS

Configure transmitting speed and Duplex mode for the driver

TIPS:

If the check box in [Internet Protocol (TCP/IP)] is unchecked, first check an then configure
the IP address.

(1) Launch Device Manager

(2) Expand network adapter and double click [Stratus emb-EB 2-Port Gigabit Adapter].

(3) Double click [Link speed] tab, then configure [Speed and Duplex] to match the value on the hub.
(4) On network adapter property, click [OK] at dialog box.

(5) By the same procedure, configure another [Stratus emb-EB 2-Port Gigabit Adapter #2]

Add/delete protocol or services if needed. On [Network Connections], go to Local Area connection
property’s dialog box.

TIPS:

[Network monitor] is recommended to add as one of the services. [Network monitor] can
monitor frames (or packets) sent and received a computer that installs [Network monitor].
This is a useful tool to analyze network failure. Refer to [Setup for failure managing] for

the installation procedure.

As to the setup of another network port, [Managing port], refer to the online document
[EDPRESSSCOPE Engine 2 User’s guide] stored in the EXPRESSBUILDER DVD.

Set a dual LAN configuration.
Refer to “DUAL LAN CONFIGURATION” on page 3-24.

Now the 1000BASE-T 1ch board set, 1000BASE-SX 1ch board set, or 1000BASE-T 2ch board set is installed.



8-31

SCSI Board

m The lists of slots to install optional PCI boards
Refer to the table “List of option PCI boards and installable slots” on page 8-25.
m Driver installation procedure

TIPS:

To perform this procedure, you have to log on the system as an Administrator or a member of the Administrators
group.

1.  Mount the SCSI board and start Windows Server 2003. When this launches, [New Hardware Detected]
window appear and the driver will be installed automatically. However, the standard driver for the OS is not
applicable on the ft server. Therefore, update the driver with the following procedure.

2. Insert the “EXPRESSBUILDER” DVD into the DVD-ROM drive and run the following command after
starting the command prompt.

Run either of the below command depending on the OS:

<32bit> Optical disc drive: \001\win\has\w2k3\HASSETUP\LAN\INSTALL.VBS
<64bit> Optical disc drive: \001\win\has\w2k3amd64\HASSETUP\LAN\INSTALL.VBS

3. Confirm the driver’s version.
From [Device Manager], select [SCSI and RAID Controller]. Right-click [Adaptec SCSI Card
29320ALP-Ultra320 SCSI] and display the property. Click [Driver] tag and confirm whether the driver
version is 7.0.0.7. (see below).

Adaptec SCSI Card 29320ALP - Ultra320 SC ed

General Driver IDetaiIsI Hesaumesl

©=, Adaptec SCSI Card 293205LF - Ultra320 5C5I

Diriver Provider; Adaptec

Diriveer Date: E/B/2007
Dver Wergion: 7007
Diigital Signer: icrozoft Windomms Hardware Compatibilite Publ

To wiew detailz about the driver files.

Update Driver. .. | To update the driver for thiz dewvice.
: If the dewvice fails after updating the diver, ol
hislEeciie back to the previouzly installed driver.
Urinstall | To uninstall the diiver [Adwvanced).

0k Cancel
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Fibre Channel Board Set

m List of slots to install optional PCI boards

“List of option PCI boards and installable slots:” on page 8-25.

m Driver installation procedure

TIPS:

To perform this procedure, you have to log on the system as an Administrator or a member of the Administrators
group.

1. Mount a the Fibre Channel board set, and then start the system.

2. Start Device Manager from [Start] - [Program] - [Administrative Tool] - [Computer Management], and check if
“Fibre Channel Controller” appears under the [Other devices] as many as mounted.

E Computer Management
g File  Action Wiew Window Help

=101

| Lol x|

e = Em @

E Computer Management {Local)

Elm System Tools

- {fl] Event Viewer

[ Shared Folders

+ % Local Users and Groups

Performance Logs and Alert:

fice Manager

EI@ Storage
f-{E5) Removable Storage

Disk Defragmenter

Disk Management

vices and Applications

-

]

Keyboards

) Mice and other pointing devices

Manitars

‘@ COther devices
ﬂ Processors

-

E@% 51 and RAID controllers

daptec AIC-7302E - Ulkra320 SCSI
daptec AIC-7302E - Ulkra320 SCSI
daptec AIC-7302E - Ulkra320 SCSI
daptec AIC-7902E - Ultra320 SCSI

[

mulex LF1 DED Fibre Channel Host Adapter
mulex LP1080 Fibre Channel Host Adapter

=1 [*ILICI=Facn SUpport

-8, Sound, video and game controllsrs

[H- g System devices
Universal Serial Bus controllers

« | & —
| | |
3. Load EXPRESSBUILDER DVD on the optical disc drive, then open command prompt and run following
commands:
TIPS:

Do not break a line when you enter the commands.

<32bit>

DVD-ROM drive: \001\win\has\w2k3\HASSETUP\FC\FCINST DVD-ROM
drive:\001\win\has\w2k3\HASSETUP\FC

<64bit>

DVD-ROM drive: \001\win\has\w2k3amd64\HASSETUP\FC\FCINST DVD-ROM
drive:\001\win\has\w2k3amd64\HASSETUP\FC

You can confirm the completion of the installation when [Install Completed Successfully!] appears. Close
command prompt and reboot the system.
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4. After the system is rebooted, start Device Manager from [Start] - [Program] - [Administrative Tool] - [Computer
Management], and check that “Emulex LightPulse LP1150-F4, PCI Slot n, Storport Miniport Driver” are displayed
under the [SCSI and RAID Controllers] as many as installed.

E Computer Managemenk = |E||1|

=) Fle acton Vew window Help SIS,
= eI

g Computer Management (Local)
Em System Tools

@ Event Viewer

[#-g-] Shared Falders

: % Local Users and Groups
¥ Performance Logs and Alerts
Device Manager
EI@ Skorage

[#-fagf Removable Storage
Disk, Defragmenter

=3 Disk Management
[]--& Services and Applications

"¢ Computer
“g@ Disk drives
Eg Display adapters

b DVDJCD-ROM drives

4 Emulex PLUS

{8 Hurnan Interface Devices

=) IDE ATAJATAP controllers

Keyboards

Mice and other pointing devices

% Monitors

EE Network adapters

5 Porks (COM & LFT)

ﬂ Processors

SI and RAID controllers

Emulex LightPulse LP1150-F4, PCI Slot 1, Storport Miniport Driver
Emulex LightPulse LP1150-F4, PCI Slot 17, Starport Minipork Driver
Stratus MEC Embedded AIC-9410 SA5/SATA Controller

Stratus MEC Embedded AIC-9410 SAS/SATA Cantraller

= Stratus Yirtual Host Bus Adapter Device

@, Sound, video and game controllers

Syskem devices
Universal Serial Bus controllers

IMPORTANT:
m  StoragePathSavior is necessary to connect to a Storage using the Fiber Channel boards.

m  Mount the Fiber Channel boards after completing the OS installation. They are used in a pair. Mount each
controller on the slot of the same position of each PCI module.
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ft Remote Management Card

Each CPU/IO module can mount one ft Remote Management Card.

IMPORTANT:

m  The ft Remote Management Card is extremely sensitive to static electricity. Make sure to touch the metal
frame of the server to discharge static electricity from your body before handling the card. Do not touch the card
terminals or onboard parts with a bare hand or place the card directly on the desk. For more information on
static electricity, see “ANTI-STATIC MEASURES.”

m  Make sure to read “ANTI-STATIC MEASURES” and “PREPARING YOUR SYSTEM FOR UPGRADE”
before mounting the ft Remote Management Card.

Mounting the ft Remote Management Card

1. Referto 8-12 and remove the CPU/IO module.

2. Hitch the bracket to a hole on the back of the 2U chassis and fix
with a flat head screw.

3. Mount the ft Remote Management Card.

4. Fix the card and the bracket with a screw.




5. Remove the blank cover by removing the screw.

6. PutaLAN cable through a hole from outside
the server and plug the LAN connector (the
bigger connector) to the back of the chassis.

Make sure you see two hooks on the both sides
of the LAN connector and hear the snap sound
as you fix the LAN connector.

7. Attach the smaller connector to the LAN
connector on the ft Remote Management card.

8. Attach the below label above the LAN connector on the outside of the chassis.

Blank cover

LAN connector
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Appendix A

Specifications

Item

Fault Tolerant Server-LR Fault Tolerant Server-MR

Factory-set model

Install model

CPU Type Quad-Core Intel® Xeon® Quad-Core Intel® Xeon®
Processor 2.00GHz Processor 3.00GHz
Clock/second cache 1333MHz/4MB x 2
Number of processors |1 processor (the number of processors installed per module)
Standard Up to 1 processors (the number of processors installed per
module)
Maximum Up to 2 processors (the number of processors installed per
module)
Chipset Intel Blackford + ESB2M
Memory Standard 2GB (1GB x 2%)
* the number of memory per module
Maximum 24GB (The standard DIMM must be replaced.)
Expansion unit 2 DIMMs
Memory module DDR I SDRAM DIMM (Fully Buffered)
Error check ECC
Graphics (VRAM) ATI ES1000

Hard disk (standard)

Auxiliary | Floppy disk (option) 3.5 inch drive x 1 (USB)
Idan_|t DVD-ROM (standard) |DVD Combo (Load type: tray. Speed: x6)
evice

None

Hard disk (maximum)

1.8TB* (300GB x 6)
* The user area is reduced to a half of the physical capacity due
to software mirroring.

File bay (3.5 inch)

6 slots

Additional slot

1 slot (Low profile : PCI-X 133MHz, 64 bit), 1 slot (Full height,
full length : PCI-X 100MHz, 64 bit), 1 slot (PCI-Express x4 lane
x8)

LAN interface

1000BASE-T/100BASE-TX/10BASE-T (2 ports)

External USB 4-pin connector (3 ports) Keyboard occupies one port.
interface [ Network RJ-45 (2 ports)
Display MINI D-sub 5-pin (1 port)

Cabinet design

Rack-mount type

External dimensions

483 (W) x 178 (h) x 762 (d) mm

Weight

47.5 kg (Max. 53.5kg)

Power supply

100 to 240 VAC £10%, 50/60 Hz +1 Hz

Power consumption

1202VA/ 1200W

Environmental |In operation
requirements

Temperature 10 to 35°C
Humidity 20 to 80% RH (hon-condensing)

In storage

Temperature -10 to 55°C
Humidity 20 to 80% RH (non-condensing)

Bundled standard software

RDR
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Appendix B

/O Port Addresses

The factory-set 1/0 port addresses for the server are assigned as follows:

Address

Chip in Use

0x00000000-0x00000CF7
0x00000010-0x0000001F
0x00000020-0x00000021
0x00000024-0x00000025
0x00000028-0x00000029
0x0000002C-0x0000002D
0x0000002E-0x0000002F
0x00000030-0x00000037
0x00000038-0x00000039
0x0000003C-0x0000003D
0x00000040-0x00000043
0x00000050-0x00000053
0x00000060-0x00000060
0x00000061-0x00000061
0x00000062-0x00000063
0x00000064-0x00000064
0x00000066-0x00000067
0x00000070-0x00000073
0x00000074-0x00000077
0x00000080-0x00000080
0x00000081-0x0000008F
0x00000090-0x0000009F
0x000000A0-0x000000A1
0x000000A4-0x000000A5
0x000000A8-0x000000A9
0x000000AC-0x000000AD
0x000000B0-0x000000B5
0x000000B8-0x000000B9
0x000000BC-0x000000BD
0x000000C0-0x000000DF
0x000000E0-0xO00000E3
0x000000E4-0x000000E6
0x000000E7-0x000000EF
0x00000120-0x00000120
0x00000274-0x00000277
0x00000279-0x00000279
0x000002F8-0x000002FF
0x000003B0-0x000003BB
0x000003B0-0x000003BB
0x000003B0-0x000003BB
0x000003B0-0x000003BB

Direct memory access controller
Motherboard resources
Programmable interrupt controller
Motherboard resources
Motherboard resources
Motherboard resources
Motherboard resources
Motherboard resources
Motherboard resources
Motherboard resources

System timer

Motherboard resources
Motherboard resources

System speaker

Motherboard resources
Motherboard resources
Motherboard resources

System CMOS/real time clock
Motherboard resources
Motherboard resources

Direct memory access controller
Motherboard resources
Programmable interrupt controller
Motherboard resources
Motherboard resources
Motherboard resources
Motherboard resources
Motherboard resources
Motherboard resources

Direct memory access controller
Motherboard resources

Stratus BMC Device
Motherboard resources

Stratus Virtual AT| Video
ISAPNP Read Data Port
ISAPNP Read Data Port
Communications Port (COM2)
PCI standard PCI-to-PCI bridge
Stratus Fault Tolerant North PCI to PCI Bridge
Stratus Fault Tolerant East/West PCI to PCI Bridge
Stratus Fault Tolerant Core
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Address

Chip in Use

0x000003B0-0x000003BB
0x000003B0-0x000003BB
0x000003C0-0x000003DF
0x000003C0-0x000003DF
0x000003C0-0x000003DF
0x000003C0-0x000003DF
0x000003C0-0x000003DF
0x000003C0-0x000003DF
0x0000040B-0x0000040B

0x000004D0-0x000004D1
0x000004D6-0x000004D6
0x00000500-0x0000057F

0x00000580-0x0000059F

0x000005A0-0x000005BF

0x00000A79-0x00000A79

0x00000C00-0x00000C01
0x00000CA2-0x00000CA2
0x00000CA3-0x00000CA3
0x00000CA4-0x00000CA7

Intel(R) 82801 PCI Bridge - 244E

Stratus Virtual ATl Video

PCI standard PCI-to-PCI bridge

Stratus Fault Tolerant North PCI to PCI Bridge
Stratus Fault Tolerant East/West PCI to PCI Bridge
Stratus Fault Tolerant Core

Intel(R) 82801 PCI Bridge - 244E

Stratus Virtual ATl Video

Direct memory access controller
Programmable interrupt controller

Direct memory access controller

Motherboard resources

Motherboard resources

Motherboard resources

ISAPNP Read Data Port

Programmable interrupt controller

Stratus BMC Device

Stratus BMC Device

Stratus BMC Device
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